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Nearby core-collapse supernovae (CCSNe) are powerful multimessenger sources for gravitational-wave,
neutrino, and electromagnetic telescopes as they emit gravitational waves in the ideal frequency band for
ground based detectors. Once a CCSN gravitational-wave signal is detected, we will need to determine the
parameters of the signal and understand how those parameters relate to the source’s explosion, progenitor,
and remnant properties. This is a challenge due to the stochastic nature of CCSN explosions, which is
imprinted on their time series gravitational waveforms. In this paper, we perform Bayesian parameter
estimation of CCSN signals using an asymmetric chirplet signal model to represent the dominant high-
frequency mode observed in spectrograms of CCSN gravitational-wave signals. We use design sensitivity
Advanced LIGO noise and CCSN waveforms from four different hydrodynamical supernova simulations
with a range of different progenitor stars. We determine how well our model can reconstruct time-frequency
images of the emission modes and show how well we can determine parameters of the signal such as the
frequency, amplitude, and duration. We show how the parameters of our signal model may allow us to place
constraints on the protoneutron star mass and radius, the turbulent kinetic energy onto the protoneutron star,

and the time of shock revival.
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I. INTRODUCTION

Advanced gravitational-wave detectors have finished
their first three observing runs detecting ~90 signals from
compact binary systems [1-3]. The Advanced LIGO [4],
Advanced Virgo [5], and KAGRA [6] gravitational-wave
detectors are now undergoing upgrades that will further
increase the detectors sensitivities. As the detectors become
more sensitive, they will start to make observations of other
sources of gravitational waves. One of those potential
sources is a nearby core-collapse supernova (CCSN).
Core-collapse supernovae are extremely powerful explo-
sions with energies of typically 10°! erg and may result in
the first multimessenger detection of electromagnetic
radiation, gravitational waves, and neutrinos. While super-
nova neutrinos have already been observed in the case of
SN 1987A, no CCSN signals were detected during the first
few advanced gravitational-wave detector observing
runs [7].

The gravitational-wave emission produced during a
CCSN explosion is predicted through computationally
expensive hydrodynamical simulations (see Ref. [8] for a
recent review). In recent years, a significant number of
CCSN gravitational-wave predictions from three-dimen-
sional (3D) hydrodynamical simulations have become
available [9-15]. However, using the gravitational wave-
forms from CCSN simulations for gravitational-wave
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parameter estimation is difficult for a number of reasons.
Simulating the waveforms in three dimensions is too
computationally expensive to fully cover the CCSN param-
eter space, and there are no analytical models that can fully
describe a CCSN signal for any given set of parameters.
The time series waveforms have a stochastic phase com-
ponent that make it impossible to produce time series
templates for the full CCSN signals.

In previous CCSN parameter estimation studies, the time
series gravitational-wave signal around the core-bounce
time of the CCSN has been used to predict the rotation rate
and equation of state (EoS) of the progenitor [16-22].
However, at later times after the core bounce, the time
series contains stochastic elements that make it extremely
difficult to relate the parameters of the time series signal
back to the properties of the source. This issue may be
avoided as common features of CCSN explosions, that are
related to the source properties, can be determined from the
spectrogram of the gravitational-wave signal. These fea-
tures include high-frequency modes that are related to the
mass and radius of the protoneutron star (PNS), and before
shock revival, there can be lower-frequency modes due to
the standing accretion shock instability (SASI) [23-25].

Current gravitational-wave search and waveform
reconstruction techniques for CCSN signals do not include
knowledge of their known signal features, as they use
signal models that make minimal assumptions about the
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features of the signal [26,27]. However, work has begun to
transform the known features of the signal spectrograms
into phenomenological models that can be used for
gravitational-wave searches and parameter estimation.
Using two-dimensional (2D) simulations, Morozova et al.
[28] study the gravitational-wave g/f modes using a range
of masses and EoS and find that they can represent the
trajectory of the mode frequency during the first 1.5 s of the
gravitational-wave emission with a simple quadratic equa-
tion. This model fits well while the progenitor core is
shrinking, but eventually the mode frequency will level out
when the PNS cools down and deleptonizes. Similarly,
Warren et al. [29] use a slightly different phenomenological
model, which they find fits better at later times than the
model of Morozova et al. when the gravitational-wave
emission stops rising and begins to level out. Torres-Forné
et al. [30] and Sotani et al. [31] use CCSN waveforms from
2D simulations to produce universal relations that relate the
g-, p-, and f- modes to properties of the source, such as the
surface gravity of the PNS or the mean density in the region
enclosed by the shock. The authors state that their model
fits could potentially be used in gravitational-wave data
analysis studies; however, they do not attempt this in their
publications. Bizouard et al. [32] use the universal relations
from Torres-Forné et al. [30], and a set of 1D CCSN
simulations with masses between 11 My and 40 M, to
infer the PNS properties of 2D CCSN signals in current or
next generation gravitational-wave detectors. They use a
maximum likelihood approach to fit a polynomial to detect
gravitational-wave signals in LIGO or future gravitational-
wave detectors.

Srivastava et al. [33] model both the lower-frequency
component of the CCSN gravitational-wave emission and
the high-frequency modes using a different approach. They
use a combination of five sine Gaussians with different
peak frequencies to create a phenomenological model.
They use their phenomenological model to optimize future
gravitational-wave detector designs for the detection of a
CCSN. However, they also do not use their model to
attempt CCSN parameter estimation.

A number of previous studies have modeled the gravi-
tational-wave signal by applying principal component
analysis to a selection of time series waveforms from
numerical simulations [16,21,34-36]. Roma et al. [37]
use spectrograms of a linear combination of the first few
principal components as their signal model and a noncentral
chi-squared likelihood function, to remove the issues caused
by the stochastic components of the time series, and allow
them to carry out their analysis in the spectrogram domain.
They then use their models to perform Bayesian model
selection to determine if certain modes are present in a
gravitational-wave detection. However, their principal com-
ponent signal model cannot be related back to the astro-
physical parameters of the original waveforms used to create
the principal components. Coughlin et al. [38] use a

spectrogram as a signal model for generic sine Gaussian
burst parameter estimation.

Astone et al. [39] produce a phenomenological model to
describe the high-frequency CCSN signal mode, which
they use to train a machine learning algorithm for the
detection of CCSN gravitational-wave signals; however,
they do not perform waveform reconstruction or parameter
estimation with their model. In a follow-up study, Lopez
et al. [40] show that machine learning algorithms trained
with this phenomenological model can detect CCSN wave-
forms from hydrodynamical simulations.

In this paper, we expand on the previous work by adding
a phenomenological model for the high-frequency CCSN
gravitational-wave signal mode to the Bayesian parameter
estimation code BILBY [41]. We use an asymmetric chirplet
model to represent the dominant gravitational-wave emis-
sion mode. We use the noncentral chi-squared likelihood
function from Ref. [37] to allow us for the first time to
perform our CCSN parameter estimation analysis in the
spectrogram domain instead of using the stochastic time
series waveforms. We show the image reconstruction of the
gravitational-wave modes, and we determine how well we
can estimate the parameters of our signals such as
their duration and peak frequency. We then show how
these parameters measured with our phenomenological
model can inform us of the astrophysical properties of
the source such as the mass and radius of the PNS, the time
of shock revival, and the turbulent kinetic energy onto
the PNS.

This paper is structured as follows. In Sec. II, we give a
brief description of the simulated CCSN gravitational-wave
signals that we use to test our method. In Sec. III, we give
the details of our new asymmetric chirplet signal model and
the noncentral chi-squared likelihood that we use in our
analysis. In Sec. IV, we give our parameter estimation
results and explain how these results can be converted into
posteriors on astrophysical properties of the source. A
discussion and conclusion are given in Sec. V.

II. SUPERNOVA GRAVITATIONAL-WAVE
SIGNALS

To test our method, we use four different CCSN signals
from our recent simulations with the neutrino hydrody-
namics code CoCoNuT-FMT [42,43]. We choose a range of
different progenitor masses and include one model with
rotation, to provide a good representation of the full
CCSN parameter space. Spectrograms of all of the simu-
lated gravitational-wave signals are shown in Fig. 1, and
further details of each model are provided in the subsec-
tions below.

A. Model m39

Model m39 is a rapidly rotating Wolf-Rayet star with an
initial helium star mass of 39 M, [10,44]. It has an initial
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From top to bottom are models m39, s18, y20, and he3.5. From left to right, the columns show the waveform from simulations,

the waveform in Advanced LIGO design sensitivity noise [4], and the reconstructed waveform. The signal has a signal to noise ratio of
25. Our signal model captures the shape of the dominant signal mode but not the stochastic fluctuations in amplitude.

surface rotation velocity of 600 kms~™' and has a metal-

licity of 1/50 Z,. Due to the rapid rotation, this model
achieves shock revival shortly after core bounce and
reaches a high explosion energy of 11 x 10°° erg by the
end of the simulation, which results in high amplitude
gravitational-wave emission. The simulation ends 0.98 s
after the core bounce. The amplitude of the gravitational-
wave emission peaks at a frequency of 733 Hz.

B. Model s18

Model s18 is a solar-metallicity star with a zero-age main
sequence mass of 18 M, [12]. The simulation was stopped
0.89 s after core bounce. The amplitude of the gravitational-
wave signal is highest at a peak frequency 894 Hz. The
shock is revived at ~0.3 s after the core bounce and by the
end of the simulation has reached an explosion energy
of 3.3 x 10% erg.

C. Model y20

Model y20 is a 20 M, nonrotating, solar-metallicity
helium star [10,45]. The shock is revived ~200 ms
after core bounce and reaches an explosion energy of
5.9 x 10°° erg. The amplitude of the gravitational-wave
signal is highest at a peak frequency of 606 Hz. The
simulation was performed for a duration of 1.2 s after the
core-bounce time; however, the gravitational-wave ampli-
tude is only high for the first 0.6 s.

D. Model he3.5

Model he3.5 is an ultrastripped star with a helium core
mass of 3.5 M [12,46]. The simulation is stopped 0.7 s
after core bounce. The amplitude of the gravitational-wave
signal is highest at a peak frequency of 824 Hz. The shock
is revived ~400 ms after the core bounce. However, due to
the low mass of this model, it only reaches an explosion
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energy of 0.99 x 10°° erg and has lower gravitational-wave
amplitudes than the other models.

III. PARAMETER ESTIMATION METHOD

Before we start the analysis, we do some preprocessing
to the CCSN waveforms. First, we resample the waveforms
to a frequency of 4096 Hz, apply a high pass filter to
remove frequencies below 30 Hz, zero pad them so they are
2 s long, and scale them to the relevant distance. We use
simulated Gaussian design sensitivity Advanced LIGO
detector noise, for both LIGO Livingston and LIGO
Hanford.

To perform our Bayesian parameter estimation, we use
the PYTHON Bayesian inference code BILBY [41,47], which
is used for the parameter estimation of compact binary
coalescences in advanced gravitational-wave detectors.
BILBY can produce Bayes factors that can be used for
model selection and can also produce posterior distribu-
tions on signal model parameters 6. The posteriors are
calculated using Bayes’s theorem where for data d and
model H

L(d|0, H)=(6|H)
Z(d|H) |

p(0ld. H) =

(1)

where £(d ) is the likelihood, z(0|'H) is the prior, and
Z(d|H) is the evidence. The prior includes our knowledge
of the parameters before the start of the analysis. The
evidence is given by

Z(dIH) = / p(d|0, H)z(6]H)db. 2)

It is a normalization constant for parameter estimation and
is important in model selection. The standard Gaussian
likelihood function used in gravitational-wave parameter
estimation is described in Ref. [48]; however, we add a new
likelihood function and signal model to BILBY in order to
perform our analysis in the spectrogram domain.

The signal model is an asymmetric chirplet model [49]
defined in the time domain as

bdr* .
h, =AXxexp <—2> x cos(2zfdt+2xfdt+cdr’) (3)
T

bd 2 .
h, =AXexp <_—2t> x sin(2zfdt+2nfdt+cdt’), (4)
T

where A is the amplitude; f is the peak frequency, which is
the frequency where the amplitude of the signal is highest;
f is the rate of change of frequency; dr is the array of time
steps minus the time where the center of the signal occurs;
and c is a parameter that controls how curved the chirplet is.
This extra ¢ parameter allows the end of the signal to begin
to level off instead of continuing to rise in frequency with

time, as this is what we see in waveform simulations. The
parameter 7 is defined at = = Q/2xf, where Q is the
number of cycles. The parameter b is given by

b =1 - atanh(dt), (5)
where a is the asymmetry parameter that allows one side of
the chirplet to be larger than the other as

ap — ag

a=—-, (6)

ar, +(ZR

where ; is decay rate for the left half of the chirplet and ag
is the decay rate for the right half of the chirplet. The root
sum squared amplitude /. is given by

s = \/Zuw + ), (7)

T

where 7 is the duration and dt is one over the sample rate.
Circularly polarized gravitational-wave signals are not very
realistic for CCSNe; however, they are standard in most
gravitational-wave burst algorithms [27,50,51] and do not
change the results in our case due to performing our
analysis using spectrograms. For all the results in this
study, we use the sky position of the Galactic Center, and
we assume that the sky position and the distance of the
source are already known from either electromagnetic
observations or neutrinos. We then convert the time domain
asymmetric chirplet into a spectrogram with segment
length 128 and the number of overlap points equal to 65.

To avoid the issue of the stochastic phase in CCSN
waveforms, and to allow us to use spectrograms as our
signal model, we use a noncentral chi-squared likelihood
function given by

1
log Ly = Nlog <§)

(e f]).

where d is the spectrogram of the detector data, /, is the
modified Bessel function, / is the spectrogram of the signal
model, S(f) is the noise power spectral density, and N is
the total number of frequency bins with corresponding
index n. The noise-only likelihood function is given by,

N\ L/ &

log Ly = Nlog <) - (") 9)

! 2 ; S(f)

This is the same likelihood function that was used in
Ref. [37].

We use uniform priors on all the parameters in our

model. We assume the peak frequency is between 500 and
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1000 Hz, as this is consistent with the value observed in
previous 3D waveform simulations. We assume a maxi-
mum signal duration of 1.1 s and a maximum #h., of
1 x 10?!. The asymmetry parameter prior is uniform
between -1 and 1. Although the core-bounce time of the
signal may be well known if a neutrino counterpart is
detected, the central time of our model is defined as the
time where the amplitude of the signal is highest, which is
likely to occur shortly after the shock revival time. As this
time is more uncertain than the core-bounce time, we allow
our model to vary the central time by half a second.

IV. RESULTS

A. Signal detection

To be able to determine the parameters of a CCSN
gravitational-wave signal, first the parameter estimation
code needs to be able to find the signal in the data. It is
common in gravitational-wave astronomy to consider a log
Bayes factor of 8 as the detection threshold [52]. In Fig. 2,
we show the minimum network signal to noise ratio (SNR)
needed to be able to detect the m39 signal at this threshold,
where the network SNR is given by

SNRy, = |/SNR}, + SNRZ,. (10)

where SNR;; is the SNR in the LIGO Livingston detector
and SNRy; is the SNR in the LIGO Hanford detector. We
use our asymmetric chirplet signal model and use both the
noncentral chi-squared likelihood and the standard
Gaussian likelihood function in BILBY to see if the new
likelihood function improves the detection threshold for
CCSN signals. We find using the Gaussian likelihood, and
a time domain asymmetric chirplet, that we require a
minimum detector network SNR of 15 to be able to detect

1004 — Noncentral chi-squared likelihood
Gaussian likelihood

go] — detection threshold

60 A

logB

40

201

2 4 6 8 10 12 14 16 18
Network SNR
FIG. 2. The minimum network SNR needed to detect the m39
model using the noncentral chi-squared likelihood and spectro-
gram signal model and the standard Gaussian likelihood with the
time domain signal model. Performing the analysis in the

spectrogram domain significantly decreases the minimum SNR
needed for detection.

the signal. Using the noncentral chi-squared likelihood
function reduces the required network SNR to 10. This
shows that using the noncentral chi-squared likelihood
function, which removes the stochastic phase elements of
the signals, will allow us to perform Bayesian parameter
estimation for sources at greater distances. Similar results
are found for all the models that we consider in this study.

B. Mode reconstruction

InFig. 1, we show an example reconstructed waveform for
all four signal models at a network SNR of 25. Our model is
able to produce a good representation of the gravitational-
wave signal mode for all of the models, but it cannot
reproduce the individual fluctuations in amplitude along
the mode. This may be possible with other gravitational-
wave burst signal reconstruction tools [26,27]; however, the
mode parameters reconstructed by our model are enough to
rapidly infer astrophysical information about the source. The
stochastic fluctuations in signal amplitude do not inform us
of interesting details about the source astrophysics.

In Fig. 3, we show the reconstructions of the m39 and
s18 models at SNR 25 when using the Gaussian likelihood
and time domain asymmetric chirplet model. Even for loud
signals, it is not possible to capture the entire mode when
using the time series signal model and Gaussian likelihood.
Only the part of the mode where the signal amplitude is
highest is captured by the time series signal model.

C. Source properties

In Fig. 4, we show some example posterior distributions
for the peak frequency, the rate of change of frequency (f),
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FIG. 3. The reconstructed waveforms for m39 (top) and s18
(bottom) using the Gaussian likelihood function and time domain
signal model. The network signal to noise ratio is 25.
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FIG. 4. The posterior distributions of the peak frequency, duration, and rate of change of frequency at different signal to noise ratios.
The left column is for model m39, and the right column is for model s18. The dashed lines show the true values. The model parameters
are not constrained at a network SNR of 10. At SNR 12 and 14, only the part of the signal with the highest amplitude is reconstructed.

SNR 16 is needed to capture the full length of the signal mode.

and the duration. The duration is defined as the time where
the amplitude of the gravitational-wave emission is larger
than 20% of the total amplitude. A CCSN could emit
gravitational waves for several seconds, but the amplitude
of the gravitational waves would be too low to be detected.
At a network SNR of 10, although the signal can be
detected, the error on the parameter measurements is the
width of the entire prior used in our analysis, so it would
not be possible to make a conclusive statement about the
source properties. This is due to the difficulty in

distinguishing the signal features from the noise at low
SNR. At network SNRs of 12-14, the measured signal
duration is short, as the signal is only reconstructed at the
times where the waveform has its highest amplitude, which
is typically shortly after the shock is revived. This is
because the lower amplitude parts of the signal still cannot
be distinguished from the noise. This means that the
amount of time for which we can predict the values of
the PNS mass and radius will be shorter at lower SNR
values. The peak frequency is well constrained even when
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the SNR is low, as this occurs when the signal amplitude is
highest. The f parameter is also only well constrained after

reaching a SNR of 16. The error in f at lower SNR values is
due to the smaller duration of the detectable signal.

Measuring the frequency of the mode is important as the
mode frequency is related to the mass and radius of the PNS
forming during the explosion. Several studies have shown
how the gravitational-wave frequency is related to the
emission modes visible in the signal [30,31]. To show how
the frequency reconstructed by our analysis can inform us
of the properties of the PNS, we use the universal relation
for the 2g, mode from Torres-Forné et al. [30]. We do not
include model m39 as the effects of rotation on the
relationship between the gravitational-wave frequency
and PNS properties is currently not well understood.

The results are shown in Fig. 5 for models y20 and he3.5.
Similar results are also found for model s18. We use a
PYTHON root finder to solve the universal relation equation.
The equation for the 2g, mode frequency f is given by

(11)

where x is the PNS mass M in solar masses divided by the
square of the radius R in kilometers. To obtain the mode

f=5.88x10x —86.2 x 10°x> + 4.67 x 10°x3,
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FIG. 5.

frequency f values, we make spectrograms of a SNR 25
reconstructed signal using all the BILBY posterior samples.
The mode f values are then the spectrogram frequency with
the highest energy at each time bin. We show how well we
measure M /R for half a second around the time when the
gravitational-wave amplitude is highest. The figure shows
the true values from the waveform simulations, and the
light blue lines are made from the BILBY posterior samples.
The predicted values are most accurate when the gravita-
tional-wave amplitude is high. The error in the measured
value is larger at early times and late times in the signal
when the gravitational-wave amplitude is low. As the
frequency values of the reconstructed mode are always a
good fit for the true values, as shown in the top row of
Fig. 5, it is likely the error in M/R? is due to the universal
relations being a poor fit to our simulated CCSN signals at
early and late times in the signal. At high frequencies, the
error on the frequency measurement of the mode is larger,
as shown by the larger width of the light blue area in the
figure. This is likely due to the much poorer quality of the
gravitational-wave noise at higher frequencies. The 2g,
mode equation also has some error on the numerical
parameters in the equation as given in Ref. [30]. As our
parameter estimation method uses images, there is some
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Using the frequencies from our reconstructed signal spectrograms, shown in the top row, at a SNR of 25, we estimate the

combined protoneutron star mass and radius M/R? using the %g, universal relation from Torres-Forné et al. [30]. The light blue shows
the values estimated using the posterior samples from BILBY, and the dark blue line is the true value from our waveform simulations. Left

is model y20, and right is model he3.5.
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FIG. 6. The solid lines show the shock radius from the
simulations of models y20, he3.5, and s18. The dashed line
shows the time of peak frequency measured by our BILBY
analysis. Low mass models have their peak frequency around
the shock revival time, and higher mass models have their peak
frequencies ~100 ms after the shock is revived.

limit on how well we can measure the frequency due to the
size of our spectrogram frequency bins, which is why in the
figure the light blue lines from our analysis are not as
smooth as the dark blue line from the CCSN simulations.
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Bizouard et al. [32] also use the same universal relation
equation to produce a reconstruction of M/R” using a
single Advanced LIGO detector. However, in their work,
they have a more consistent level of error for the entire
frequency range of the g-mode. This is likely due to the
difference in the simulated supernova signals used in their
study, and they also use a frequency dependent error model
of the universal relations. They used 2D waveforms with a
more constant gravitational-wave amplitude along the
entire duration of the g-mode, whereas the 3D waveforms
we use in our study have lower gravitational-wave ampli-
tudes at the early and late times in the g-mode.

The results from our parameter estimation analysis may
also allow us to make an estimation of the shock revival
time. In Fig. 6, we show the shock radius from the CCSN
simulations for our models and also the time the peak
frequency occurred as measured using BILBY. We find that
for low mass models the peak frequency occurs around the
shock revival time and for higher mass models the peak
frequency occurs ~100 ms after the shock revival time. As
it may be possible to measure the CCSN progenitor mass
using the neutrino or electromagnetic counterpart signal,
we may be able to get an estimation of the shock revival
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FIG.7. The gravitational-wave energy measured by our analysis for model he3.5 (top left), model s18 (top right), model y20 (bottom left),
and model m39 (bottom right) at a signal to noise ratio of 25. The black lines are the true values given by the CCSN waveform simulations.

063018-8



INFERRING ASTROPHYSICAL PARAMETERS OF CORE- ...

PHYS. REV. D 105, 063018 (2022)

time with an error smaller than ~100 ms. We only use the
high-frequency mode of the gravitational-wave signal in
this study; however, the low-frequency SASI mode also
contains information that will allow us to further constrain
the shock revival time.

As the distance to a CCSN will likely be known, we can
estimate the gravitational-wave energy. The gravitational-
wave energy is given by

i’ d f?
EGW - ? 5 (12)

where d is the distance, f is the peak frequency, and /&, is
the root sum squared amplitude of the gravitational-wave
signal. This equation is designed for narrow band signals;
however, it still works well for our supernova signals as the
majority of their gravitational-wave energy occurs in a
frequency band of a few hundred milliseconds. This
equation may not be appropriate for some other supernova
models. We show the posterior distributions for the
gravitational-wave energy in Fig. 7. The posterior distri-
butions are a good fit for the true values from our CCSN
waveform simulations. Measuring the gravitational-wave
energy may also inform us about other aspects of the
explosion. Models with larger gravitational-wave energy
tend to have larger explosion energies; therefore, we may
be able to put some constraint on the explosion energy by
measuring the gravitational-wave energy. In addition to
this, Radice et al. [13] found a relationship between the
total gravitational-wave energy and the time-integrated flux
of turbulent kinetic energy E\,;, from the gain region onto
the PNS. This relationship is given by the equation

)1'88, (13)

which was further expanded in Ref. [12] to include the time
of shock revival 7z and the Mach number Ma given by

2
EGW =42 x 1043 erg (ﬁ)

2 /Ma2 E 2
x (=" 2 wh_ ) (1)
20 ms 0.3 ) \10°° erg

Therefore, using our measured frequency, shock revival
time, and gravitational-wave energy, we could make a
statement about FE,,; in the event of a real CCSN
gravitational-wave detection.

E
Egw =3 x 108 erg —urb
oW g<105° erg

V. CONCLUSIONS

Ground based gravitational-wave detectors are currently
preparing for their fourth observing runs. The upcoming
increase in detector sensitivity may lead to the first
discovery of gravitational waves from a CCSN.

Understanding the relationship between the gravitational-
wave signal and the source astrophysics will be essential for
us to produce timely parameter estimation results in the
event of a real CCSN gravitational-wave detection.

In this paper, we add a new asymmetric chirplet model to
the Bayesian parameter estimation code BILBY to represent
the main emission mode visible in spectrograms of CCSN
gravitational-wave signals. As CCSN signals have stochas-
tic phase information in the time series, we also add a
noncentral chi-squared likelihood function so that we can
carry out our analysis in the spectrogram domain, where the
phase is no longer an issue, and the shape of the signal
modes is most clearly visible. This likelihood function was
used previously in Ref. [37]; however, they only use it to
perform model selection, so this work is the first time
that spectrograms have been used for CCSN parameter
estimation.

We find that when using the noncentral chi-squared
likelihood function we can determine that a signal is
present at lower detector network SNRs than when the
traditional Gaussian likelihood function and time series
signal model is used. We show that a network SNR of 12 is
required before we can start to constrain the signal
parameters, and a network SNR of 16 is required before
we can reconstruct the full duration of the signal mode.
This will allow us to perform CCSN parameter estimation
for sources at larger distances. Our model does not capture
the stochastic fluctuations in signal amplitude; however,
they are not important for understanding the source
astrophysics. In addition to this, we show that performing
the analysis in the spectrogram domain allows us to
reconstruct a larger part of the signal mode than when
the analysis is carried out in the time domain.

Previous CCSN gravitational-wave data analysis studies
have mainly focused on parameter estimation of the core-
bounce signal, detection, or model selection. Bizouard
et al. also produce a reconstruction of the gravitational-
wave signal g-mode. In this work, we try to relate the
parameters of our signal model directly to the astrophysical
parameters of the source. We show how the signal
frequency in our reconstructed spectrograms can be con-
verted into posterior distributions on the mass and radius of
the PNS. The best results are obtained at times when the
gravitational-wave amplitude is highest. Errors at low
frequencies are caused by a mismatch between the univer-
sal relations and our waveform simulations. At high
frequencies, it becomes more difficult to distinguish the
gravitational-wave signals from the noise, as the amplitude
of the gravitational-wave signal decreases and the quality of
the detector noise also decreases. This was not the case in
the study by Bizouard et al., who use 2D supernova
waveforms with a more consistent amplitude throughout
the entire g-mode. Measuring a shorter duration of the full
signal when the SNR is low means that we will only be able
to predict the properties of the PNS for a shorter length of
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time. The results may be improved further as work on
universal relations between the source properties and
gravitational-wave frequency improve. Understanding
how the universal relations change when rotation or
magnetic fields are included is currently not understood.
In addition to this, if we extend our analysis in the future to
include the low-frequency SASI mode, then we would also
be able to use the same method to produce posterior
distributions for the evolution of the shock radius.

We show how the measured time of peak frequency is
related to the shock revival time. For lower mass models,
we find that the peak frequency occurs around the shock
revival time, and for higher mass models, the peak
frequency occurs ~100 ms later. It is likely that the
progenitor mass and constraints on the core structure will
already be known from electromagnetic or neutrino obser-
vations, which will help us constrain the shock revival time.
In addition to this, if the gravitational-wave signal has a
low-frequency SASI mode, that will also aid in determining
the shock revival time as the SASI mode stops increasing in
frequency with time once the shock has been revived.

As the distance to a CCSN will be known, we can also
measure the gravitational-wave energy. Simulations have
shown that models with higher explosion energies tend to
also have higher gravitational-wave energies. However, the
explosion energy from CCSN simulations still does not
match the explosion energies observed electromagnetically.
Recent studies have shown that the gravitational-wave
energy is related to the turbulent kinetic energy from the
gain region onto the PNS. Therefore, using these relations,
the posteriors we obtain for the gravitational-wave energy
could be converted into measurements of the turbulent
kinetic energy.

In future work, we could expand our signal model to
also include the core-bounce signal, which can be used to
determine the rotation of the progenitor star. Including the
low-frequency SASI mode would allow us also to better
constrain the shock revival time and also allow us to
produce posterior distributions on the shock radius. In this
work, we only include waveforms simulated with the
CoCoNuT code. As there are some differences in results
between different simulation codes, in future work, we
will need to test the robustness of our results by using
CCSN waveforms from other simulation codes. It may
also be possible to gain further knowledge of the
source properties by doing a joint analysis with
source information gained by electromagnetic or neutrino
observations.
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