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We present a determination of the nonsinglet transversity parton distribution function (PDF) of the
nucleon, normalized with respect to the tensor charge at μ2 ¼ 2 GeV2 from lattice quantum chromo-
dynamics. We apply the pseudodistribution approach, using a gauge ensemble with a lattice spacing of
0.094 fm and the light quark mass tuned to a pion mass of 358 MeV. We extract the transversity PDF from
the analysis of the short-distance behavior of the Ioffe-time pseudodistribution using the leading-twist next-
to-leading order (NLO) matching coefficients calculated for transversity. We reconstruct the x-dependence
of the transversity PDF through an expansion in a basis of Jacobi polynomials in order to reduce the PDF
ansatz dependence. Within the limitations imposed by a heavier-than-physical pion mass and a fixed lattice
spacing, we present a comparison of our estimate for the valence transversity PDF with the recent global fit
results based on single transverse spin asymmetry. We find the intrinsic nucleon sea to be isospin symmetric
with respect to transversity.
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I. INTRODUCTION

The determination of the collinear quark and gluon
structures of polarized hadrons has been a vigorously
pursued research program, spurred by the abundant
cross-section data from previous and ongoing experiments,
such as at HERA, Tevatron, JLab, RHIC and the LHC.
More exciting discoveries pertaining to hadron structure are
to come with the planned electron-ion collider (EIC) [1]
and the JLab 12 GeV [2,3] upgrade. The global-fit analyses
(for example, see [4–7]) of the available fully inclusive
experimental data have led to a high-precision extraction
[8] of the leading-twist, unpolarized and polarized nucleon
parton distribution functions (PDFs) over a wide range of
momentum fraction x, especially for the nonsinglet case,
which has smaller experimental systematic uncertainties at

small x. A complete understanding of the leading-twist
collinear structure of the proton, however, includes not only
the unpolarized PDF and polarized PDF of a longitudinally
polarized nucleon, but also the transversity quark distribu-
tion that characterizes the correlation of the transverse spin
of a collinear parton with the transverse polarization
direction of the nucleon.
The transversity distribution, denoted by hðxÞ or δqðxÞ in

the literature, measures the difference in the probabilities
for a hard virtual photon to scatter from a quark with spin
aligned parallel and antiparallel to the transverse polariza-
tion direction of the nucleon. The transversity distribution
is the only chiral-odd leading-twist collinear PDF. This
decouples the transversity PDF from the inclusive deep-
inelastic scattering (DIS) experiments, and hence, one has
to rely on other processes that can accommodate the
required helicity-flip of the scattered parton, such as those
initially suggested in [9–13]. The first determination of the
nucleon transversity PDF resulted from an analysis [14]
incorporating the experimental data for the single spin
asymmetry in semi-inclusive DIS (SIDIS) process in
HERMES [15] and COMPASS [16] experiments and
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chiral-odd TMD fragmentation functions from the Belle
data [17]. The transversity distributions for the valence u
and d quarks were also extracted using the data for
dihadron production in SIDIS [18–20]. Recently, the first
global analysis of the single spin asymmetry in SIDIS and
various other processes was presented by the JAM col-
laboration in Ref. [21], which demonstrated a universal
description of single spin asymmetry with a comparatively
well determined transversity PDF. The scarcity of available
data for extracting the transversity PDF through a global
analysis and the nonconservation of the tensor charge make
it less constrained, and is therefore well-suited for an
extraction from first-principles lattice QCD.
Complementary to the global-fit determinations of the

leading-twist PDFs, in silico lattice QCD computations of
x-dependent hadron structure are fast developing as a
reliable framework. The perturbative matching frameworks
that use equal-time matrix elements have proved particu-
larly promising—the large momentum effective theory
(LaMET) [22,23] and the perturbative QCD short-distance
factorization based approaches, the pseudodistribution
approach [24,25], and the factorizable lattice cross-section
approach [26,27] as applied to the current-current correla-
tors [28–30]. We should, however, note that there are other
methods to probe the x-dependent hadron structure, such as
through the direct computation of the Mellin moments
using leading-twist local operators [31], the analytic
continuation of the hadronic tensor [32], operator product
expansion (OPE) of the Compton amplitude [33], and the
OPE of heavy-light current correlators (HOPE method)
[34,35]. We refer the readers to the recent reviews [36–40]
on these topics for technical discussions.
In this work, we apply the pseudodistribution

approach, for which one uses a universal perturbative
matching kernel Cðu; z2Þ to relate, in a short-distance
regime at nonzero hadron momentum, the invariant
amplitudes associated with the renormalized matrix
elements of equal-time spacelike separated parton bilin-
ears to the ν-Fourier transform of the MS collinear PDF,
or Ioffe-time distribution Iðν; μÞ. Using the pseudodis-
tribution and related approaches, lattice QCD computa-
tions of the unpolarized and polarized quark distributions
[25,41–49], and the valence distribution of the pion
[29,30,50–52] have been performed. These studies dem-
onstrate the ability of the perturbative matching
approaches to capture the expected behaviors of the
unpolarized and polarized PDFs from the global fits to
a reasonable degree, which one can consider in the
experimentalists’ parlance as the controls for the meth-
odology. With this initial success, the lattice QCD
investigations of some of the experimentally less-con-
strained leading-twist quantities have begun to appear;
for example, the computations of the generalized parton
distribution functions [53–55], gluon PDFs [56–59], and
the topic of this paper, the transversity PDF.

Previous lattice QCD studies [60–66] based on the local
operator approaches have computed the tensor charge,
gTðμÞ, which is the first moment of the transversity PDF,
and the second moments [64,67–71] of the transversity
PDF. A study in Ref. [72] found a considerable impact of
using the tensor charge gT from the lattice QCD deter-
minations as a constraint in the fits to the SIDIS data for
the transversity PDF. Closely related to the present work,
the x-dependence of the transversity PDF has been
computed before based on the perturbative NLO x-space
matching of the LaMET approach by two independent
groups in Refs. [73–75]. More recently, the first lattice
QCD computation of the x-dependent transversity gener-
alized parton distribution function (GPD) based on the
LaMET approach was presented in Ref. [76]. The aim
of this paper is to complement those previous studies
with an independent, first computation of the leading-
twist transversity PDF of the nucleon using the short-
distance factorization based pseudodistribution approach.
Independent computations of the transversity PDF using
different lattice quantities and factorization approaches
are crucial, because the different approaches suffer from
different systematic effects, such as those generated by
power corrections, renormalization prescriptions or per-
turbative truncation effects. The usage of the pseudodis-
tribution approach using renormalization group invariant
rations separate the computation of the transversity PDF
into two stages—first, a computation of the x-dependence
of the PDF at a fixed normalization, and then using
standard lattice QCD methods to perform a computation
of the tensor charge gT to change the normalization from 1
to gT . Therefore, in this paper, we focus on the ratio
hðx; μÞ=gTðμÞ that captures the x-dependence and its
corresponding perturbative matching for the pseudodis-
tribution approach.
The structure of the paper is as follows. In Sec. II, we

present the definitions of the nonsinglet valence
and antiquark transversity distributions, and then
present the analytical results for the NLO perturbative
matching in real-space to match the pseudodistribution
to the leading-twist MS transversity PDF. We discuss
the details of the gauge ensemble and lattice measure-
ments in Sec. III. In Sec. IV, we present our determination
of the bare nucleon matrix elements that form the
basis of our analysis in the following sections. As a
prelude to the extraction of the transversity PDF, in
Sec. V we present an analysis of the efficacy of NLO
leading-twist framework in explaining our lattice data,
and thereby deduce the necessary corrections we need to
add to the leading-twist framework. Finally, in Sec. VI,
we present our strategy for the reconstruction of the
x-dependence of transversity PDF using a Jacobi poly-
nomial basis, and present a comparison of our estimation
with the available data on the transversity PDF from the
global fits.
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II. THEORETICAL FRAMEWORK: DEFINITIONS
AND NLO MATCHING

In this work, we make use of the factorization of the
pseudo-ITD matrix element at the perturbatively small
quark-antiquark separations, z, into a hard perturbative
matching kernel Cðu; μ2z2Þ and the parton distribution
function; in our case, the transversity PDFs corresponding
to the isotriplet flavor combinations at scale μ. We first
explicitly define the relevant isovector combinations of the
transversity PDF and then discuss the NLO matching
kernel that relates the ratio of hadronic matrix elements,
calculable on the lattice, to the light-cone transversity PDF
in the MS scheme.

A. Definition of nonsinglet transversity distributions

The transversity PDF of the nucleon with spin Sν⊥
polarized in a transverse direction ρ⊥ and an on-shell
momentum P can be defined within QCD in terms of the
quark-fields ψ and ψ̄ that are displaced along the light
cone as,

hðx; μÞ ¼
Z

∞

−∞

dν
2π

e−ixνIðν; μÞ with;

2PþSρ⊥IðPþz−; μÞ ¼ hP; Sρ⊥ jψ̄ðz−Þγþγρ⊥γ5
×Wþðz−; 0Þψð0ÞjP; Sρ⊥i; ð1Þ

with the straight Wilson-line Wþðz−; 0Þ making the defi-
nition gauge-invariant. The nonsinglet transversity PDF
that we compute can be succinctly written as

hu−dðxÞ ¼ huðxÞ − hdðxÞ; x ∈ ½−1; 1�: ð2Þ

It is more useful to write the above quantity in terms of
quark (q) and antiquark (q̄) distributions that have support
from [0, 1] by identifying hqð−jxjÞ ¼ −hq̄ðjxjÞ. Following
the conventions laid down in the community white paper
[77], the nonsinglet transversity distributions in this
paper are

h−ðxÞ≡hu−−d−ðxÞ¼ huðxÞ−hūðxÞ−hdðxÞþhd̄ðxÞ;
hþðxÞ≡huþ−dþðxÞ¼ huðxÞþhūðxÞ−hdðxÞ−hd̄ðxÞ; ð3Þ

for x ∈ ½0; 1�, and their Mellin moments given as

hxni� ≡ hxniu�−d� ¼
Z

1

0

dxxnh�ðxÞ: ð4Þ

The factorization scale μ is implicit in the above equations,
and the evolution of hðx; μÞ and their moments with the
scale is given in [78]. By defining h−ðxÞ as the valence
quark distribution, hvðxÞ, and hū−d̄ðxÞ ¼ hū − hd̄ as the
isotriplet antiquark distribution that characterizes the intrin-
sic sea, we see that,

hvðxÞ≡ h−ðxÞ;
hvðxÞ þ 2hū−d̄ðxÞ≡ hþðxÞ: ð5Þ

In contrast to the unpolarized quark distribution, which
corresponds to the distribution of the conserved charge
among the partons, the underlying tensor charge,

gTðμÞ ¼ hx0i−; ð6Þ

is not conserved, and hence, it depends on the renormal-
ization scheme and it runs with the renormalization scale μ.
We express the tensor charge and the transversity distri-
bution in the MS scheme. A global fit to the lattice QCD
results for the tensor charge gives gTðμÞ ¼ 1.00ð5Þ at μ2 ¼
2 GeV2 [72]. In this work, we focus on the shape of
the x-dependent transversity distribution, and defer a
dedicated computation of gTðμÞ to the future. Therefore,
the aim of this work is to compute hvðx; μÞ=gTðμÞ and
hū−d̄ðx; μÞ=gTðμÞ as a function of x from the appropriately
defined pseudo-PDF matrix element.

B. NLO matching from the pseudo-ITD to MS
transversity PDF

Let us consider an on-shell proton with a momentum
four-vector P ¼ ðEðPÞ;PÞ and spin vector S⊥ satisfying
ðS⊥Þ2 ¼ −1; S⊥ · P ¼ 0, and such that it points in a spatial
direction that is transverse to spatial momentum P; the
relativistically normalized quantum state is denoted as
jP; S⊥i. Within both the short-distance factorization and
the LaMET approaches, the expectation value of an
appropriately chosen bilocal quark operator is evaluated
in the boosted hadron state. Such a flavor nonsinglet
Wilson-line connected bilocal quark bilinear operator that
is appropriate for obtaining the transversity PDF is

Oγ5γλγρðzÞ≡ ψ̄γ5γλγρWð0; zÞτ3ψ ; ð7Þ

where ψ ¼ ðu; dÞ, and Wð0; zÞ is the straight Wilson-line
connecting the quark and antiquark separated by z. The
Lorentz decomposition [79] of its forward nucleon matrix
element is

hP; S⊥jOγ5γλγρðzÞjP; S⊥i
¼ 2ðPλS⊥ρ − PρS⊥λ ÞMðz · P; z2Þ
þ 2im2

NðzλS⊥ρ − zρS⊥λ ÞN ðz · P; z2Þ
þ 2m2

NðzλPρ − zρPλÞðz · S⊥ÞRðz · P; z2Þ: ð8Þ

As is conventional, in this work, we choose z ¼ ð0; 0; 0; z3Þ
and P ¼ ðEðP3Þ; 0; 0; P3Þ, thereby making ν ¼ −z · P ¼
z3P3 and −z2 ¼ z23. The quantity ν ¼ −z · P is referred to
as the Ioffe-time [80,81]. Of the three independent form-
factors M, N and R, only M gives the leading-twist
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contribution. Hence, by a good choice of directions ρ and λ,
we can project onto M; such a choice is λ ¼ 0 (that is,
along the temporal direction) and ρ ¼ 1, 2 (that is, either of
the two spatial directions transverse to the nucleon momen-
tum). Coincidentally, it is precisely this choice that is purely
multiplicatively renormalizable without any mixing [82].
For these choices of directions λ ¼ 0 and ρ ¼ 1, 2, the spin
vectors are S⊥ ¼ ð0; 1; 0; 0Þ and (0,0,1,0) respectively.
Using these choices in Eq. (8), and by using the rotational
invariance, we find

Mðz3; P3Þ ¼
1

4EðP3Þ
X2
ρ¼1

hP; S⊥jOγ5γ0γρðzÞjP; S⊥i: ð9Þ

For convenience in what follows, we have written the
arguments of M as ðz3; P3Þ without making use of the
Lorentz structure. The above matrix element is not renor-
malized due to the self-energy divergence of the Wilson-
line, the logarithmic end-point divergences, and standard
field renormalizations for ψ [83–85]. Due to the multipli-
cative renormalizability for the choices of directions as
made above, we can define the reduced pseudo-ITD
(rpITD) [24,25] for the transversity PDF as

Mðν; z23Þ≡Mðz3; P3Þ
Mðz3; 0Þ

Mð0; 0Þ
Mð0; P3Þ

: ð10Þ

The first factor on the right-hand side above removes the
self-energy divergence of the Wilson-line, and the second
factor above ensures that in the local operator limit, z3 → 0,
the rpITD becomesM → 1 independent of renormalization
scale. Thus, it is clear that by using the above definition of
rpITD, we have forsaken the information on the tensor
charge, gTðμÞ, that would have been otherwise obtained in
the limit z3 → 0 at fixed P3. Hence, we expect that M
matches onto the transversity PDF that is normalized to
unity, that is hðx; μÞ=gTðμÞ; this expectation indeed gets
borne out of an actual perturbative calculation to compute
the rpITD-to-MS PDF matching kernel using on-shell
quark external states. The renormalization choice of setting
the z3 ¼ 0 matrix element to 1 has further advantage of
reducing the statistical errors for the matrix elements at
other smaller z3 due to correlations in the data. From our
experience with the rpITD for the unpolarized PDF, we
expect it might help in the cancellation of higher-twist
effects and finite volume effects [through the complete
removal of all corrections at Oðν0Þ] for the transversity
rpITD as well—however, this expectation needs to be
checked through further studies.
The matching relation involving the perturbative kernel C

has the general form of the lightcone OPE [86]

Mtwist−2ðν; z23Þ ¼
Z

1

0

duCðu; μ2z23ÞIðuν; μÞ; ð11Þ

where the normalized MS light-cone transversity ITD
Iðuν; μÞ is related to the transversity PDF by

Iðν; μÞ ¼
Z

1

−1
dxeixν

hu−dðx; μÞ
gTðμÞ

: ð12Þ

The expression for the matching kernel at NLO was found
to be given by1

Cðu; μ2z23Þ ¼ δð1 − uÞ − αsCF

2π

��
2u

1 − u

�
þ
ln
�
z23μ

2e2γEþ1

4

�

þ 4

�
lnð1 − uÞ
1 − u

�
þ

�
: ð13Þ

Here we use the standard definition of the plus-prescription
at u ¼ 1. The matching formula may also be rewritten
[28,88] in the form of the leading-twist local OPE

Mtwist−2ðν; z23Þ ¼
X2Nmax

n¼0

anþ1ðμÞCnðμ2z23Þ
ðiνÞn
n!

; ð14Þ

which is nothing but the Taylor expansion in ν of the
lightcone OPE to an order Nmax. The accuracy of the
leading-twist local OPE improves as Nmax → ∞, but a
large-enough value ofNmax is sufficient given the statistical
precision of the lattice data, as well as the finite range of ν
and z3 that the lattice data spans. The Mellin moments
normalized by gTðμÞ are given by

anþ1ðμÞ ¼
� hxni−=gT; even n;

hxniþ=gT; odd n;
ð15Þ

with a1ðμÞ ¼ 1. The leading-twist NLO Wilson coeffi-
cients, Cnðμ2z23Þ ¼

R
1
0 duCðu; μ2z23Þun, for transversity are

given by

Cnðμ2z23Þ ¼ 1þ αsCF

π

�
ln

�
z23μ

2e2γEþ1

4

�Xnþ1

k¼2

1

k

−
�Xn

k¼1

1

k

�
2

−
Xn
k¼1

1

k2

�
: ð16Þ

By fitting the lattice data for ReM using the above
expression for ReMtwist−2, we can obtain h−ðx; μÞ.
Similarly, we can obtain hþðx; μÞ from ImM. We use
the value of αs from the PDG [89] at the same scale μ used
to determine the PDF.
In Fig. 1, we show the variation of the Wilson coef-

ficientsCn with z23 at a scale of μ ¼ ffiffiffi
2

p
GeV. As the Mellin

moments typically decrease rapidly with the order n, and

1During the preparation of this paper we have learned that the
equivalent result has been obtained by Braun et al. [87].
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also due to the n! suppression of higher-orders in Eq. (14),
only the few lowest n mainly contribute in Eq. (14) given a
finite range in ν. Therefore, Fig. 1 shows the effect ofOðαsÞ
corrections to Cn for the lowest four n. The 1-loop effect on
C1 and C2 at intermediate z3 ≈ 0.4 fm is about 10% and
20% respectively, whereas the effect is about 35% on C3

and C4. For even smaller z3 where the effect of lnðμ2z23Þ
increases, typically only the n ¼ 1 and 2 dominate Eq. (14),
for which the 1-loop effect is about 20% and 40%
respectively at z3 ¼ 0.2 fm which is about two lattice units
in the ensemble we use for this work. Practically, such
OðαsÞ corrections could have an even smaller effect when
convoluted with realistic PDFs. Thus, at the level of
matching, we are working in a region of z3 where the
1-loop corrections at a fixed αsð

ffiffiffi
2

p
GeVÞ are small.

III. LATTICE SETUP

The computation presented in this paper was performed
using a lattice ensemble generated by the JLab/W&M/
LANL collaboration [90] with a lattice spacing a ¼
0.094 fm and the pion mass tuned to Mπ ¼ 358 MeV with
a physical strange quark mass. The computation is unitary
using 2þ 1 flavor isotropic Wilson-clover fermion action
in both the sea and the valence quark sectors. We used a
fixed lattice size of L3 × Lt ¼ 323 × 64. Further details of
the ensemble are presented in Refs. [91,92].
In order to project onto the nucleon ground-state jP; S⊥i

with spatial momentum P ¼ ð0; 0; P3Þ and with the spin
polarization S⊥ that is in a spatial direction ν, perpendicular
to P, we insert the nucleon interpolating operator
N ðt0; P3; S⊥Þ in time slices t0 ¼ t and t0 ¼ 0. The key
features of this computation are the usages of distillation
[93] and its modification using phases [94] that make
determination of high-momentum matrix elements pos-
sible. The details related to the implementation of distil-
lation, that is pertinent to the ensemble used here, is given

in our previous publication [41]. The spin projection is
achieved via the projectors P⊥¼1

2
ð1þγ5=S⊥Þ¼1

2
ð1þγ5γνÞ.

In the Pauli-Dirac representation we use in our computa-
tions, the spin projector for the positive parity state reduces
to a more familiar 2 × 2 matrix, P⊥ ¼ 1

2
ð1þ σνÞ. We

computed the set of spatial momenta,

P3 ¼ n3Δ; Δ ¼ 2π

La
¼ 0.41 GeV; ð17Þ

for n3 ¼ 0, 1, 2, 3, 4, 5, 6. In physical units, these momenta
correspond to P3 ¼ 0, 0.41, 0.82, 1.23, 1.64, 2.06 and
2.47 GeV respectively. For the sake of lattice corrections,
the pertinent scale is a−1, in units of which these momenta
correspond to 0.196nz; that is, the lowest four momenta are
well below a−1, where as the highest two momenta are
comparable to a−1.
We extracted the bare matrix element Mðz3; P3Þ by

computing the two-point function,

C2ptðts;P3Þ ¼ hN ðts;−P3; S⊥ÞN̄ ð0; P3; S⊥Þi; ð18Þ

and the three-point function,

C3ptðts;τ;z3;P3Þ

¼1

2

X2
ρ¼1

hN ðts;−P3;S⊥ÞOγ5γ0γρðz3;τÞN̄ ð0;P3;S⊥Þi; ð19Þ

where the operatorOγ5γ0γρðz3; τÞ is inserted at a time slice τ,
for 0 < τ < ts. We used ts ¼ 4a; 6a; 8a; 10a; 12a; 14a in
our computation. In physical units, the source-sink sepa-
ration ranges from 0.388 fm to 1.358 fm. As we will see, at
the three highest momenta, reasonable signal was obtained
up to ts ¼ 10a corresponding to 0.97 fm. Our values of
quark-antiquark separations z3 ranged from 0 to 16a for
momenta n3 < 4, and ranged from 0 to 8a for the higher
three momenta. Since, we performed fits in shorter
z3 < 1 fm, only the values of z3 ≤ 10a were actually
usable in the analysis. In Eq. (19), we have averaged over
the two spatial directions that are transverse to P3, but we
checked to ensure that the two individual three point
functions are consistent with each other well within 1-σ
errors.

IV. EXTRACTION OF BARE MATRIX ELEMENT

We follow the standard ways to obtain the bare matrix
element from the three-point and two-point functions in
Eq. (18) and Eq. (19); namely, two-state fits to the ratio of
three-point to two-point functions and via summation
method [95,96]. In the end, we will primarily use the
summation method to cross-check the consistency of the
extrapolations from the two-state fits of the ratio, and input
the extrapolated matrix elements from the three-point to

FIG. 1. The z3 dependence of the Wilson coefficients,
Cnðμ2z23Þ, in the leading-twist OPE for transversity for n ¼ 1,
2, 3 and 4. The value of μ ¼ ffiffiffi

2
p

GeV.
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two-point ratio in the analysis of transversity PDF in the
rest of the paper.
For the fits, we use the spectral decomposition of the

two-point and three-point functions in terms of the excited-
state energies En and their amplitudes Zn, namely,

C2ptðts;P3Þ¼
XN−1

n¼0

jZnj2e−Ents ; Zn¼
1ffiffiffiffiffiffiffiffi
2En

p h0jN jni; ð20Þ

and

C3ptðts; τ; z3; P3Þ

¼
XN−1

n;m¼0

Z�
nZm

2
ffiffiffiffiffiffiffiffiffiffiffiffi
EnEm

p hnjOðz3Þjmie−Enðts−τÞ−Emτ: ð21Þ

It is clear that the leading ground-state contribution in C3pt

is the desired Mðz3; P3Þ. Given the statistical error in the
data, we truncated the above spectral decomposition atN ¼
2 in both Eq. (20) and Eq. (21); we refer to fits performed
with this N ¼ 2 truncation as the two-state fits. Our
methodology is to use the two-state fits using Eq. (20)
to obtain the energies and amplitudes of the nucleon and the
first excited state from the two-point function data. Using
the jackknife samples of fitted values as the input, we then
performed two-state fits to the ts- and τ-dependencies of the
three-point function data using the matrix elements,
hnjOðz3Þjmi, as the fit parameters. The resultant jackknife
samples of the fitted values of the ground-state matrix
element, Mðz3; P3Þ, were then used in the analysis of
transversity PDF that we will discuss in the following
sections. It is convenient to implement this excited-state
analysis scheme by defining the ratio,

Rðts; τ; z3; P3Þ≡ C3ptðts; τ; z3; P3Þ
C2ptðts;P3Þ

; ð22Þ

so that the leading term in its corresponding spectral
decomposition that follows from Eq. (20) and Eq. (21)
is simply the bare matrix element Mðz3; P3Þ. A related
technique is the summation method, which uses the
quantity,

Rsumðts; z3; P3Þ ¼
Xts−τ0
τ¼τ0

Rðts; τ; z3; P3Þ; ð23Þ

where one can skip τ0 data points closer to the source and
the sink. From the spectral decomposition, it is clear that
the leading ts dependence is a straight line,

Rsumðts; z3; P3Þ ¼ tsMðz3; P3Þ þ R0 þOðe−ðE1−E0ÞtsÞ:
ð24Þ

In the ts → ∞ limit, one would expect t−1s RsumðtsÞ to
approach M.
We used (N ¼ 1) one-state and (N ¼ 2) two-state fits to

the nucleon two-point function to extract the ground-state
energy E0ðP3Þ. We varied the fit range ts ∈ ½tmin; tmax� to
check for the robustness of the fit parameters. For the one-
state fits, we found using a fit range ½10a; 18a� to be
optimal and be consistent with the larger tmin. For P3 ¼ 0,
we found the nucleon mass in the ensemble to be 1.115
(5) GeV. As a cross-check, the estimate for nucleon mass
here using a single interpolating operator is consistent with
an earlier estimate [97] on the same ensemble using an
extensive GEVP basis. Since, we use values of ts and τ
which are smaller than 10a, a single-state fit is not a
feasible approach to obtain the matrix elements, and
therefore, we performed two-state fits to the nucleon
correlator with smaller values of tmin ¼ 2a; 3a and 4a,
and tmax ¼ 18a. At all the momenta, we found that such
two-state fits resulted in E0 that were consistent with those
obtained using one-state fits with tmin ≥ 10a. It was also
encouraging that the central values of E0 and E1 obtained
from the two-state fits, showed only small variations (< 1%
for E0 and < 10% for E1) when tmin was changed and such
variations were within the statistical errors. Therefore, we
used the results of two-state fits over a range ½3a; 18a� in
the extrapolation of three-state fits to be discussed next. In
Fig. 2, we show the effective mass, EeffðtsÞ, as a function of

FIG. 2. The effective masses EeffðtsÞ determined from the two-
point function of transversely polarized nucleon at different
momenta P3 along the z-direction are shown as a function of
source-sink separation ts=a. The filled bands are the expectations
for EeffðtsÞ based on the two-state fits to the nucleon correlator
over a fit range ts ∈ ½3a; 18a�.
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source-sink separation, ts. In the figure, we have differ-
entiated the data at different P3 using different colored
symbols as specified in the legend. We have compared the
expectation for EeffðtsÞ from the two-state fits, shown as the
bands of different colors for different P3, with the actual
data for Eeff. The goodness of the two-state fits is evident in
the agreement with the data for ts ≥ 3a.
In Fig. 3, we show the dispersion relation for the ground

state and the excited state. For the ground state, we have
shown the consistency between the results for E0ðP3Þ from
the two-state fits with those from the one-state fits.
The black curve is the expected continuum single particle
dispersion E0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2

N þ P2
3

p
with MN ¼ 1.115 GeV. The

fitted data for E0ðP3Þ agrees with the continuum dispersion
over the entire range of P3, with only a slight tendency for
the central values of E0ðP3Þ to be smaller than the
continuum values at the largest three momenta, which
could be an effect of a small lattice correction, specifically
anOða2P2

zÞ error. We have also shown the dispersion of the
first excited state as the blue triangles. At P3 ¼ 0, the gap
E1 − E0 ¼ 1.3ð2Þ GeV is larger than the expectation that
the leading excitation areNππ multiparticle state, for which
the gap is about 0.7 GeV. This suggests that the first excited
state from our two-state fits only effectively captures the
tower of excited states above the ground-state nucleon.

Using the spectral content data from the two-state
analysis of the nucleon two-point function, we performed
the extrapolation of the real and imaginary parts of Rðts; τÞ
using two-state fits to obtainMðz3; P3Þ. For the two-states,
there are four independent parameters (i.e., the matrix
elements) as the fit parameters for each of the real and
imaginary parts of R. For the fits, we skipped the shortest
ts ¼ 4a and used only ts ∈ ½6a; 14a�, and for each ts, we
used only the operator insertion time values 2a≤ τ≤ ts−2a
to reduce any endpoint effects. Thus, the number of data
points being fit is 35 for the choice of fit range using 4
parameters, albeit with correlated data points and with
larger ts > 10a being noisy for the largest two momenta
effectively reduces the number of data points being fit. In
our fits, we included the correlations between the data
points at a given ts and also the cross-correlations at
different ts. We found the correlated χ2=dof to vary in
the acceptable range around 1 for all the cases studied here.
In Fig. 4, we show some sample two-state fits to
ReRðts; τ; z3; P3Þ at P3 ¼ 0, 0.82 and 2.05 GeV, and for
z3 ¼ 0; 4a and 8a. In addition to the data for R and
the bands resulting from the two-state fits, we also show
the extrapolated value forMðz3; P3Þ as the grey band in the
different panels. From the figure, it is clear that at the lower
momenta where the data at all ts are well-determined, the
two-state extrapolation describes the ratio data well. For the
intermediate momenta around 0.82 GeV, the data for ts >
10a become noisy and do not contribute to the fits. For the
largest two momenta, as seen in the example P3 ¼
2.05 GeV data shown in the figure, the fits are constrained
mainly by the ts ¼ 6a and 8a source-sink separations.
We performed further consistency check on our two-state

extrapolations by using summation method to determine
Mðz3; P3Þ. For this, we fitted the straight-line in Eq. (24) to
the ts dependence of the lattice data for Rsumðts; z3; P3Þ. We
used τ0 ¼ 2a to skip the endpoints to find Rsum, but
changing its value was not crucial. We did the straight-
line fits over the range of ts ∈ ½6a; 14a�; the deterioration of
signal for RsumðtsÞ at larger ts with increasing P3 followed
the same trend as we explained above for the ratio R. In
Fig. 5, we have shown a sample straight-line fit to RsumðtsÞ
at P3 ¼ 1.23 GeV and z3 ¼ 4a. The y-axis in Fig. 5 is
t−1s RsumðtsÞ and the x-axis is t−1s , such that when t−1s ¼ 0,
the y-intercept will give the value of ground-state
matrix element. The blue band is the result from the
straight-line fit over ts ∈ ½6a; 14a�, which passes through
all the data points satisfactorily, and not surprisingly,
misses the data point at the smallest ts ¼ 4a which did
not enter the fit. For comparison, we also show the
expectation for t−1s RsumðtsÞ from the two-state fits to the
ratio Rðts; τÞ over ts ∈ ½6a; 14a�, that we discussed pre-
viously, as the green band. The two estimates for M are
consistent within error-bars as seen from the y-intercepts of
the two bands, validating the extrapolations at least for the
specific ðz3; P3Þ shown in the figure. However, the

FIG. 3. The plot shows the ground state nucleon energy, E0,
(filled red squares) and the first excited state, E1, (filled blue
triangles) as extracted from the nucleon two-point function using
the two-state fits over a range ts ∈ ½3a; 18a�, at different nucleon
momenta P3. For comparison, the nucleon ground state masses
obtained from the one-state fits over a range of ts ∈ ½10a; 18a� are
shown using the open red circle symbols.
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surprising feature in Fig. 5 (and also for other ðz3; P3Þ as
well), is that the expected curve for RsumðtsÞ from the two-
state fit always passes through the ts ¼ 4a data point as
well, unlike the summation fit curve. This seems to suggest
that the two-state fit has a slight advantage from the
sensitivity to the tower of higher excited states captured
through the effective first excited state E1. We attempted to
test the robustness of summation fits by supplementing the
straight-line fit form with a term proportional to e−ðE1−E0Þts ,
but it however resulted in unstable fits with large errors in
the fit parameters. In the different panels of Fig. 6, we show
the results of Mðz3; P3Þ as a function of z3 that were

obtained from the two-state fit extrapolations (shown using
circles) and the summation fit extrapolations (shown using
squares), at different P3. In each panel, ReM and ImM are
shown using red and blue symbols respectively. The
comparison nicely demonstrates the consistency between
the two different ways of extrapolations to get M, thereby
indirectly, justifying a good estimation of the ground state
matrix element. In addition to the two-state and summation
analysis presented in the paper, we also tried adding a third
expected contribution from Nππ state to the spectral
decomposition. However, such an analysis resulted in
the extrapolated values being consistent with the simpler

FIG. 4. The plot shows a sample of the excited-state extrapolations of the ratio Rðts; τÞ of the three-point function to two-point function
ratio to obtain the bare ground-state nucleon matrix element, Mðz3; P3Þ. As the real and imaginary parts of R displayed similar
behaviors, only the real part of R is shown. In each panel, ReRðts; τÞ is shown as a function of ts − τ=2, where ts is the source-sink
separation and τ is the operator insertion time. The points are the lattice measurements and the bands are the expectations based on the
two-state fits to ReRðts; τÞ over a range of ts ∈ ½6a; 14a�. The ratios at different fixed ts, as specified in the plot legends, are
distinguished by the colored symbols and bands used. The horizontal gray band is the extrapolated value. The matrix of panels are such
that the three rows from the top to bottom show the results at momenta P3 ¼ 0, 0.82 and 2.05 GeV, and the three columns from the left to
right are for quark-antiquark separations z3 ¼ 0; 4a and 8a respectively.
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two-state fits, albeit within the larger statistical errors.
Therefore, we will use the bare matrix element obtained
from the two-state fit in the rest of the paper, due to its
usage of more data points in its fits, especially at the larger
P3 where the summation fit essentially uses only two data

points, as well as due to its good ability to describe even the
smaller ts that did not even enter the fits.

V. A NUMERICAL ANALYSIS OF
CORRECTIONS TO CONTINUUM
LEADING-TWIST FORMALISM

The simplest analysis of the lattice pseudo-ITD data,
without incorporating any ansatz for the PDF is to use the
Mellin moments as the fit parameters, as first introduced
in Ref. [98]. The premise of the calculation is to find the
best fit values of the Mellin moments by fitting the Ioffe-
time, ν, dependence of the real and imaginary parts of
Mðν; z23Þ using the leading-twist OPE given in Eq. (14) at
various fixed values of z3. In this way, we can obtain the
Mellin moments hxni� as a function of z3. If the leading-
twist OPE at a given perturbative order by itself is
sufficient to describe the lattice data in a given range
of z3 and ν, then we should find no z3-dependence in the
fitted values of hxni�. By turning the argument around, by
assuming that the NLO leading-twist OPE is sufficient
except that it needs to be supplemented by small addi-
tional ν and z3 dependent lattice corrections as well as
higher-twist corrections, then the moments analysis at
fixed z3 is a nice way to query the nature of these small
corrections. The idea is the following—if the lattice
pseudo-ITD data is an admixture of the leading-twist part
Mtwist−2 and some leading corrections in 1=jz3j and jz3j,
such as,

FIG. 5. Extraction of the ground state matrix element by using
the summation method via fits to RsumðtsÞ. The plot shows
t−1s RsumðtsÞ as a function of t−1s , defined conveniently such that
the y-intercept at ts → ∞ is the ground-state matrix element, M.
The data points for RsumðtsÞ at a fixed P3 ¼ 1.23 GeV and z3 ¼
4a are shown as the red circles. The resulting curve from the
straight-line fit to RsumðtsÞ ¼ Mts þ B over a range ts ∈
½6a; 16a� is shown as the blue band. The expectation for
RsumðtsÞ from the two-state fits to the ratio Rðts; τÞ over a range
ts ∈ ½6a; 16a� is shown as the green band.

FIG. 6. The plot demonstrates the consistency in the extracted bare matrix elements Mðz3; P3Þ by means of comparison between the
extrapolated values from two-states fits to Rðts; τÞ (circles) and straight-line fits to RsumðtsÞ (squares). The red and blue symbols are for
ReM and ImM, respectively. The different panels show this comparison at various momenta P3 ¼ 0.41n3 GeV for n3 ¼ 0, 1, 2, 3, 4, 5.
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Mðν; z23Þ ¼ Mtwist−2ðν; z23Þ þ
X
k;n

�
Lk;n

�
a
jz3j

�
k

þHk;nðΛ2
QCDz

2
3Þk

� ðiνÞn
n!

; ð25Þ

for some numerical coefficients Lk;n andHp;n, then we can
absorb the corrections into the leading-twist OPE, which
effectively results in a z3-dependent nth moment given by,

aeffnþ1ðz3Þ ¼ hxni þ 1

Cnðμ2z23Þ
X
k

�
Lk;n

�
a
jz3j

�
k

þHk;nðΛ2
QCDz

2
3Þk

�
: ð26Þ

In practice, since the Wilson coefficients depend on z3
logarithmically, one will see some power-law corrections
in 1=jz3j and jz3j to the moments extracted from

OPE-without-OPE analysis, thereby allowing us to
deduce what the leading corrections are from the lattice
data itself. Also, only corrections with n > 0 can appear as
a1 ¼ 1 by construction. Such an approach was also
considered previously in [51] to deduce the nature of
lattice corrections for z3 ∼OðaÞ. Here, we take a similar
stance and ask whether there are corrections to the
leading-twist OPE as seen in the Mellin moments, and
if so, what is the simplest correction that we need to add to
the leading-twist OPE in order to extract the PDF?
At any given z3, we only have six data points from the

different P3. Therefore, we needed to truncate the leading-
twist OPE in Eq. (14) at modest values of Nmax for this
analysis of moments; we used Nmax ¼ 2, 3, 4 and checked
for the convergence of the results. In the top panels of
Fig. 7, we show the results from the moments analysis
usingNmax ¼ 4 truncation. We used μ ¼ ffiffiffi

2
p

GeV to do the
matching and used αsð

ffiffiffi
2

p
GeVÞ ¼ 0.36 in the Wilson

coefficients. The data points in the top-left and top-right
panels are our data for ImM and ReM respectively.

FIG. 7. The analysis of ν dependence at different fixed z3. The top-left and top-right panels show ImM and ReM as a function of the
Ioffe-time, ν. The data points for Mðν; z23Þ at different fixed z3 are differentiated by the colored symbols. The corresponding fits to the
leading-twist OPE with Nmax Mellin moments as the fit parameters, at various fixed values of z23 are the colored bands. In the fits shown
in the top panels, Nmax ¼ 4 Mellin moments were used. The bottom-left panel shows the corresponding z3-dependence of
hxiþðμÞ=gTðμÞ as obtained from fits to ImMðν; z2Þ at the different fixed z23. The results using the truncation order Nmax ¼ 2, 3, 4
are shown. The black curve is the expectation for the observed residual z3 dependence based on a short-distance lattice artifact of the
type L1;1ða=jz3jÞν (refer text). The results from fits using tree-level Wilson coefficients (i.e., Cn ¼ 1) andNmax ¼ 4 are also shown to see
the effect of 1-loop matching. A similar z3-dependence of hx2i−=gT at μ ¼ ffiffiffi

2
p

GeV as obtained from the leading-twist OPE fits to
ReMðν; z23Þ is shown in the bottom-right panel.
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We have differentiated the data at fixed values of z3 ranging
from 2a to 7a using different colored symbols. Along with
the data points, we show the resulting bands from the fits at
each values of z3. The fits indeed describe the Ioffe-time
dependence as well as the z3 dependencies of the lattice
data well, albeit at the expense of allowing for z3 depend-
ence of the moments as seen in the two bottom panels.
The bottom-left and right panels of Fig. 7 show the z3

dependencies of the dominant fit parameters in the OPE of
ReM and ImM, namely, the normalized Mellin moments
hxiþ=gT and hx2i−=gT . Let us first focus on the bottom-left
panel in Fig. 7—the results from the analyses of ImM
using Nmax ¼ 2, 3, 4 are the different colored symbols in
the plot. We can infer that by Nmax ¼ 4, the fits have more
or less converged. The z3 dependence of hxiþ=gT is
striking, without any region in the perturbative range of
z3 that can be identified as a plateau. Thus, it is important to
take care of the corrections to the leading twist framework.
Since we have analyzed only one ensemble, we have to rely
on previous works to deduce the origin of the corrections
seen here. We observe that the corrections are larger at
shorter z3, and hence, suggests that the dominant source of
the correction could be due to the lattice corrections when
z3 is comparable to the lattice cutoff itself. Indeed, a similar
observation has been made in previous works [42,51] that
used more than one lattice spacing. Therefore, in this work,
we will proceed under the hypothesis that the leading
correction is a lattice spacing correction of the type
Lk;mða=jz3jÞkðiνÞm that we discussed above. The solid
black curve in the bottom-left panel is a fit using the form
aeff2 ðz3Þ¼hxiþ=gTþL1;1ða=jz3jÞ, with hxiþ=gT ¼ 0.226ð2Þ
and L1;1 ¼ 0.094ð6Þ. On the other hand, a fit to an alternate
correction of the type L2;1ða=jz3jÞ2 performs poorly as seen
from the dashed curve shown in the bottom-left panel of
Fig. 7. Thus, we infer that the leading correction to ImM is
a correction of the form L1;1ða=jz3jÞν. In addition to the
lattice correction, we do not find any perceptible higher
twist corrections of the form ðΛQCDjz3jÞ2ν present in our
data for ImM up to z3 ¼ 0.8 fm, indicating that most of the
higher twist effects have presumably canceled between the
bare matrix elements Mðz3; P3Þ and Mðz3; 0Þ in their
ratio. A similar plot of the effective aeff3 ðz3Þ as extracted
from ReM is shown on the bottom right panel. Unlike the
results on the bottom-left panel, the fitted values of aeff3 ðz3Þ
are comparatively noisier, especially at the shorter
z3 < 0.4 fm. For z3 > 0.4 fm up to 0.8 fm, a plateau is
seen. Thus, to the precision of the data, we found no
indications of small-distance lattice correction nor any
higher-twist corrections in ReM. To see the effect of
DGLAP as enshrined in the lnðμ2z23Þ in the NLO Wilson
coefficients, we also performed the above analysis using
the tree-level matching as obtained using αs ¼ 0 and
therefore lacks the logarithmic part as well as some finite
αs corrections (the resulting tree-level moments can also be

inferred as the moments of the pseudo-ITD). From the
bottom panels, we see that the effect of 1-loop is quite
important for the ImM compared to ReM. From the z3
behavior for hxiþ, we see that the effect of DGLAP and the
effect of the a=z3 lattice correction have opposing behav-
iors, and taking care of them together is important in lattice
studies at finite lattice spacings.
Based on the above analysis, the explicit functional

forms for the leading-twist OPE along with the simplest
leading lattice-spacing correction and higher-twist correc-
tion, that we will use in the extraction of the x-dependent
PDF in the remaining part of the paper is

ReðMðν; z23ÞÞ

¼
�
1þ

XNmax

n¼1

C2nðz23μ2Þ
ð−1Þnν2n
ð2nÞ!

Z
1

0

x2n
h−ðx; μÞ
gTðμÞ

dx

�

þ L1;2
a
jz3j

ν2

2
þH1;2ðΛQCDz3Þ2

ν2

2
; ð27Þ

and for the imaginary part is,

ImðMðν; z23ÞÞ ¼
�XNmax

n¼1

C2n−1ðz23μ2Þ
ð−1Þn−1ν2n−1
ð2n − 1Þ!

×
Z

1

0

x2n−1
hþðx; μÞ
gTðμÞ

dx

�

þ L1;1
a
jz3j

νþH1;1ðΛQCDz3Þ2ν; ð28Þ

with the terms within the larger parentheses in the above
expression are simply the convolution term in Eq. (11)
expanded in ν for convenience in implementation. We will
use a value ΛQCD ¼ 0.286 GeV as a typical scale simply to
get dimensionless values above. We found actual evidence
in the data only for a nonzero L1;1 in the imaginary part, and
whereas, we have added the other correction terms, namely
L1;2, H1;1 and H1;2, in order to be conservative in our fits
and also because there is no a priori reason for the absence
of such leading lattice correction terms or the higher-twist
correction terms. In the end, we found such terms to come
out with values close to zero, which we will take as an
empirical fact. We should also note that the lattice correc-
tion term L1;2 in the real part is proportional to the modulus
jz3j−1. This is in contrast to Ref. [51] for the analysis of
pion valence PDF, where an analytic correction term
ða=z3Þ2ν2 was used for ReM due to visible evidence for
such a term in the data. In our case, there is no such visible
evidence for ReM data, and therefore, we add a term with
lesser power of jz3j−1, which in principle could be present.
Such an approach was also taken for the case of the analysis
for the nucleon unpolarized PDF [41,42]. We also cross-
checked by adding ða=z3Þ2ν2 as a correction term instead of
ða=jz3jÞν2 term to the real part in our studies, but it did not
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make any statistically significant variation. Therefore, we
will present the results with L1;2 term in the real part.
We should note that one may parametrize the ν depend-

ence of both the higher-twist as well as the lattice spacing
errors with a more general form. In computations of the
nucleon unpolarized PDFs [41,42,56], Jacobi polynomials
were used to describe the general ν dependence of
correction terms. However, for the transversity rpITD data
presented here, we found the results from an analysis using
the Jacobi polynomial parametrization of corrections to
leading-twist OPE to be consistent with the results using a
simpler parametrization using leading correction terms
given above, and hence, we resort to this simpler para-
metrization in the rest of the paper. Perhaps, an increased
precision in the future might necessitate more elaborate
terms in the corrections.

VI. RECONSTRUCTION OF TRANSVERSITY PDF
WITH REDUCED MODEL-DEPENDENCE

Having set up the required elements for the PDF
analysis, we present the results on the extraction of the
PDF from the transversity pseudo-ITD in this section. Our
approach is to reconstruct the x-dependent transversity
PDFs, h�ðxÞ by assuming a functional form for them, say
h�ðx; fα;…gÞ, and then perform a combined fit of the
parameters fα;…g to the ν and z3 dependencies of the
pseudo-ITD lattice data over a range of P3 ∈ ½Pmin

3 ; Pmax
3 �

and z3 ∈ ½zmin
3 ; zmax

3 � using Eq. (27) and Eq. (28). As wewill
explain, through a step by step generalization of
the functional form of the PDF ansatz, we reduce the
model-dependence. Our fitting method is by using the
standard χ2 minimization,

χ2 ¼
X
p;p0

ΔpΣ−1
p;p0Δp0 ; p ¼ ½z3; P3�;

z3 ∈ ½zmin
3 ; zmax

3 �; P3 ∈ ½Pmin
3 ; Pmax

3 �; ð29Þ

where Δp ¼ Re=ImMdataðpÞ − Re=ImMfitðp; fα;…gÞ,
and Σp;p0 is the covariance between the different data
points p, p0. The covariance matrix uses its standard
definition using only statistical fluctuations, without fold-
ing any of the systematic errors into it. We will take care of
the systematic variations in the fits in the end.
We used all of the six available values of P3 ∈

½0; 2.46� GeV in our analysis. However, we were cautious
about the range of z3 to use; too small values of z3 will
suffer from larger lattice spacing corrections as we dis-
cussed in the last section, whereas for z3 ∼Oð1Þ fm, we
naively expect higher-twist effects and higher-order per-
turbative terms could become important. For this, we
skipped z3 ¼ 0; a from our analysis and used only ranges
with zmin

3 ¼ 2a; 3a. To see the variations due to the choice
of zmax

3 , we used zmax
3 ¼ 8a; 10a ¼ 0.75, 0.94 fm. We used

the fixed order expressions for the Wilson coefficients in

Eq. (16) at a factorization scale of μ ¼ ffiffiffi
2

p
GeV in our PDF

analysis, that is comparable to 1=z3 that enters our
computation.
In the first step of the PDF reconstruction, we assumed a

functional form that is known to work well in the global
fits to the PDFs from experimental cross-sections data,
namely,

h�ðxÞ
gT

¼ N�xα�ð1 − xÞβ�ð1þ γ�
ffiffiffi
x

p þ δ�xÞ; ð30Þ

with ðα�; β�; γ�; δ�Þ as independent fit parameters. The
parameter N� is the normalizing constant. We will simply
refer this method as PDF ansatz fits. For the valence case,R
1
0 dx

h−ðxÞ
gT

¼1, which thereby fixes N− ¼N−ðα−;β−;γ−;δ−Þ
as a function of the other independent parameters. On the
other hand, for Nþ there is no such condition and therefore,
we keep it as an additional fit parameter in hþ=gT . We used
the above functional form in Eq. (27) and Eq. (28) to fit our
transversity pseudo-ITD data. We evaluated the convolu-
tion integral for the leading-twist matching using the Taylor
series in ν (see Eq. (27) and Eq. (28)) using an expansion up
to order Nmax ¼ 40. This truncation achieves a machine
precision approximation of the convolution kernel within
the range of ν we use.
In the top left and right panels of Fig. 8, we compare

our PDF ansatz fit with the real and imaginary parts
of our lattice pseudo-ITD data in the left and right panels
respectively. For the fits shown in the two panels, we
used the fitting ranges z3 ∈ ½2a; 8að0.75 fmÞ� and
P3 ∈ ½0; 2.46 GeV�. We have represented the data points
and fitted bands at a fixed P3 by the same set of colors. The
data points at different P3 and z3 quite nicely fall on near
universal curves as a function of ν, which means that the
scaling violations to the tree-level universality could be
described by small perturbative logarithmic terms. Indeed,
it is clear from the two panels that the corresponding fitted
bands describe the data at different P3 well over the range
of z3 we used. Taking this range of fitted data as a
representative point for the sake of discussion, we found
the following set of parameters that enter the PDF ansatz:

αþ ¼ 0.49ð42Þ; α− ¼ 0.63ð50Þ
βþ ¼ 3.38ð1.15Þ; β− ¼ 4.37ð1.75Þ
γþ ¼ −0.28ð1.92Þ; γ− ¼ −0.16ð2.29Þ
δþ ¼ −0.30ð1.33Þ; δ− ¼ −0.17ð1.75Þ
Nþ ¼ 10.85ð92Þ;
L1;1 ¼ 0.0648ð38Þ; L1;2 ¼ −0.038ð20Þ
H1;1 ¼ −2.50ð2.62Þ10−3; H1;2 ¼ 1.86ð1.34Þ10−3

χ2=dof ¼ 45.9=35; χ2=dof ¼ 41.5=36: ð31Þ
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In the bottom left and right panels of Fig. 8, we show the
corresponding best fit transversity PDFs, h− and hþ,
respectively for the representative values of fit ranges; in
the last half of this section, we will discuss more on the
variability of the fits as a systematic effect. The quality of
the fits are acceptable as seen from the χ2=dof ≈ 1.2. For
both h�, a simpler two-parameter ansatz using only the
exponents ðα�; β�Þ was also sufficient to capture the shape
of the transversity PDF, as one can see by the nearly
vanishing values of the small-x corrections γ� and δ�. The
role of the lattice correction L1;1 in ImM is not negligible as
we discussed in the last section, and such a term is
necessary to obtain acceptable χ2. Its real counterpart
L1;2 is comparatively smaller and consistent with zero at
2-σ level. The additive higher-twist corrections H1;1 and
H1;2 come out unimportant, and supports an explanation
that there are cancellations of higher-twist corrections due
to the ratio of nucleon matrix elements in Eq. (10). The fact
that α� > 0 results in the transversity PDFs vanishing at
x ¼ 0 in the bottom panels. The region of x ∈ ½0.1; 0.8�
where the transversity PDF is significantly nonzero could
perhaps help their lattice determinations with lesser higher-
twist contamination, which is suggested [99] to affect the
x ≈ 0 and x ≈ 1 parts of the extracted PDF.

At this point, we are concerned about the robustness of
the reconstructed transversity PDFs; by assuming a PDF
ansatz, have we inadvertently restricted the set of allowed
PDFs severely and ruled out a wider possibility of
solutions? The answer to this question can only be found
by an actual inversion of the matching relation, and
equivalently an inversion of Eq. (27) and Eq. (28), to
determine h�ðxÞ using a discrete set of data points that span
a finite range of ν and z3. This is well known to be an ill-
posed problem [100]. Given the assumption (that is, our
prior) that the transversity PDF can be described using the
PDF ansatz in Eq. (30) to a good accuracy, and allowing for
small fluctuations around this prior, we ask whether we can
reconstruct the transversity PDFs using a more flexible
PDF parametrization that covers all such possible small
fluctuations. We describe our method to answer this
question in our ensuing discussion on the reconstruction
of the transversity PDF using Jacobi polynomials that form
a compete basis of functions of x for x ∈ ½0; 1�.
The effectiveness of a Jacobi polynomial basis as an

easy-to-implement and complete set of functions for x ∈
½0; 1� was first investigated in Ref. [42]. The reader can
refer to Ref. [41] for a more detailed description of a related
procedure as applied to the unpolarized PDF. The essential

FIG. 8. Reconstruction of transversity PDF based on the PDF ansatz in Eq. (30). The top-left and top-right panels show the real and
imaginary parts ofM as a function of ν. The two panels show the best fit bands resulting from an analysis assuming the PDF ansatz. The
fits shown in the figure incorporated the data points at all momenta with z3 ∈ ½2a; 8a�. The color of the bands and the data points
distinguish the fixed value of momenta P3 ¼ 0.41n3 GeV used. The bottom-left and bottom-right panels show the resultant transversity
PDFs, h−ðxÞ and hþðxÞ respectively.
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properties of the Jacobi polynomials that we need for this
paper are as follows. Any pair of parameters ðα; βÞ defines a
family of Jacobi polynomials, which we represent as
Pα;β
n ðuÞ for u ∈ ½−1; 1� which are orthogonal with respect

to a weight function Wα;βðuÞ ¼ ð1 − uÞαð1þ uÞβ. We can
conveniently rewrite the polynomials as Pα;β

n ð1 − 2xÞ
which span the interval x ∈ ½0; 1� that our PDFs are defined
in, and with the weight-function as Wα;βðxÞ ¼ xαð1 − xÞβ.
That isZ

1

0

Pα;β
n ð1 − 2xÞPα;β

m ð1 − 2xÞWα;βðxÞdx ¼ Knðα; βÞδm;n;

ð32Þ

where Kn is a normalizing constant. Due to this orthogon-
ality of the Jacobi polynomials, we can write the most
general functional form for our PDFs as,

h�ðx; fN�; α�; β�; sn�gÞ

¼ N�xα�ð1 − xÞβ�
�
1þ

XNJ

n¼1

sn�P
α�;β�
n ð1 − 2xÞ

�
;

with sn ≡ 1

Knðα; βÞ
Z

1

0

h�ðxÞPα�;β�
n ð1 − 2xÞdx: ð33Þ

The above expansion is exact for NJ → ∞. While it is
tempting to identify ðα�; β�Þ with the small-x and large-x
exponents due to the similarity of the above equation
with Eq. (30), such an identification in general is not
correct—for this, we note again that ðα�; β�Þ can be any
pair of real numbers, greater that −1, and due to the
completeness of the corresponding Jacobi polynomials
Pα;β
n , the above expansion of h�ðxÞ is always exact in the

NJ → ∞ limit. However, not all choices of ðα�; β�Þ
are numerically optimal when finite NJ has to be used,
as the above series in n might only slowly converge with
n, or worse, it might not be uniformly convergent as n is
increased unlike, for example, a series in the Chebyshev
polynomials. In Refs. [41,42], this convergence problem
was approached by finding the best fit values of ðα�; β�Þ
along with the coefficients sn� by using the VarPro
algorithm [101].
In this work, we explore another possibility that makes

full use of the completeness of Eq. (33) and the empirically
known effectiveness of the PDF ansatz in Eq. (30). For this,
we specialize the above discussion from a generic ðα; βÞ
that define Pα;β

n to the case where we identify them with the
small-x and large-x exponents. We generalize Eq. (30) and
assume that the PDF can be written as

h�ðxÞ ¼ xα�ð1 − xÞβ�G�ðxÞ; ð34Þ

where α� and β� are the actual small-x and large-x
exponents, in which case, it is justified to assume that

G�ðxÞ is a slowly-varying function that can be expanded
linearly in Pα�;β�

n as

G�ðx;NJÞ ¼ 1þ
XNJ

n¼1

sn�P
α�;β�
n ð1 − 2xÞ; ð35Þ

with a good convergent behavior as the order of
truncation NJ in increased. In order to see if this is true,
let us consider the central values of ðαþ; βþ; γþ; δþÞ ¼
ð0.49; 3.38;−0.28;−0.3Þ from the PDF ansatz in Eq. (30).
In this specific example, we would like to see if GþðxÞ ¼
1 − 0.28

ffiffiffi
x

p
− 0.3x exhibits a convergent behavior with

respect to n, when it is expanded in the basis P0.49;3.38
n . Let

us define the error committed by the truncation at NJ

polynomials, ϵðx;NJÞ≡xαþð1−xÞβþðGþðx;∞Þ−Gþðx;NJÞÞ.
In Fig. 9, we show ϵðx;NJÞ as a function of x, as NJ is
increased from 1 to 6 for the example GþðxÞ considered.
For the example shown and for similar such four-parameter
ansatz parametrizations of the PDF, we found the con-
vergence with NJ was uniform over a range x ∈ ½xmin; 1�
with xmin monotonically becoming smaller with increasing
NJ. Thus, to summarize our observational study of the
Jacobi polynomial expansion, at least for PDFs that closely
resemble the typical xαð1 − xÞβ functional forms, we can
consider the Jacobi polynomial expansion of the PDF,
using the same values of α and β as the small-x and large-x
exponents, to be uniformly convergent with NJ, and it is
sufficient to consider only the first few Pα;β

n in the
expansion.
Based on the above discussion, we improved upon our

PDF ansatz reconstruction in the following way. Let us
denote the parameters and PDFs extracted from the PDF
ansatz in Eq. (30) using “ans” in the superscript in the
discussion below.
(1) For each fit range z3∈½zmin

3 ;zmax
3 � and P3∈ ½Pmin

3 ;
Pmax
3 �, we read off the small-x and large-x exponents,

ðαans� ; βans� Þ, from the four-parameter ansatz

FIG. 9. Convergence of the Jacobi polynomial expansion for
PDFs that can be described by Eq. (30). The error ϵðx;NJÞ due to
truncation at orderNJ (see text) is plotted as a function of x. In the
example shown, ðα; β; γ; δÞ ¼ ð0.49; 3.38;−0.28;−0.3Þ in
Eq. (30) for hþðxÞ. The truncation order of the Jacobi polynomial
expansion is gradually increased from NJ ¼ 1 to 6 as seen from
the different curves.

COLIN EGERER et al. PHYS. REV. D 105, 034507 (2022)

034507-14



reconstruction analysis we presented previously. We
decomposed the four-parameter PDF that depends
on ðαans� ; βans� ; γans� ; δans� Þ into a basis of Jacobi poly-

nomials P
αans� ;βans�
n using Eq. (33). The output of this

decomposition were the expansion coefficients sansn�
for any order n. By iterating this over jackknife
samples of the four-parameter ansatz fits, we esti-
mated the mean s̄ansn� and its error σanss� of the
expansion coefficients.

(2) In the second step, with the same set of fit ranges as
in the step 1, we used the Jacobi polynomial
expansion, Eq. (33), truncated at a chosen truncation
order NJ in Eq. (27) and Eq. (28) with the expansion
coefficient sn� and the other correction parameters
Lm;n, Hm;n as the fit parameters. One should note
that the fit is linear in the expansion coefficients sn�.
We imposed our prior that the allowed PDFs are
small fluctuations about the PDF ansatz fit, by using
the log-likelihood function,

L ¼ χ2 þ
XNJ

n¼1

�
sn� − s̄ansn�
σpriorsn�

�
2

; ð36Þ

with χ2 defined in Eq. (29) and the second term is the
negative logarithm of the Bayesian prior. We took
the central value of the prior from step 1 above. The
prior width, σsn� , gives the handle to impose how
small the fluctuation around our prior ansatz based
PDF can be. We chose a conservative, σpriorsn� ¼ 3σanss�
with σanss� taken from step 1. The sensitivity to σpriorsn�
was minimal as long as it was Oðσanss�Þ, with even
wider widths resulting in oscillatory, unphysical
reconstructions of the PDF when NJ was made
larger than 4. By minimizing L, we obtained the
maximum a posteriori estimates of sn� and their
confidence intervals. This step immediately resulted
in the Jacobi polynomial based reconstruction of
the transversity PDFs for a given specification
of fit ranges for the lattice data. We found the errors
of sn� and the resulting PDF through a jackknife
procedure.

(3) In the last step, we took care of the systematic error
due to choices we made in the analysis steps 1 and 2
above, namely, the setRfit of the fit choices uniquely
labeled by ðNJ; zmin; zmax;LC;HTÞ. We always
made use of all six available momenta in our
analysis. The term LC is Boolean valued, denoting
whether we included the lattice correction term L1;2

for ReM and L1;1 for ImM. Similarly, the Boolean
term HT denotes whether we added the terms H1;1

and H1;2 in the fits. We changed zmin from 2a to 3a,
and changed zmax ¼ 8a to 10a corresponding to
0.75 fm to 0.94 fm. We successively changed NJ
from 4 to 10 in our fits. After collecting together the

analysis variations into the set Rfit per jackknife
block, we used the Akaike information criterion
(AIC) model averaging to obtain a single estimator
hAICðxÞ per jackknife block, and a single estimator
ΔAICðxÞ to capture the systematic spread in PDFs per
jackknife block:

hAIC� ðxÞ¼
X
m∈Rfit

wðmÞhðmÞ
� ðxÞ;

ΔAIC
� ðxÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
m∈Rfit

wðmÞðhðmÞ
� ðxÞ−hAIC� ðxÞÞ2

s
;

usingweightswðmÞ≡ e−
1
2
AICðmÞP

n∈Rfit
e−

1
2
AICðnÞ ; ð37Þ

where AICðnÞ is the (corrected) AIC value for the
nth fit, namely, AICðnÞ¼Lnþ2pnþ2pnðpnþ1Þ=
ðdn−pn−1Þ, with dn being the number of lattice
data points being fitted in nth fit and pn being the
number of fit parameters, which is NJ for hu−−d− and
NJ þ 1 for huþ−dþ.

(iv) Finally, we summarize our fits as h̄� σ � Δ, where
the central value h̄, statistical error σ, and systematic
error Δ are defined as

h̄�ðxÞ ¼ Jackknife mean of hAIC� ðxÞ;
σ�ðxÞ ¼ Jackknife error of hAIC� ðxÞ;
Δ�ðxÞ ¼ Jackknife mean of ΔAIC

� ðxÞ: ð38Þ

The above choice which helps us separate the total error
into statistical and systematic parts is slightly different from
another choice [42,102] of adding σ and Δ in quadrature to
define a total error. Below, we discuss the results based on
the above analysis methodology.
In Fig. 10, we show the results for sans2� and sans4� from the

Jacobi polynomial decomposition of the PDF ansatz based
fits. Along with the coefficients sn�, we have also shown
the results for the small-x and large-x exponents α� and β�
as inferred from the fits. In each panel, we have shown the
estimates for ðα�; β�; sans2� ; s

ans
4�Þ at different ðzmin

3 ; zmax
3 Þ for

the fit ranges. The variability of the fitted parameters with
z3 range is rather small and within the errors. These values
of the exponents were then used to form the family of
Pα�;β�
n corresponding to each of the fit ranges. The central

values and statistical errors of sansn� for n up to 10 were used
as priors and the prior widths in the fits using Eq. (33) as
discussed in the step 2 above. It is at once clear from
the consistency of sn� with zero that the effect of the
addition of Jacobi polynomials with n > 0 on the
primary xα�ð1 − xÞβ� behavior is rather minimal. This is
expected also from the observation that the effect of
G ¼ 1þ γ�

ffiffiffi
x

p þ δ�x, was also minimal, and the
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transversity PDF could be described to a good accuracy
using a simpler xα�ð1 − xÞβ� two-parameter ansatz.
However, these conclusions are made after the fact and
it is important to proceed with the Jacobi basis fits in order
to remove the slightest ansatz dependence and estimate the
systematic error in a more rigorous manner.
In Fig. 11, we show the results for h�ðxÞ at μ ¼ ffiffiffi

2
p

GeV
from the fits using the Jacobi polynomial basis obtained by
minimizing the likelihood function L in Eq. (36). In the
figure, we have shown the central values ofh�ðxÞ from some
representative fitting choices, ðNJ; zmin; zmax;LC;HTÞ. For
h−ðxÞ, there is less scatter from changes to the fit ranges than
for hþðxÞ. For h−, there is a tendency for central values with
or without the higher-twist term to lie closer together, but
such dependences were well within statistical error and

taken as part of systematic error. The AIC estimates of the
central values and their errors based on Eq. (37) and Eq. (38)
are shown as the red bands in the two panels—the darker red
inner band includes only the statistical error, whereas the
lighter red outer band includes both statistical and system-
atical errors. The AIC estimators nicely envelope the PDFs
resulting from sample individual fit choices. As expected,
the systematical error is not negligible in the case of h−ðxÞ,
whereas the systematic error committed in hþðxÞ is small
compared to the statistical one. The results in Fig. 11 can be
seen to be more or less the same as our ansatz based
estimation of the transversity PDFs in Fig. 8. From the fits,
we can also estimate the Mellin moments. This is useful for
making connection with the earlier estimates of hxiþ
obtained via the leading-twist local operator approach, as

FIG. 10. The small-x exponents, α�, and the large-x exponents, β�, as inferred from the PDF ansatz fits are shown as a function of fit
ranges ðzmin

3 ; zmax
3 Þ in the left-half of the figure. The Jacobi polynomial expansion coefficients s2�; s4� obtained from the decomposition

of the PDF ansatz fits in a basis Pα�;β�
n are shown as a function of fit ranges in the right-half of the figure. The central values and errors on

the inferred expansion coefficients were then fed as prior and its width for the fits using the Jacobi polynomial parametrization
(see text).

FIG. 11. The left and the right panels show the unit-normalized transversity PDFs h−ðxÞ=gT and hþðxÞ=gT respectively, at μ ¼ffiffiffi
2

p
GeV as obtained from ReMðν; z23Þ and ImMðν; z23Þ using the Jacobi polynomial reconstruction method (see text). The legend

specifies the maximum order of Jacobi polynomial used (NJ), the range of z3-values ðzmin
3 ; zmax

3 Þ used, whether the leading higher-twist
(HT) correction term was used in the fit (1 or 0), and whether the leading short-distance lattice correction (LC) was used in the fit
(1 or 0). The different dashed curves are the central values of the PDFs reconstructed for some samples specifications of
ðNJ; zmin

3 ; zmax
3 ;LC;HTÞ. The inner red band is the 1-σ statistical error band and the outer red band is the combined statistical and

systematic error (see text).
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well as with the possible estimates of hx2i− in the future.
Focusing on the first two Mellin moments, we find that at
μ ¼ ffiffiffi

2
p

GeV,

hxiþ
gT

¼0.2285ð22Þð17Þ; hxi−
gT

¼0.2199ð108Þð101Þ;

hx2iþ
gT

¼0.0787ð15Þð08Þ; hx2i−
gT

¼0.0714ð27Þð12Þ; ð39Þ

where the errors in the first and second parenthesis are the
statistical and systematic errors using the procedure
described above. In Refs. [67,91], the values of gT and
hxiþ were computed using the ensembles from the JLab/
W&M/LANL collaboration as used in this paper.
Unfortunately, the computations in those papers did not
include the ensemble used here, and therefore, for the sake of
comparison we take the results in [67,91] that have the same
lattice spacing a ¼ 0.094 fm as in this paper, but a slightly
lighter pion mass of 270 MeV (which is the ensemble
a094m270 as specified in those papers). In these works, the
value of tensor charge at 2 GeV scale was found as gT ¼
0.973ð36Þ and hxiþ ¼ 0.236ð11Þ, with a systematic varia-
tion of about 0.02 around this value.2 From this, we find their
estimate for hxiþ=gT ¼ 0.242ð14Þ at μ ¼ 2 GeV (with a
systematic variation of about 0.02). In comparison, we find
our estimate for hxiþ=gT to be 5% smaller, which is within a
reasonable criteria for tolerance given both the statistical and
systematic errors, and the slight mismatch in MS renorm-
alization scale μ in the two studies.
A remaining systematic error is the perturbative uncer-

tainty originating from the transversity matching kernel and
the corresponding Wilson coefficients due to the finite
perturbative order used. As such, we only know the NLO

matching kernel for transversity PDF at this point, and
therefore, we do not have a direct way to estimate what the
corrections from higher-order terms in the perturbative
series would be. This is unlike the unpolarized PDF case,
where there are recent results on the two-loop matching
[103–105], as well as suggestions to estimate the higher-
loop uncertainties [106,107]. Instead, here we tried to
estimate the perturbative uncertainty in a simpler manner
through the sensitivity of the results to the value of αs used
in the NLO coefficients in Eq. (13) and Eq. (16)—at NLO,
the scale μ at which we need to determine αsðμÞ is not
specified and we implicitly assumed μ ¼ ffiffiffi

2
p

GeV, same as
the factorization scale of the transversity PDF. Instead of
fixing the value of αs ¼ 0.36 at μ ¼ ffiffiffi

2
p

GeV as done in all
the analysis presented above, we tried using a “noisy” αs by
randomly sampling αs ∼N ð0.36; 0.072Þ and use them in
the fits. We chose a Gaussian noise width of 20% of αs ¼
0.36 as it is approximately the variation resulting in αs by
changing the scale from μ=2 to 2μ for μ ¼ ffiffiffi

2
p

GeV, a
variation that is traditionally used to evaluate the perturba-
tive uncertainties. The results for h�ðxÞ using fixed αs and
20% noisy αs are compared in Fig. 12. We only show a
sample case for the fit choice using NJ ¼ 8 Jacobi poly-
nomial reconstruction and ½zmin; zmax� ¼ ½2a; 8a� in the
figure, but the comparisons were similar at other choices
as well. One can see that the PDF reconstruction is quite
robust and only develops slight wiggles when αs is
randomly varied, and such variations are masked at the
level of precision we are working at. This leads us to think
that the perturbative uncertainty of our determination could
be mild, and ignore such uncertainties in our final estimate.
In Fig. 13, we present our final estimates of the MS

transversity PDFs at μ ¼ ffiffiffi
2

p
GeV including the statistical

and systematic uncertainties. Our transversity PDF deter-
mination is normalized with respect to gTðμÞ at
μ ¼ ffiffiffi

2
p

GeV, as in the rest of the paper. In the top
panel, we show the valence transversity PDF, hvðxÞ ¼
h−ðxÞ normalized by gTðμÞ. In the bottom panel, we
show the nonsinglet antiquark distribution given by,

FIG. 12. The two panels show the transversity PDFs h�ðxÞ=gT reconstructed using ðNJ ¼ 8; zmin
3 ¼ 2a; zmax

3 ¼ 8a;HT ¼ 1;LC ¼ 1Þ
at a fixed value of the strong-coupling constant αsðμ ¼ ffiffiffi

2
p

GeVÞ ¼ 0.36 (shown as the patterned band) are compared with those using
the same setup for the fits but αsðμ ¼ ffiffiffi

2
p

GeVÞ is randomly picked from the normal distribution with the central value of 0.36 and with a
width of 20% (shown as the red band).

2In Ref. [67], the results for hxiþ in the ensemble a094m270
shows variability with the excited state extrapolation methods and
renormalization procedures. Therefore, we consider a specific
value from their determination as hxiþ ¼ 0.236ð11Þ, with a
variability of about 0.02 around this value.
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hū−d̄ðxÞ ¼ ½hþðxÞ − h−ðxÞ�=2 normalized by gTðμÞ. The
outer red bands in both the panels include both the
statistical and systematic errors, whereas the inner red
bands include only the statistical error. In the top panel, we
have compared our estimate for the valence transversity
PDF with the expectations from fits to the experimental
data.3For this we used two estimates from the Jefferson
Angular Momentum Collaboration (JAM) based on two

different fitting strategies as well as the processes that were
considered. First, we take the result presented in Ref. [72]
where the analysis was based on fits to the single-transverse
spin asymmetry in pion production from deutron and
proton targets, and further constrained by the lattice
QCD input for the value of gT . We refer to this estimate
as JAM18 in Fig. 13 and show it as a black patterned band.
Second, we take the recent updated result [21] from the
JAM collaboration, which considered single-transverse
spin asymmetries in pion production via semi-inclusive
eþe− annihilation and pp collisions in addition to the
SIDIS data, but excluding the lattice input for gT. We refer
to this estimate as JAM20 in Fig. 13 and show it as the
green band. In both cases, we have normalized them to the
values of gT in their calculations, namely gT ¼ 1.01ð6Þ for
JAM18 and gT ¼ 0.86ð12Þ for JAM20. While we see an
overall agreement of our lattice estimate for the valence
transversity PDF with the two phenomenological estimates,
the very close agreement of our result with JAM18 result is
apparent. The source of the difference [108] between the
two phenomenological determinations, JAM18 and
JAM20, is likely to arise from the inclusion of single spin
asymmetry data from pp collisions from the RHIC experi-
ment that results in a softer approach to zero as x → 1,
whereas the SIDIS data alone has a tendency for a harder
fall near x → 1. Since the experimental data are not
currently very precise to make a distinction between the
two behaviors, we expect our lattice determination, that has
an inclination toward JAM18 result, could have an impact
in the global fit determinations in the near future. However,
we need to immediately point the reader to the caveats that
unlike the global fit determination of the physical nucleon,
our determination is at a heavier-than-physical pion mass
and at a fixed lattice spacing. An effect of heavier pion mass
could be through the trace terms to the leading-twist OPE
which we indirectly accounted for by introducing the
nuisance fit terms proportional to jz3j2 in our fits and
found to be negligible. Another effect could be in changing
the intrinsic transversity PDF of the nucleon itself—if this
effect is found to be small in the future computations at
smaller pion masses, then the overall agreement with the
phenomenological determinations would be remarkable.
We should also remark that while our lattice estimate could
suffer from effects of heavier pion mass, our work is
entirely within the collinear framework, whereas the global
fits have to include chiral-odd TMD PDFs in order to
extract the collinear transversity PDF. In hindsight, the
main nonvanishing contributions for hvðxÞ coming from the
intermediate 0.1 < x < 1 is perhaps helping the lattice
determination due to a reduced small-x uncertainty, unlike
for the case of the unpolarized valence PDFs. In the bottom
panel of Fig. 13, we find that the nonsinglet antiquark
transversity PDF, which measures the difference between ū
and d̄ in the intrinsic sea of the nucleon, vanishes at all x
within the uncertainties—for x < 0.15, there is a slight

FIG. 13. Our lattice determination of the valence transversity
distribution hvðx; μÞ=gTðμÞ using the pseudodistribution ap-
proach is shown on the top panel, and the nonsinglet antiquark
transversity distribution hū−d̄ðx; μÞ=gTðμÞ is shown on the bottom
panel. The factorization scale used is μ ¼ ffiffiffi

2
p

GeV for both the
cases. In the two panels, the inner red band includes only the
statistical error and the outer red band includes statistical and
systematical errors in the PDF reconstruction. For the valence
distribution, comparison is made with the previous phenomeno-
logical determinations using SIDIS and lattice gT (JAM18) [72],
shown using a patterned band, and with the recently updated
global fit analysis (JAM20) [21] of the single transverse spin
asymmetry data (but, without including lattice gT ), shown as a
green band. The nonsinglet antiquark distribution is consistent
with an isospin symmetric intrinsic sea at all x.

3We find a reduction in error for hvðxÞ around x ¼ 0.1, which
is likely to be a consequence, for fit functions similar to Eq. (34),
of the tendency of the model parameters for the reconstructed
PDF to be correlated in order to precisely determine lowest few
moments, as discussed in Ref. [51].
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excess of d̄ compared to ū if we focus only on the central
value, but these effects are statistically insignificant. It
should be noted that in the global fit analyses of transversity
PDF, a symmetric intrinsic sea is assumed from the start,
whereas, our result suggests that the intrinsic sea is indeed
symmetric without any such prior assumptions.

VII. CONCLUSIONS

We presented the formalism for the pseudodistribution
approach to perturbatively match the renormalization group
independent ratios to the MS transversity PDF. As a
consequence, we were able to separate the computation
of transversity PDF into two independent computations,
namely, one for reconstructing the normalized quantity
hðxÞ=gT using the pseudodistribution approach, and
another for finding gT to set the overall normalization that
can be achieved by well-known local operator methods. In
this paper, we presented our computation of hðxÞ=gT and
deferred gT to its dedicated computation in the future. We
performed our analyses using the nucleon matrix elements
for the transversity pseudo-ITD obtained by using the
phased distillation approach [41,94], which forms an
important novel strategy followed in this paper. We justified
the robustness of the excited-state extrapolations required
to obtain the matrix elements using the consistency
between fits associated with a spectral-decomposition
and the summation method. Through an application of
the perturbative matching to capture the Ioffe-time depend-
ence at different fixed quark-antiquark separations, z3, we
showed how to use the lattice data to directly infer the
presence of lattice spacing corrections, and to a lesser
extent, the higher-twist effects that presumably cancel in
the RGI ratio. The above steps formed the back-bone for
our reconstruction of the full x-dependent normalized
transversity PDF hðxÞ=gT at μ ¼ ffiffiffi

2
p

GeV.
We used parametrized functional forms of hðxÞ=gT in

order to overcome the inverse-problem associated with this
approach. First, we reconstructed the transversity distribu-
tion by employing a phenomenological functional form of
PDFs commonly used in global fits [see Eq. (30)] that is
known to describe the cross-sections data over a wide range
of x andQ2. Using such a reconstructed transversity PDF as
our Bayesian prior, we used an expansion of hðxÞ=gT in
terms of a complete basis spanned by Jacobi polynomials
[42] in order to allow for more flexibility in the PDF
reconstruction. This strategy helped us remove any residual
model dependence as well as partially answered the
question of whether a more complex functional form could
in principle change our conclusions. We presented our
final results in Fig. 13 for the valence transversity PDF,
hvðx; μÞ=gT , and for the isovector antiquark transversity
PDF, hū−d̄ðx; μÞ=gT . We found a good agreement between
our estimate of the valence transversity PDF with the global
fit analysis [72] based on SIDIS and constraint from lattice

gT , whereas we found only an overall agreement within
larger statistical errors present in the recent global fit
analysis of single spin asymmetry data without any lattice
input. For the isovector antiquark PDF, which is the
difference between the u and d antiquark distributions that
are present in the intrinsic sea (that is, not those radiated
from the gluons), we found the resulting antiquark asym-
metry to be consistent with zero at all values of x.
The good agreement between our result for the valence

transversity PDF using pseudodistribution approach is
quite encouraging, given comparable statistical errors in
our estimate with that obtained in the global fits. Therefore,
the lattice computations using perturbative matching
approaches are ideal for constraining the transversity
PDF in the lack of abundance of DIS cross-section data
sensitive to nucleon transversity. The path forward using
this approach is quite clear based on the results already
presented in this work. The foremost, and also computa-
tionally the most challenging, is to extend this computation
to finer lattice spacings to reduce the a=jz3j type short-
distance lattice correction to DGLAP (seen in Fig. 7); such
a correction will always be present at z3 of few lattice
spacings however small the lattice spacing becomes, but the
idea would be to restrict our analysis for physical distance
z3 > zmin

3 for short-enough zmin
3 so as to ideally not add any

corrections to our analysis and rely only on the continuum
DGLAP evolution. Second, the good comparison of our
estimate in this work with the global-fit result comes with
the caveat that our computation was performed at a heavier-
than-physical pion mass of 358 MeV. Therefore, it is
important to demonstrate that the observation holds as
we reduce the pion mass toward the physical point. Based
on observations for the unpolarized PDF [43], one could
guess that the effect of pion mass on the intrinsic quark
structure of the nucleon is not large. Third, we would like to
fold in the estimates of the tensor charge gT directly from
the lattice to find hðx; μÞ rather than the ratio hðx; μÞ=gT as
in this work. Finally, it would be interesting to use our
estimated valence PDF as part of the global fit for trans-
versity PDF, such as those explored in Refs. [109–112].
The feature of the shrinking error bars in the AIC analysis
around x ∼ 0.1, which was described in other studies [51],
appears to be a general feature of the types of functional
forms as a potential model bias. It is possible that use of other
sufficiently different reconstruction methods will alleviate
this issue, and this needs to be explored in the future.
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