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The most challenging and impactful uncertainties that future accelerator-based measurements of
neutrino oscillations must overcome stem from our limited ability to model few-GeV neutrino-nucleus
interactions. In particular, it is crucial to better understand the nuclear effects which can alter the final state
topology and kinematics of neutrino interactions, inducing possible biases in neutrino energy
reconstruction. The upgraded ND280 near detector of the T2K experiment will directly confront neutrino
interaction uncertainties using a new suite of detectors with full polar angle acceptance, improved spatial
resolutions, neutron detection capabilities and reduced tracking thresholds. In this manuscript we explore
the physics sensitivity that can be expected from the upgraded detector, specifically focusing on the
additional sensitivity to nuclear effects and how they can be constrained with future measurements of
kinematic variables constructed using both outgoing lepton and nucleon kinematics.

DOI: 10.1103/PhysRevD.105.032010

I. INTRODUCTION

Neutrino oscillations are measured at accelerator-based
experiments by inferring the rate of interactions of a
particular neutrino flavor, as a function of neutrino energy,
at a detector placed some distance from the neutrino
production point (the “far detector”). However, in order
to meaningfully interpret far detector data in terms of
neutrino oscillation probabilities, it is essential to well
understand the unoscillated incoming neutrino flux, the

detector response and the relevant neutrino interaction cross
sections. It is also crucial to be able to estimate the bias and
smearing of neutrino energy estimators due to nuclear-
effects in neutrino interactions [1]. To constrain systematic
uncertainties in oscillation measurements, neutrino-beam
experiments therefore usually employ an additional detec-
tor placed close to the beam production point (the “near
detector”), before any oscillation is expected to have
occurred. Measurements at the near detector are then used
to constrain predictions at the far detector.
T2K [2] and Hyper-Kamiokande (“Hyper-K”) [3] are

long-baseline experiments which measure neutrino oscil-
lations over a distance of 295 km using intense muon
neutrino and antineutrino beams with a neutrino energy
peak at ∼600 MeV. The upgraded ND280 detector
(“ND280 Upgrade”) [4] considered in this article is an
improvement of the existing near detector of the T2K
experiment (“ND280”), which will also serve as a key
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component of the upcoming Hyper-K experiment’s near
detectors. The completeND280Upgrade detector consists of
several subdetectors encased in a magnet providing a uni-
form 0.2 T field, as shown in Fig. 1. TheND280 upgradewill
retain the downstream sub-detectors of the current ND280,
comprising a central tracking region consisting of “fine-
grained” scintillator detectors (FGDs) [5] to act as targets for
neutrino interactions, and low-density gaseous time projec-
tion chambers (TPCs) [6] to precisely track emitted charged
particles, surrounded by an electromagnetic calorimeter
(ECal). The new components of in the upgrade will replace
the current upstream ND280 subdetectors with two hori-
zontal “high angle” TPCs (HA-TPC) and the horizontal
“Super-FGD” [4]. The former are improved versions of the
existing TPCs which will significantly extend the detector’s
angular acceptance and resolution [7], while the latter is a
new type of active target for neutrino interactions, made of
more than 2 million 1 cm3 optically isolated scintillating
cubes connected with readout fibres in three orthogonal
directions [8]. Six time-of-flight planes will be installed
around the HA-TPCs and the Super-FGD to verify whether
particles crossing the Super-FGD are leaving or entering the
activevolume [9] and to provide complementary information
for particle identification.
ND280 Upgrade is especially well adapted to characterize

the aspects of neutrino interactions that are responsible for
some of the most impactful and challenging sources of
systematic uncertainties in T2Kmeasurements. In particular,
the 3D readout and fine segmentation of the Super-FGD
allows for an excellent hadron reconstruction with very low
thresholds in a hydrocarbon material. For example, the
Super-FGD proton tracking momentum threshold is around
300 MeV=c, compared to the current FGD’s 450 MeV=c
threshold [4]. Such lower threshold tracking allows a
significantly improved characterization of the nuclear effects
that can bias neutrino energy reconstruction [1] and which
were responsible for some of the largest uncertainties in

T2K’s latest neutrino oscillation analysis [11,12]. In addi-
tion, the Super-FGD’s neutron detection capabilities [4] both
extend its sensitivity to antineutrino interactions and allow a
potential isolation of an almost nuclear-effect free sample of
neutrino interactions on hydrogen [13]. Since neutron
detection does not rely on particle tracking, but instead on
the identification of neutron-nucleus secondary interactions
displaced from the neutrino interaction vertex, and there
exists an abundance of hydrogen within the Super-FGD to
facilitate detection of low energy elastic scatters, there is no
important hard neutron detection threshold.
The goal of this paper is to provide a quantitative estimate

of ND280 Upgrade’s sensitivity to the most important
sources of systematic uncertainty in T2K and Hyper-K
oscillation analyses, specifically through its ability to accu-
rately reconstruct nucleons alongside the charged lepton in
charged-current interactions with nomesons in the final state
(the primary interaction topology for T2K and Hyper-K).
These sensitivities are presented as a function of accumulated
statistics, covering both the T2K andHyper-K eras and given
by the number of protons impinging on the target (POT) in
the neutrino beamline. For reference, T2K’s latest analysis
used 1.49ð1.64Þ × 1021 POT of neutrino (antineutrino) data
[12] and will have an ultimate total exposure up to 10 × 1021

POT, while the Hyper-K design report [3] considered a total
of 27 × 1021 POT (in a 1∶3 neutrino over antineutrino ratio),
corresponding to 10 years of data taking. The analysis
method is presented in Sec. II, where the simulation and
the reconstruction are described, followed by a discussion of
the strategy to extract meaningful sensitivities. The resultant
sensitivities are then discussed in Sec. III before conclusions
are drawn in Sec. IV.

II. METHODOLOGY

A. Simulation

While the full simulation of the ND280 Upgrade is in
active development within the T2K collaboration, the
fundamental performances of the proposed detector tech-
nology have been extensively studied in various test-beams
at CERN [7,14], LANL and DESY [15]. These data have
allowed development of a preliminary Super-FGD detector
simulation and reconstruction framework. From this early
simulation, the main detector effects (smearing and reso-
lution) have been parametrized and applied to a sample of
neutrino interactions generated with the NEUT simulation
[16,17] on a hydrocarbon scintillator (CH) target using the
T2K neutrino and antineutrino flux predictions [18,19].
Within the reconstruction framework, charge deposits in

the Super-FGD are identified and processed to form tracks.
A small region very close to the interaction vertex is
willingly neglected in order to negate the impact of energy
deposition from other interaction products in the vicinity of
the target nucleus. For contained tracks, the charge deposits
along most of the track’s length are considered to identify
the particle energy loss over the whole track range,

FIG. 1. An exploded view of the ND280 Upgrade detector.
Neutrinos enter from the left of the image. Figure adapted from
Refs. [4,10].
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permitting both momentum reconstruction and particle
identification (PID). Tracks with an ambiguous PID and
those which undergo apparent secondary interactions (i.e.,
from an observed deflection of peak in the charge deposits)
are rejected.1 It should be noted that the nonuniformity of
energy deposits due to the position of particles within a
scintillator cube is not yet modeled (which could worsen
the relative momentum resolution for short tracks by
∼10%), but it has been ensured that such changes in
resolution would not significantly affect the results pre-
sented here. Tracks which are not fully contained and enter
a TPC are split into two parts: the Super-FGD segment is
reconstructed as described above and the TPC segment
undergoes a parameterized reconstruction based on known
performances of the current T2K TPC [6]. The improved
performance expected from the HA-TPCs is not yet taken
into account (meaning the detector performance for the
TPC segments of high angle tracks is expected to be
slightly underestimated).
The input NEUT (version 5.4.0) simulation uses the

spectral function model [20] for charged-current quasie-
lastic (CCQE) interactions, the Valencia model for a
multinucleon meson exchange current contribution [21]
and the Rein-Seghal model [22] for single-pion production.
The deep-inelastic-scattering channel is simulated using the
GRV98 [23] parton distribution functions with Bodek-
Yang corrections [24] for the cross section, while hadron
production is modeled by either PYTHIA5.72 [25] or a
custom model based on KNO scaling (see the presentation
in Sec. V.C of Ref. [26]) for interactions with a hadronic
invariant mass above and below 2 GeV respectively. It
should be noted that the CCQE model contains both a
mean-field and a “short range correlation” (SRC) compo-
nent, the latter of which produces two outgoing nucleons.
Final state interactions (FSI) of hadrons are described using
cascade models tuned to hadron-nucleus scattering data
[16,27]. This is the same neutrino interaction model that is
used in the last T2K oscillation analysis and described in
details in Ref. [12]. NUISANCE [28] is used to process the
NEUT output. In total 6 million neutrino interactions and
2 million antineutrino interactions are simulated, corre-
sponding to an estimated 3.0 × 1022 and 4.5 × 1022 POT,
respectively. The simulation is scaled to test sensitivity as a
function of accumulated statistics assuming 1.9 tons of
mass in the Super-FGD fiducial volume.
The parametrization of detector effects is applied for

protons, neutrons, muons and charged pions on a particle-
by-particle basis. For charged particles a Gaussian momen-
tum and angular smearing is applied alongside a probability
to not reconstruct the particle (to model inefficiencies).
These response functions are applied based on a particle’s
type and as a function of true momentum and direction.
Neutron resolutions and efficiencies are also applied and

are handled as described in Ref. [13] (using the method
where the time resolution depends on the light yield within
a cube). In this analysis no cut is made on the distance the
neutron travels from the interaction vertex (i.e., no “lever-
arm” cut on the neutron propagation distance is applied),
which increases neutrino detection efficiency but also
degrades the momentum resolution. The modeled detector
performance is summarized in Fig. 2, which describes the
momentum resolution and selection efficiency for muons,
protons and neutrons. The decrease in proton selection
efficiency after 500 MeV=c is largely from track rejection
due to identified secondary interactions, but at higher
momentum (> 1 GeV=c) track rejection from ambiguous
PID also plays a role. The parabolic shape of the resolutions
stems from difficulties in reconstructing very short tracks,
followed by peak performance for fully contained tracks,
while higher momentum tracks reach the TPCs with
relative resolution worsening at higher momentum (as
expected due to the smaller curvature in the magnetic field).
Table I shows the number of reconstructed events

in a sample of charged-current interactions without
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FIG. 2. Top: the efficiency to detect protons, muons and
neutrons and bottom: the momentum resolution of muons and
protons as a function of their respective momenta. The neutron
momentum resolution ranges from ∼15% to 30% and is dis-
cussed in more detail in Ref. [13].

1Further reconstruction efforts will aim to recover some of this
lost selection efficiency.
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reconstructed pions in the final state (CC0π) and with at
least one reconstructed proton/neutron for neutrino/anti-
neutrino interactions. In this study we consider only these
CC0π selections, which is the dominant interaction top-
ology for T2K oscillation analyses. For reference, the
current ND280 would expect to select ∼76; 000 neutrino
interactions with at least one reconstructed proton in the
final state for 1 × 1022 POT [29] and has not been shown to
be able to reconstruct neutrons.
It should be noted that this simple parametrized approach

cannot account for all the physics of a full reconstruction and
event selection. Most importantly neutral pions are assumed
to be always rejected and the possibility of misidentifying
one particle type as another is not considered beyond the
aforementioned impact on the selection efficiency. While
these are important limitations, in general they are subdomi-
nant effects for the CC0π selections considered in this paper.
Current ND280CC0π selections with a reconstructed proton
in the final state have around 20% background fully
dominated by undetected pions, only a small minority of
this background stems from a misidentification of particle
type or from an undetected neutral pion [12,29].

B. Analysis strategy

The T2K oscillation analysis (see e.g., Ref. [12]) relies
on a fit of ND280 data to constrain a parametrized model of
the neutrino flux and interaction cross sections. The
primary ND280 samples are split depending on whether
zero, one or more charged pions are reconstructed in the
final state. The distribution of muon kinematics (momen-
tum and angle) in each sample is then compared to the
model, thereby providing constraints on the parameters.
The results of applying the same analysis to a sample of
events simulated in ND280 Upgrade are shown in Ref. [4].
In this paper a similar strategy is applied for the CC0π
channel and one nucleon in the final state only, but now
fitting data presented as a function of hadronic kinematics
and its correlations with lepton kinematics, which better
exploits the performance assets of the Super-FGD.
Various observables for characterizing the hadronic part

of the final state have been investigated in neutrino cross-
section measurements at ND280 [29], and other experi-
ments (e.g., MINERvA [30]). These include measurements
of proton multiplicity and kinematics as well as of correla-
tions between outgoing protons and muons [31,32], which

are particularly sensitive to the nuclear effects that often
drive the dominant uncertainties in neutrino oscillation
analyses [1]. The improved performances of ND280
Upgrade in the measurements of such variables are shown
in Ref. [4]. In this analysis a fit to some of these variables is
performed to estimate ND280 Upgrade’s potential to
constrain flux and neutrino-interaction systematic uncer-
tainties for future oscillation analyses. As detailed in the
following subsection, the “transverse boosting angle” (δαT)
and the magnitude of the transverse momentum imbalance
between the outgoing lepton and nucleon (δpT) are chosen
for this work, which are defined schematically in Fig. 3.
These variables analyze the size and direction of the
momentum imbalance between the outgoing lepton and
nucleon on the plane transverse to the incoming neutrino
beam [31].
It should be highlighted that the optimal analysis with

ND280 Upgrade would be a multidimensional fit including
the muon kinematics, the hadronic kinematics and their
correlations. The tools to implement such an approach are
under development within T2K. In this paper the study is
limited to fitting pairs of variables at once, focusing only on

TABLE I. Number of reconstructed events in CC0π channels
for 1 × 1022 protons on target in neutrino mode and 1 × 1022 in
antineutrino mode.

Channel Neutrino events Antineutrino events

CCQE 299 822 109 750
2p2h 63 010 19 116
Pion absorption 48 966 6 714
Undetected pions 36 200 5 828

FIG. 3. A schematic illustration showing the definition of the
variables describing transverse kinematic imbalance employed
within this work. The incoming neutrino momentum vector is
shown in black (defined to be along the z-axis) while the outgoing
lepton (l0) and highest momentum nucleon (N0) momentum
vectors are shown as blue solid lines while their projection onto
the x-y plane, transverse to the incoming neutrino, are shown as
dashed lines. The resultant triangle formed from these transverse
projections defines the two variables considered within this work:
δαT and δpT (the magnitude of δp⃗T shown in the figure). The
figure is reused from Ref. [31].
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those which exploit the lepton-nucleon correlations. The
results are therefore highlighting only the additional
sensitivity that such new variables could provide, with
respect to the existing T2K analyses.

1. Fit variables

The inclusion of nucleon kinematics into the analysis
requires a strategy to keep the nucleon FSI under control. In
future oscillation analyses this will act as a new nuisance
uncertainty which must be understood in order to propagate
constraints on other relevant nuclear effects from the near to
far detectors. The shape of δαT has been shown to be
particularly sensitive to nucleon FSI [31] and is therefore
chosen as one of the fit variables for this study. In Fig. 4, the
δαT distribution for neutrino interactions is shown for
CC0π events with and without FSI. As shown, in the
absence of FSI the δαT distribution is expected to be almost
flat while with FSI an enhancement at large δαT is predicted
(stemming from the fact that FSI tends to slow down the
outgoing nucleons). Previous analyses of δαT at ND280
have not been able to clearly identify this FSI induced
enhancement because of its high proton tracking threshold
(∼450 MeV/c) which excludes many interactions in which
the nucleon underwent FSI [29,33]. This is illustrated in
Fig. 4, which shows how the current ND280 tracking
threshold flattens δαT to a greater extent than that of ND280
Upgrade. As discussed in Sec. I, it can also be noted that the
neutron in antineutrino interactions can be reconstructed,
through its time of flight, down to very low momentum
threshold. This therefore potentially allows a useful FSI
constraint even in the very low neutron momentum regions

that cannot be measured for protons in the corresponding
neutrino interactions [13].
Some of the most important systematic uncertainties for

CCQE interactions in neutrino oscillation analyses are
those which cause a bias in estimators for reconstructing
neutrino energy. Such a bias directly impacts the meas-
urement of neutrino oscillation parameters, notably Δm2

32

and δCP precision measurements, especially in the presence
of large CP violation. The principle cause of this bias stems
from: the modeling of the initial target nucleon momentum
within the nucleus (Fermi motion); the contribution of CC-
non-QE or SRC processes entering CC0π samples; and the
“removal” energy it takes to liberate target nucleons from
the nucleus (the latter was responsible for a dominant
systematic uncertainty in T2K’s latest neutrino oscillation
analysis [12]). δpT [31] and pN

2 (an extension to δpT
considering also an estimation of the longitudinal momen-
tum imbalance in order to estimate the initial state nucleon
momentum) [32] are known to well separate CCQE from
CC-non-QE in CC0π samples while also well character-
izing the Fermi motion. In antineutrino interactions these
variables can also separate the hydrogen and carbon
contributions of the CH scintillator, thereby allowing some
lifting of the degeneracy between nucleon and nuclear level
effects, while also providing the opportunity for improved
in-situ flux constraints [13]. The reconstructed distribution
of δpT for neutrino and antineutrino interactions are shown
in Fig. 5. The neutrino case demonstrates the clear
separation of CCQE in the bulk and CC-non-QE in the
tail (the small CCQE contribution to the tail is from SRCs
and nucleon FSI). The antineutrino distribution does not
show such good mode separation (due to the relatively poor
neutron momentum resolution) but the shape difference of
the hydrogen and carbon contributions is clearly visible.
While variables characterizing transverse kinematic

imbalance are sensitive to many of the most important
systematic uncertainties for neutrino oscillation analyses,
they are not particularly sensitive to nuclear removal energy
effects. A constraint can instead be established by looking for
systematic shifts from expectation in the reconstructed
neutrino energy distribution. However, in order to strongly
constrain the removal energy uncertainty, a very good
resolution is necessary in the reconstruction of neutrino
energy at the near detector, together with a very good control
of energy scale in the detector and of the flux energy peak.
The usual estimator of neutrino energy is based on the

very well-known (e.g., see Ref. [12]) formula for CCQE
events, relying on muon kinematics only:

EQE ¼ m2
p −m2

μ − ðmn − EBÞ2 þ 2Eμðmn − EBÞ
2ðmn − EB − Eμ þ pz

μÞ
; ð1Þ
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FIG. 4. The shaded regions show the generator level δαT
distribution for all CC0π interactions for 1 × 1022 POT split
by whether or not the outgoing nucleon underwent FSI. The
overlaid solid lines indicate how the total δαT distribution
(including the with and without FSI components) changes
when imposing the current ND280 FGD proton tracking
threshold (450 MeV=c) and expectation from the Super-FGD
(300 MeV=c).

2Note that a subscript “N” (denoting nucleon) is used rather
than “n” (for neutron) since in these studies the variable can be
calculated for neutrino or antineutrino interactions corresponding
to probes of the initial state neutron or proton respectively.
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wheremp=μ=n is the mass of a proton/muon/neutron; Eμ and
pz
μ is the outgoing muon energy and momentum projected

along the direction of the incoming neutrino; and EB is
some assumed fixed nuclear binding energy of the struck
nucleon (which is related to, but not exactly, the removal
energy and is usually taken to be ∼25 MeV for carbon
[34,35]). A second estimator can be defined as:

Evis ¼ Eμ þ TN; ð2Þ

where TN is the kinetic energy of the outgoing proton
(neutron) in neutrino (antineutrino) interactions, Eμ is the
total energy of the outgoing muon. Evis is the total visible
energy of all outgoing particles in CC0π events with one
nucleon in the final state. Such an estimator, before detector
smearing, is expected to be slightly smaller than the true
neutrino energy in CCQE events due to the need to
overcome the nuclear removal energy and the loss of
energy through nucleon FSI. Similarly multinucleon inter-
actions and pion absorption will populate the tail of low

Evis since the second nucleon or the absorbed pion carry
away some of the initial neutrino energy.
Figure 6 compares the neutrino energy resolution for the

two estimators alongside the impact of a possible bias due
to removal energy. The distributions at generator level and
after detector effects are shown. The Evis estimator has a
higher peak at very good resolution (< 5%) thus showing
an increased sensitivity to possible bias in the removal
energy estimation. This feature is preserved at recon-
structed level, despite a larger experimental smearing of
Evis, due to the inclusion of proton tracking resolution in
addition to the muon one. The observed smearing of Evis in
data will be therefore mostly due to detector effects, while
the smearing of EQE is dominated by Fermi motion. The
smearing induced by tracking resolution can in principle be
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improved using better detectors. Moreover, we expect to be
able to model quite precisely the detector-induced smear-
ing, thanks to test beam studies and detector simulation,
while the smearing due to nuclear effects is typically less
well known. The inclusion of both energy estimators and
the study of their correlation may also enable future
enhanced sensitivity to removal energy.
To achieve a good sensitivity while keeping cross-

section systematic uncertainties manageable, the pairs of
variables used in the fit are one of the “single transverse
variables,” δpT or δαT, alongside the total visible energy
(sum of the muon and nucleon energy in the final state).
The aforementioned pN [32] variable is also considered as
an alternative to δpT and is discussed in the Appendix A.
The full set of input histograms are shown in Appendix B.

2. Fit parameters

The uncertainty model used in this analysis is designed
to offer theory-driven conservative freedoms to modify
pertinent aspects of the neutrino interaction model in
addition to accounting for flux modeling and detector
performance uncertainties. Particular care is taken to allow
plausible variations of nucleon kinematics which are
especially sensitive to nuclear effects. While this sensitivity
is at the core of the improvements driven by ND280
Upgrade, it also requires a parametrization of nuclear
uncertainties beyond what is used by the latest T2K
oscillation analyses, which exploit only measurements of
lepton kinematics.
For NEUT’s CCQE interactions the initial nuclear state

is characterized by a two-dimensional spectral function
(SF) which describes the momentum of initial state
nucleons and the energy that is necessary to remove them
from the nucleus. In the SF model there is an extended
distribution of removal energies rather than a fixed nuclear
binding energy. The SF is broadly split into two parts: a part
described by mean-field physics which has a shell structure
(for carbon: one sharp p-shell and a diffuse s-shell) and a
SRC part which results in two nucleons in the final state.
The uncertainty model used allows a variation of the
normalization of each of the two mean-field shells sepa-
rately and of the total strength of the SRC component. A
wide prior uncertainty of 30% is applied to the SRC and
shell parameters. Further freedom is added through an
overall removal energy shift parameter (similar to what is
described in Ref. [12]) which is built using an interpolation
between two alternative simulation histograms that are
generated with opposite 10 MeV shifts of the whole
removal energy distribution. The histograms are con-
structed in the same binning used for the fit and in the
same variables. The removal parameter is not constrained
with any prior uncertainty. For antineutrino interactions off
a hydrogen target nuclear effects are not relevant, but a 5%
normalization uncertainty is considered to account for
imperfectly modeled nucleon-level effects.

The 2p2h uncertainties are provided through two nor-
malization factors, one for Evis < 600 MeV and one for the
remaining phase space. This accounts for uncertainties in
2p2h nucleon ejection model, allowing 2p2h shape to
change as a function of neutrino energy and a consistent
treatment between fits with different pairs of variables. The
2p2h uncertainties are not constrained prior to the fit.
Since the pion production contribution to the selected

samples is low, uncertainties on this are modeled via two
parameters: one controlling the normalization of the pion
production background (i.e., events in which a pion was not
detected) and another to alter the normalization of the pion
absorption FSI contribution. For a conservative approach,
neither are constrained with prior uncertainties.
Nucleon FSI is treated similarly to the removal energy

shift parameter, relying on an interpolation between
histograms generated with NEUT using different nucleon
FSI strengths. These are constructed by rerunning NEUT
with 30% modifications of nucleon mean free paths
inside the FSI cascade to cover differences between differ-
ent FSI models and the variation in nuclear transparency
data [36,37].
The flux uncertainties are handled using the T2K flux

covariance matrix shown in Ref. [18], which provides
correlated uncertainties on the flux between ranges of
neutrino energy. Flux shape uncertainties are a second
order effect, and so for computational ease the covariance is
applied to bins of visible energy rather than true neutrino
energy. In this way only flux uncertainties covering
energies between 0.2 and 1.5 GeV are included. The range
starts from 0.2 GeV since this is the starting point of Evis
histogram, but this covers the ND280 flux peak and the
primary region of interest for neutrino oscillation analysis.
We additionally consider a “bin-to-bin uncorrelated

uncertainty” which accounts for systematic uncertainties
in detector response modeling and small shape freedoms
not included via the other parameters. Rather than existing
as a fit parameter, this uncertainty is included by directly
modifying the likelihood to effectively add an uncorrelated
additional uncertainty to every bin of the analysis. Based on
the size of detector uncertainties and background model
shape parameters in T2K measurements of δpT [29], this is
chosen to be 11.6% at 6 × 1021 POT and is then scaled up
or down with the square root of the POT to represent
improved constraints on the corresponding systematic
uncertainties.
The prior uncertainties within the systematic penalty

term, discussed in Sec. II B 3, and the bin-to-bin uncorre-
lated uncertainty are summarized in Table II.

3. Fitter details

A binned likelihood fitter is built in two-dimensions,
including statistical and systematic uncertainties. The
statistical uncertainty is implemented as a Poisson term
in the likelihood while the systematic uncertainties are
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parametrized as a function of the fit variables and imple-
mented as nuisances with priors included mostly as
Gaussian penalty terms in the likelihood. The prior uncer-
tainties and fit variables are those discussed in Sec. II B 2.
One exception to the treatment of the prior uncertainties is
an ad-hoc bin-to-bin uncorrelated uncertainty (as also
detailed in Sec. II B 2) which is added directly to the
likelihood using the Barlow-Beeston approach [38]. The
final χ2 used in the fitter is therefore defined as:

χ2 ¼
Xn bins

i¼1

2

�
βiEi −Oi þOi ln

Oi

βiEi
þ ðβi − 1Þ2

2δ2

�

þ
X

j

�
p0
j − pj

σj

�
2

;

βj ¼
1

2
ð−ðEiδ

2 − 1Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðEiδ

2 − 1Þ2 þ 4Oiδ
2

q
Þ; ð3Þ

where the first term is from the Poisson likelihood (with the
Barlow-Beeston extension) and the second term is the
Gaussian penalty. The definition of the Barlow-Beeston
scaling parameter β is also given. Oi and Ei are the
observed and expected number of events for bin i, δ is
the size of the uncorrelated uncertainty included directly in
the Poisson likelihood. The second term is a sum over the
systematic parameters in the fit where p0

j and pj are the
value of the parameter and its prior value respectively. σj is
the prior uncertainty of parameter j.

III. RESULTS AND DISCUSSION

The fit described in Sec. II is performed and the
parameter uncertainties obtained are evaluated as a function
of the statistics accumulated (denoted by the simulated
POT exposure). Note that all the systematic uncertainties
are always fit together, even if the uncertainty on only one
parameter is shown. A summary of the results are shown in
Figs. 7 and 8, which shows parameter constraints as a
function of POTand the correlations between fit parameters
(for 1022 POT) respectively. In the former figure the
parameters describing CCQE and 2p2h interactions are
integrated to provide more meaningful uncertainties on the
total one-particle-one-hole (1p1h) final state normalization
(CCQE without SRCs) and an accompanying npnh final
state normalization (2p2h and CCQE with SRCs). SRCs
are combined with 2p2h since they have similar kinematic
properties (as can be seen by their anticorrelation) and both
are responsible for similar neutrino energy reconstruction
bias. The uncertainty on the total cross section (integrating
all cross-section systematic parameters but not the flux) is
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FIG. 7. The 1σ sensitivity to systematic parameters as function
of POT in neutrino case (top) and antineutrino case (bottom)
when fitting the reconstructed CC0π data binned in δpT and Evis.
The values in the plot are the ratio of the parameter uncertainty to
the parameter nominal value expressed as a percentage.

TABLE II. A list of fit parameters, their prior constraints and
notes regarding their application. While not a fit parameter, the
bin-to-bin uncorrelated uncertainty is also listed.

Parameter Prior Constraint Notes

p-shell
normalization

30%

s-shell
normalization

30%

SRC strength 30%
total QE
normalization

10%

Removal energy
shift

Unconstrained

2p2h, low Unconstrained < 600 MeV
2p2h, high Unconstrained > 600 MeV
Undetected pions Unconstrained
Pion FSI
contribution

Unconstrained

Nucleon FSI
strength

30%

Flux (binned Evis) T2K covariance
Hydrogen
normalization

5% ν̄ only

Uncorrelated
Uncertainty

11.6% (at
6 × 1021 POT)

No parameter fit, POT
dependence
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also shown. Tabulated sensitivities are shown for two fixed
POT values in Table III.
As discussed in Sec. II B 1, it is expected that the Super-

FGD should allow a particularly strong constraint on
nucleon FSI via a measurement of δαT . To evaluate this,
Fig. 9 shows only the nucleon FSI strength uncertainty as a
function of the number of POT following fits using either
δαT or δpT alongside Evis. The extracted uncertainty on the
nucleon FSI parameter is of the order of few percent at low
statistics and can reach 1% with Hyper-K-era statistics. As
can be seen, δpT is only slightly less sensitive to FSI than
δαT , but such sensitivity comes from the tail of the
distribution with some degeneracy with the impact of
non-QE components and SRCs. As such, the FSI sensitivity
in δpT is more dependent on the shape uncertainties
assumed for non-QE and is less robust than the sensitivity
from δαT . On the other hand we expect a full multidimen-
sional fit, using both δpT and δαT , to provide an even more
robust constraint on FSI and to be able to cross-check the
correctness of FSI simulations through the investigation of
possible tensions between the two variables.
For an antineutrino fit it is found that the benefit of using

δαT rather than δpT to constrain nucleon FSI is only
realized after ∼6 × 1021 POT, and the difference in sensi-
tivity is reduced to the level of only ∼0.2%. This is likely

mainly due to the lower resolution and less statistics per
POT than in the neutrino fit, but it should be noted that
using δpT in the antineutrino fit also allows a more
independent constraint on the neutrino flux, as discussed
in Sec. II B 1, and this benefit may partially offset the
degeneracies lifted by δαT.
Figure 10 shows the constraint on the removal energy

parameter from a fit to Evis and δpT for neutrino and
antineutrino interactions. In the neutrino case the removal
energy shift can be measured at 2 MeV at relatively low
statistics and better than 1 MeV with ultimate statistics. The
corresponding antineutrino constraint is 3 to 4 times worse.
As discussed in Appendix A, further improved constraints
can be obtained by exploiting the pN variable in place of
δpT , but in this case more longitudinal information is

TABLE III. Expected 1σ uncertainties on key cross-section
parameters at 1 × 1022 POT (left) and 2 × 1022 POT (right) for
neutrino and antineutrino interactions with different fit variables.

1 × 1022 POT δpT ;Evis δαT ;Evis pN ;Evis

1p1h (ν) 1.9% 1.8% 1.5%
1p1h (ν̄) 3.3% 3.9% 2.6%
npnh (ν) 6.5% 13% 5.3%
npnh (ν̄) 12% 17% 11%
Ermv (ν) 0.55 MeV 0.38 MeV 0.53 MeV
Ermv (ν̄) 1.3 MeV 1.0 MeV 1.3 MeV
Pion FSI (ν) 6.6% 14% 4.8%
Pion FSI (ν̄) 34% 35% 30%
Undetected pions (ν) 9.7% 14% 8.2%
Undetected pions (ν̄) 37% 36% 31%
Nucleon FSI (ν) 1.1% 0.76% 0.98%
Nucleon FSI (ν̄) 2.3% 1.9% 2.4%
Flux (ν) 1.8% 1.9% 1.6%
Flux (ν̄) 2.4% 2.3% 2.2%
Total (ν) 1.8% 2.1% 1.6%
Total (ν̄) 2.7% 2.7% 2.5%
Hydrogen (ν̄) 3.3% 4.0% 2.9%

2 × 1022 POT δpT ;Evis δαT ;Evis pN ;Evis

1p1h (ν) 1.4% 1.2% 1.1%
1p1h (ν̄) 2.2% 2.5% 1.7%
npnh (ν) 4.7% 8.5% 3.6%
npnh (ν̄) 7.5% 10.0% 7.1%
Ermv (ν) 0.32 MeV 0.22 MeV 0.3 MeV
Ermv (ν̄) 0.68 MeV 0.57 MeV 0.68 MeV
Pion FSI (ν) 4.2% 8.3% 2.8%
Pion FSI (ν̄) 19% 17% 16%
Undetected pions (ν) 6.6% 7.9% 5.4%
Undetected pions (ν̄) 21% 19% 18%
Nucleon FSI (ν) 0.62% 0.43% 0.58%
Nucleon FSI (ν̄) 1.2% 0.98% 1.2%
Flux (ν) 1.4% 1.4% 1.2%
Flux (ν̄) 1.7% 1.6% 1.6%
Total (ν) 1.4% 1.5% 1.2%
Total (ν̄) 1.8% 1.7% 1.7%
Hydrogen (ν̄) 2.5% 3.1% 2.1%

FIG. 8. The correlation matrix between constrained parameters
following a fit to reconstructed CC0π data binned in δpT and Evis

with 1 × 1022 POT. The results following a fit to neutrino (top)
and antineutrino (bottom) samples are shown.
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included and thus the constraint is more reliant on the
neutrino flux shape prediction.
As discussed in Sec. II B 1, non-QE and SRC inter-

actions in the CC0π channel can induce an important bias

in the reconstruction of neutrino energy. Figure 11 shows
the constraint on the total normalization of 1p1h and npnh
interactions. As previously noted, relatively advanced
shape uncertainties are considered for these processes in
the fit but for brevity we show only their combined effect
on the total cross sections. The bulk of the δpT variable is a
direct probe of the 1p1h interactions, allowing a constraint
as good as ∼1.5% (∼2%) in neutrino (antineutrino)
interactions. The tail at high values of δpT is sensitive
to the non-QE component, enabling a constraint better than
5% (10%) in neutrino (antineutrino) interactions. The npnh
constraint is partially correlated with the constraint on the
pion absorption FSI component and the background due to
undetected pions in the final state. It should be noted that
the effects of such components on the neutrino energy
reconstruction are similar so induce similar bias in the
neutrino oscillation parameters. Indeed, pion FSI and the
2p2h process including a Δ resonance excitation and a pion
production followed by reabsorption, are separately mod-
eled in NEUT but they are fundamentally very similar
processes (i.e., they are partially irreducible backgrounds to
each other). On the contrary, the background due to the
presence of an undetected pion in the final state can be
reduced, notably thanks to the lower threshold for pion
reconstruction in the Super-FGD.
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FIG. 9. The 1σ sensitivity to the nucleon FSI parameter as a
function of POT for neutrino interactions when fitting the
reconstructed CC0π data binned in δpT and Evis or in δαT and
Evis. The results are shown for neutrino (top) and antineutrino
(bottom) case.
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The main effect limiting the precision of the extrapola-
tion of the 1p1h normalization from the near to the far
detector is the degeneracy between the cross section and the
neutrino flux. In Ref. [13], a strategy to select an hydrogen
enhanced sample in antineutrino interactions has been
proposed, in order to constrain the flux independently of
uncertainties on nuclear effects. Here we consider the
hydrogen sample together with the carbon sample in a
joint fit to estimate quantitatively its impact on the flux
constraints. The contribution of hydrogen interactions in
the antineutrino sample is illustrated in Fig. 5 for the δpT
distribution.
Figure 12 shows the constraint on the total normalization

of the hydrogen sample, which is reduced by a factor of ∼2
relative to the prior uncertainty with 2 × 1022 POT worth of
data, in addition to the constraint on the flux normalization.
The impact on the flux constraint depends on the prior
uncertainties assumed on the antineutrino-nucleon cross
section, notably due to the nucleon form factor. It should be
noted that this is the result of a complete fit including both
antineutrino-nucleus and antineutrino-nucleon processes,

thus showing the incremental contribution to the flux
precision from the hydrogen enhanced sample, on top of
the constraint obtained from the usual fit to carbon
interactions. The contribution of the hydrogen-enhanced
sample is sizeable, if the prior hydrogen normalization
uncertainty is lower than ∼10%, improving the relative flux
constraint by up to ∼20%. Note that, while not quantified
here, the power of the hydrogen-enhanced sample also
improves knowledge of the flux shape and better separation
between flux and form-factor constraints could be achieved
by adding the reconstructed four-momentum (Q2) from the
lepton kinematics as a fit variable. This would allow a
separation of the low Q2 region, in which the form factor is
relatively well understood and so the flux can be con-
strained, from the high Q2 region, where the prior flux
constraint can instead be leveraged to probe the form-factor
details.

IV. CONCLUSION

It has been demonstrated that the upgraded ND280
detector will allow increasing sensitivity to nuclear-model
uncertainties, enabled by the use of observables formed
fromboth leptonandnucleonkinematics,whichcancomple-
ment the usual T2K analysis of only muon kinematics.
Importantly, the use of nucleon kinematics also allows less
room for incorrect models to describe ND280 Upgrade data
and, as such, facilitates more robust constraints.
The inclusion of nucleon kinematics into the analysis

brings new systematic uncertainties, notably detector sys-
tematicsbut alsonewnuclear-model systematics relatedwith
nucleon FSI. From simulated studies, benchmarked by test
beam data of prototypes and by long-term data-taking
experience with ND280, we expect the systematic uncer-
tainties related with detector modelling to be well under
control. In this paper we have shown quantitatively, for the
first time, that nucleon FSI can also be very well constrained
thanks to the use of δαT . The precision of the constraint is
enabledby the lowproton (andneutron) tracking threshold in
ND280Upgrade and the absenceof degeneracy (correlation)
with other nuclear-model uncertainties in δαT .
The use of an improved estimator of neutrino energy,

based on the sum of muon energy and nucleon kinetic
energy, has been investigated and shows interesting sensi-
tivity to nuclear removal energy shifts. Furthermore, the QE
and non-QE components of the cross section have been
shown to be well separated by using fits to δpT . Contrary to
an inclusive analysis, these two components can be
measured with small degeneracy/correlation, thus reducing
ambiguities in the propagation of constraints to the far
detector. Finally, the reduction of the flux uncertainty from
a hydrogen-enhanced sample, as suggested in Ref. [13], has
been quantified for the first time. The relative improvement
on the flux normalization uncertainty can be up to 20%,
depending on the prior uncertainty on the nucleon form
factors.
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Although a quantitative evaluation of the impact ofND280
Upgrade constraints directly on T2K and Hyper-K measure-
ments ofPMNSneutrino oscillationparameters is beyond the
scope of this work, some qualitative observations can be
made. The tight constraints on removal energy and npnh
effects indicate a reduction of the uncertainty in both the
neutrino energy scale and bias at the far detector. These
effects are strongly correlatedwith the systematic uncertainty
on measurements of the neutrino mass splitting (Δm2

32) and
so a comparable reduction in the model systematic compo-
nent of the uncertainty on its measurement might be
expected. Measurements of the large mixing angle (θ23)
are more dependant on the total cross section and flux
uncertainties (and their correlations), while measurements of
theCP-violating phase (δCP) additionally require an accurate
understanding of the asymmetry in neutrino and antineutrino
cross sections, and in muon and electron neutrino cross
sections. The reported significant reduction in the total cross
section and flux uncertainties, and thedemonstrated ability of
ND280 Upgrade to set powerful constraints from neutrino
and antineutrino data independently, therefore suggests a
correspondingly large constraint on the pertinent model
systematic uncertainty on measurements of θ23 and δCP.
In particular it can be noted that the (anti) neutrino total cross
section uncertainty is reduced to below the ∼ð2.9%Þ2.5%
expected statistical uncertainty on the electron neutrino
samples at Hyper-K [39]. Although the asymmetry in muon
and electron neutrino cross sections is not directly con-
strained, its root cause can at least partially stem from a
mismodelingof the details of the nuclear ground state [40,41]
which has been shown tobewellmeasured, although it canbe
noted that another significant component of this uncertainty
can stem from the modelling of radiative corrections to cross
sections [42], which is not considered in this work.
The sensitivity studies presented here are based on the

simulation of the detector performances expected with
ND280 Upgrade and includes a relatively sophisticated,
but still incomplete, set of nuclear uncertainties. Conser-
vative assumptions have been taken when possible, e.g.,
consideringmostly the kinematics projected in the transverse
plane to minimize the dependence on flux modeling, leaving
parameters unconstrained, and fitting the neutrino and
antineutrino samples separately, thus not including the
correlation between neutrino and antineutrino cross-section
and flux uncertainties. Overall the results demonstrate the
interesting potential model constraints enabled by exploiting
proton and neutron kinematics measured at the near detector
for future oscillation analyses using ND280 Upgrade.
While it is shown that most parameter constraints plateau

at an acceptable level for Hyper-K era statistics, some show
scope for improvement even beyond this limit. This is
particularly true for those relating to the flux constraint
from the hydrogen enhanced region of δpT . At very high
statistics improved (and more robust) sensitivities may also
be gained by using finer binning or adding additional

dimensions to the fit. This could be realized by either
additional beam exposure for ND280 Upgrade and/or
future further upgrades to increase the target mass, for
example by using the methods suggested in Refs. [43,44].
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APPENDIX A: FITTING WITH
RECONSTRUCTED NUCLEON MOMENTUM

As discussed in Sec. II B 1, the reconstructed initial
state nucleon momentum (pN) [32] can be used as an
alternative to the transverse momentum imbalance (δpT)
[31] as an input variable in the fit. The former contains
more information than that latter, incorporating an
inferred longitudinal imbalance, in addition to the
transverse imbalance, and so better sensitivity is in
principle expected. However, this better sensitivity
accompanies the potential need for additional systematic
uncertainties. For example, while the shape of δpT is
largely independent from neutrino energy and nucleon-
level physics [31], this will not be the case for pN. We
therefore choose the more conservative and simple
approach of quoting the primary sensitivities using a
fit in δpT but discuss here what would be obtained using
pN instead.
Generally it is found that using pN in place of δpT has a

relatively modest impact on the extracted sensitivities
shown in Sec. III, although a notable improvement was
found for some parameters. These improvements are shown
in Fig. 13, demonstrating how pN offers better ability to
distinguish npnh, 1p1h and pion production processes
compared to δpT . This behavior has previously been noted
in e.g., Ref. [33].
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APPENDIX B: HISTOGRAMS INPUT
TO THE FIT

The full set of input histograms used in the fit projected
onto single dimensions for neutrino and antineutrino

interactions are shown in Fig. 14. The binning matches
the one used in the fits. The histograms are shown in
reconstructed kinematic quantities following the CC0π
event selection and are broken down by interaction mode.
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FIG. 14. One dimensional projections of the two-dimensional input histograms used to determine the sensitivities, shown here for
1 × 1022 POT for neutrino (top) and antineutrino (bottom) interactions. The binning shown is that which is used in the fits.
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FIG. 13. The 1σ sensitivity to the 1p1h (upper), npnh (middle) and total (lower) cross-section normalizations as a function of POT for
neutrino interactions when fitting the reconstructed CC0π data binned in Evis and either δpT or pN.
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