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55Observatório Nacional, Rua Gal. José Cristino 77, Rio de Janeiro, Rio de Janeiro 20921-400, Brazil
56Department of Physics, IIT Hyderabad, Kandi, Telangana 502285, India

57Faculty of Physics, Ludwig-Maximilians-Universität, Scheinerstr. 1, 81679 Munich, Germany
58Institute of Theoretical Astrophysics, University of Oslo. P.O. Box 1029 Blindern,

NO-0315 Oslo, Norway
59Instituto de Fisica Teorica UAM/CSIC, Universidad Autonoma de Madrid, 28049 Madrid, Spain

60Department of Astronomy, University of Michigan, Ann Arbor, Michigan 48109, USA
61Institute of Astronomy, University of Cambridge, Madingley Road,

Cambridge CB3 0HA, United Kingdom
62School of Mathematics and Physics, University of Queensland, Brisbane, Queensland 4072, Australia

A. AMON et al. PHYS. REV. D 105, 023514 (2022)

023514-2



63Center for Astrophysics|Harvard & Smithsonian, 60 Garden Street, Cambridge,
Massachusetts 02138, USA

64Australian Astronomical Optics, Macquarie University, North Ryde, New South Wales 2113, Australia
65Lowell Observatory, 1400 Mars Hill Rd, Flagstaff, Arizona 86001, USA

66Departamento de Física Matemática, Instituto de Física, Universidade de São Paulo,
05314-970 Sao Paulo, Brazil

67George P. and Cynthia Woods Mitchell Institute for Fundamental Physics and Astronomy, and
Department of Physics and Astronomy, Texas A&M University, College Station, Texas 77843, USA

68Department of Astronomy, The Ohio State University, Columbus, Ohio 43210, USA
69Radcliffe Institute for Advanced Study, Harvard University, Cambridge, Massachusetts 02138, USA

70Department of Astrophysical Sciences, Princeton University,
Peyton Hall, Princeton, New Jersey 08544, USA

71Institució Catalana de Recerca i Estudis Avançats, E-08010 Barcelona, Spain
72School of Physics and Astronomy, University of Southampton, Southampton SO17 1BJ, United Kingdom

(Received 17 June 2021; accepted 30 November 2021; published 13 January 2022)

This work, together with its companion paper, Secco, Samuroff et al. [Phys. Rev. D 105, 023515
(2022)], present the Dark Energy Survey Year 3 cosmic-shear measurements and cosmological constraints
based on an analysis of over 100 million source galaxies. With the data spanning 4143 deg2 on the sky,
divided into four redshift bins, we produce a measurement with a signal-to-noise of 40. We conduct a blind
analysis in the context of the Lambda-Cold Dark Matter (ΛCDM) model and find a 3% constraint of the
clustering amplitude, S8 ≡ σ8ðΩm=0.3Þ0.5 ¼ 0.759þ0.025

−0.023 . A ΛCDM-Optimized analysis, which safely
includes smaller scale information, yields a 2% precision measurement of S8 ¼ 0.772þ0.018

−0.017 that is
consistent with the fiducial case. The two low-redshift measurements are statistically consistent with the
Planck Cosmic Microwave Background result, however, both recovered S8 values are lower than the high-
redshift prediction by 2.3σ and 2.1σ (p-values of 0.02 and 0.05), respectively. The measurements are shown
to be internally consistent across redshift bins, angular scales and correlation functions. The analysis is
demonstrated to be robust to calibration systematics, with the S8 posterior consistent when varying the
choice of redshift calibration sample, the modeling of redshift uncertainty and methodology. Similarly, we
find that the corrections included to account for the blending of galaxies shifts our best-fit S8 by 0.5σ
without incurring a substantial increase in uncertainty. We examine the limiting factors for the precision of
the cosmological constraints and find observational systematics to be subdominant to the modeling of
astrophysics. Specifically, we identify the uncertainties in modeling baryonic effects and intrinsic
alignments as the limiting systematics.

DOI: 10.1103/PhysRevD.105.023514

I. INTRODUCTION

The current era of precision cosmology has delivered
measurements of cosmological parameters at percent-level
accuracy, and a standard cosmological model that fits data.
This era was enabled by decades of progress at the nexus of
instrumentation, observations, cosmology theory and
analysis [1,2]. On the one hand, increasingly strong
evidence for dark matter, made over many decades [3,4],
along with the discovery of dark energy and the accelerat-
ing universe in the late 1990s [5,6], paved the way for the
current standard model. On the other hand, advances in our
ability to collect, process, and analyze data from such
diverse observations such as type Ia supernovae, the cosmic
microwave background (CMB) anisotropies, and the dis-
tribution of galaxies and other tracers of large-scale
structure (LSS), improve our ability to test theories for

the accelerating universe [7,8], as well as physics at
moments after the Big Bang [9].
While the model’s success has been reinforced by

agreement across a broad range of observations, the
advancing precision has revealed some tensions among
cosmological parameters measured by different observa-
tional probes. Most notably, there is a 3 − 5σ tension in the
Hubble constant, H0, between low-redshift measurements
made by the distance-ladder technique and those from the
CMB at z ≈ 1100 (see Refs. [10,11] for a summary).
Another widely discussed discrepancy, though less sta-
tistically significant, is that between constraints on the
parameter S8 ≡ σ8ðΩm=0.3Þ0.5—the amplitude of matter
density fluctuations, σ8, scaled by the square root of the
matter density,Ωm. This quantity is consistently found to be
2 − 3σ lower when measured in LSS data, including from
the Dark Energy Survey1 (DES) [12–18], than the

*amon2018@stanford.edu 1https://www.darkenergysurvey.org/.
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constraint by the CMB [19]. New and improved data and
analysis methods are key to bring these tensions into sharp
focus, in order to test whether they are attributed to new
physics, or are caused by unforeseen systematic errors.
Weak gravitational lensing of large-scale structure,

cosmic shear, is a powerful method that is sensitive to
both the geometry and the growth of cosmic structure in the
Universe. This is the measurement of small but coherent
distortions of the observed shapes of galaxies as their light
passes through the intervening structure on its way to Earth.
Measurements of these distortions carry information about
the projected mass density to the source galaxy, and hence
the amplitude, shape, and time evolution of the matter
power spectrum. They are also sensitive to the geometrical
ratio of distances to both the lens structures and the source
galaxy (for reviews, see [20–22]).
Although proposed half a century ago [23], weak lensing

by large-scale structure was not detected until 2000
[24–27]. Cosmic shear has made strides since its first
detection two decades ago with multiple surveys from the
ground and space, owing to rapid advancements in tech-
nology, galaxy surveys and methodology [28–46]. A
significant step forward, both in quantity and quality of
the data, was made with the Canada-France-Hawaii
Lensing Survey [47–51], while the current state-of-the-
art is being pursued by DES, the Hyper Suprime-Cam
Subaru Strategic Program2 (HSC; [52]) and the ESO
Kilo-Degree Survey3 (KiDS; [53]). These current surveys
use an increasingly sophisticated set of tools to make
cosmic-shear measurements over large areas on the sky and
provide competitive constraints on cosmological parame-
ters [13,15,16,54–59]. Cosmic shear is highly complemen-
tary to probes utilizing the positions of galaxies. Of
particular note is the joint analysis of cosmic shear with
galaxy-galaxy lensing and galaxy clustering, commonly
referred to as 3 × 2pt, performed either within a single
survey [14] or in tandem with spectroscopic surveys [17],
and varying statistics [60,61]. Such an analysis utilizes
multiple sources of information to break degeneracies in
cosmological parameters, and as importantly, nuisance
parameters that describe observational and astrophysical
systematic effects. The field is at the brink of a new epoch,
both in terms of the advances in analysis and with
upcoming surveys spanning “full-sky” to unprecedented
depth. These upcoming surveys will revolutionize the field
in the decades to come. They include the ground-based
Vera C. Rubin Observatory’s Legacy Survey of Space and
Time4 (LSST; [62]), the space mission’s Euclid5 [63] and
the Nancy Grace Roman Space Telescope6 [64].

While cosmic shear is a cornerstone to the future precise
measurements of dark matter, dark energy, neutrino mass,
and other fundamental quantities, its accurate measurement
and modeling are challenging. First, cosmic shear is a
percent-level effect that is statistically extracted from mil-
lions of galaxies. Second, the signal encoded in the shapes
can be contaminated with a number of systematic effects (for
a review, see [65]), such as leakage of the Point-Spread
Function (PSF) that must be modeled and accounted for
through robust shape measurement techniques [48,66–70]
and validated through rigorous testing [71–73].
Furthermore, interpreting the cosmic-shear signal

demands accurate estimation of the distribution of the
galaxies’ redshifts, in order to not incur a bias in cosmo-
logical constraints (see, for example, [74]). Approaches to
this calibration challenge may employ template-fitting or
machine-learning to empirically learn the relationship
between photometry and redshift based on a training
sample, none of which is a priori designed to meet the
needs of, and quantify the resulting uncertainty for,
weak-lensing analyses. Existing methods are limited by
incomplete information—in the case of template-fitting, a
complete description of the distribution of galaxy spectral
energy distributions across luminosity and redshift; in the
case of machine-learning, a very large, perfectly represen-
tative spectroscopic training sample [75]. The resulting
selection biases have spurred debate on the use of complete
photometric redshift or incomplete spectroscopic redshift
training samples [58,75–80]. Regardless of the choice
taken, consistency of different techniques, and the use of
independent information, increase confidence in the cali-
bration (see [81–83] for DES Y3).
Notably, the robust calibration of both the shear signals

and redshift distributions necessitates understanding and
mitigating the impact of blending, or crowded images,
through realistic image simulations [84,85]. The rejection
of galaxies with nearby neighbors [48,86] is limited to
handling only recognized blends, does not account for the
increased occurrence of blending in high-density regions,
and is unfeasible for deeper surveys [87]. Detailed image
simulation analyses are required to shed light on the
resulting systematic errors [73,88,89]. The corresponding
DES Y3 analysis has shown that the selection of galaxies
based on their multiband photometry has to be performed
consistently between the data and simulations in order to
understand the impact of blended sources at different
redshift on both the shape measurement and on the effective
redshift distribution for lensing [90].
Finally, astrophysical effects, such as intrinsic align-

ments (e.g. [91–93]) and the impact of the physics of
galaxy formation on weak-lensing observables (e.g.
[94,95]) must be sufficiently modeled, or nulled, such that
no residual impact is detected [96]. This is particularly
challenging as the nuisance parameters incurred in intrinsic
alignment modeling can absorb systematic errors in the

2https://hsc.mtk.nao.ac.jp/ssp/.
3http://kids.strw.leidenuniv.nl/.
4http://www.lsst.org/lsst.
5sci.esa.int/euclid/.
6https://roman.gsfc.nasa.gov/.
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calibrations of photometric redshift distributions (e.g. [78]).
Tests of internal consistency across redshift, angular scales
and statistics can provide essential checks of sufficient
mitigation against both theoretical and observational sys-
tematics [97].
This work presents the cosmological constraints from

cosmic-shear measurements with the DES wide-field sur-
vey, using data taken during its first three years of
observations, and presents its robustness to data calibration.
A companion paper to this work, Secco, Samuroff et al.
[98], demonstrates the robustness of these cosmic-shear
cosmological constraints to modeling choices, in particular,
to intrinsic alignments, baryonic effects, higher-order
lensing effects and neutrinos. Cosmic shear is analyzed
using a common framework with those from galaxy-galaxy
lensing (Prat et al. [99]) and galaxy clustering (Rodríguez-
Monroy et al. [100]), combined as 2 × 2pt in Porredon
et al. [101], Pandey et al. [102], and Elvin-Poole,
MacCrann et al. [103] in a joint DES Y3 3 × 2pt analysis
presented in DES Collaboration [104]. The measurements
presented in this work are supported by a number of
accompanying infrastructure papers:

(i) The construction and validation of the photometric
“Gold” catalog of high-quality objects in DES Y3 is
described in Sevilla-Noarbe et al. [105]. New PSF
modeling (Jarvis et al. [68]) combined with weak-
lensing shape measurement based upon Ref. [67]
gives a catalog of 100 million selected galaxies that
are validated in Gatti, Sheldon et al. [71].

(ii) Redshift calibration methodology is summarized in
Myles, Alarcon et al. [81]. This framework utilizes
external training data from narrow-band photometric
and spectroscopic sources and DES deep observa-
tions with overlapping near-infrared data, presented
in Hartley, Choi et al. [106], mapped to the wide
field with improved image injection measurements
(Everett et al. [107]). The full scheme incorporates
new, independent methods, a two-step reweighting
with self-organizing maps (Buchs et al. [108]),
clustering redshifts (Gatti, Giannini et al. [82])
derived from correlations with the DES foreground
REDMAGIC lens samples, and small-scale shear ratios
(Sánchez, Prat et al. [83]), to accurately constrain the
redshift distributions. The latter two methods use the
two DES foreground lens samples, REDMAGIC and
MAGLIM (Porredon et al. [109]), in their measure-
ments and are included at different stages in the
pipeline, such that the ratios are able to constrain
other nuisance parameters in the analysis. We test
alternative techniques for modeling and marginal-
izing over the uncertainty on the tomographic
distributions, implementing a new tool, HYPERRANK
(Cordero et al. [110]).

(iii) State-of-the-art shear calibration with realistic image
simulations and new methodology to account for

the impact of blending on the effective redshift
distribution for lensing measurements in MacCrann
et al. [90].

(iv) The general methodology, likelihood analysis and
covariance used in the cosmological analyses shown
in this work and the DES Collaboration [104] is
presented in Krause et al. [111] and Friedrich
et al. [112], and this methodology is independently
validated using realistic simulations in DeRose
et al. [113].

(v) The statistical framework to assess the internal
consistency of the DES data and measurements is
presented in Doux et al. [114] and the consistency
with independent, external data in Lemos et al. [115].

This paper is structured as follows: in Secs. II, III, and IV
the DES Y3 data and the calibration of the shear and
redshift distributions are described. Section V provides an
overview of the cosmological simulations used in validat-
ing the model and methods. Section VI presents the
cosmic-shear measurements, covariance matrix validation
and the blinding methodology and Sec. VII presents the
model. We detail the cosmological constraints in Sec. VIII,
and their internal consistency in Sec. IX. Finally, in Secs. X
and XI, the robustness of the cosmological constraints to
systematics in the data calibration is assessed through a
range of validation tests. More technical details of the
analysis are provided in the appendices.

II. DARK ENERGY SURVEY YEAR 3 DATA

The Dark Energy Survey has completed a six year
observing program at the Cerro Tololo Inter-American
Observatory, Chile, using the Blanco telescope and the
570-megapixel Dark Energy Camera (DECam) [116].
Ultimately, the complete survey spans 5000 square degrees
of the Southern hemisphere in the grizY bands with
exposure times of 90 s in griz and 45 s in Y [117].
With ten overlapping exposures in each of the griz bands
over the full wide-field area, the survey reaches a limiting
magnitude of i ∼ 24.
This DES Year 3 (Y3) analysis exploits the data acquired

over the first three years of observations, from August 15,
2013 to February 12, 2016, approximately 345 nights. The
survey has a mean depth of four exposures that reach an
i-band signal-to-noise of ∼10 for extended objects up to
iAB ∼ 23.0 [105]. The median recorded seeing (FWHM) in
the riz bands is 0.98, 0.89, 0.85 arcsec, respectively.
The DES Y3 dataset exhibits a number of improvements

compared to DES Y1, including updates in brighter-fatter
correction, sky-background modeling, better morphologi-
cal star-galaxy classification and astrometric solutions,
reduced photometric residuals compared to Gaia with
photometric calibration uniformity < 3 mmag, the intro-
duction of per-object chromatic corrections, improvements
to PSF modeling [68], and better flagging of imaging
artifacts. These improvements, as well as the production
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and validation of a “Gold” catalog of 390 million objects,
are described in detail in Ref. [105].

A. Shape measurement

The relation of measured galaxy shape to gravitational
shear is commonly expressed for each of their two
components as [51]

ϵobs ¼ ð1þmÞðϵint þ γÞ þ c; ð1Þ
i.e., a combination of the intrinsic ellipticity of the galaxy,
ϵint, and an additional lensing-induced shear, γ, which is the
cosmologically interesting weak-lensing signal. In this
affine approximation, contamination of the measurement,
or systematics, come in two variants. Additive bias c can
result, for example, from insufficient modeling of the PSF
that causes a leakage into the measured galaxy ellipticity
(see Sec. A). Multiplicative bias, m ≠ 0, can arise, for
example, from noise bias, model bias, or misestimation of
the PSF size. While the affine relation does not account for
many complexities of real-world shear measurement, e.g.
the impact of measurement noise, the spatial correlation of
additive bias [118,119], or the redshift-mixing effect of
galaxy blending [90], it is nevertheless a useful starting
point for shear calibration.
For the DES Y3 analysis, METACALIBRATION is used to

produce the shear catalog [66,67]. This method calibrates
shear statistics from the imaging data itself, without
reliance on prior information about galaxy properties. In
its Y3 implementation, METACALIBRATION measures the
properties of a galaxy, including its ellipticity, using a
single Gaussian as a preseeing model that is fit to each
detected object, for all the available epochs, using the riz-
band images. The g-band data are excluded in the fit due to
insufficient PSF modeling, as detailed in [68]. During the
fit, light from neighboring objects is masked in order to
reduce blending effects. The galaxy image is then decon-
volved with the PSF, artificially sheared, reconvolved by a
symmetrized version of the PSF and the ellipticity remeas-
ured. Done repeatedly, this results in one unsheared and
four artificially sheared versions of the shape catalog (each
component of ellipticity is sheared both positively and
negatively). These are used to construct the shear response
matrix, Rγ, of each galaxy via numerical derivatives of the
ellipticity, as

ðRγÞi;j ¼
e
sjþ
i − e

sj−
i

Δγj
: ð2Þ

Here e
sjþ
i is the ith ellipticity component measured on an

image sheared positively by Δγj in the jth ellipticity
component. The response matrix is a noisy quantity on a
single galaxy basis, but ensemble averages, hRγi, are
precisely measured for large samples, and known to a
sufficient degree of accuracy given the size of the DES Y3

sample. The pipeline is largely based upon that employed
in the DES Y1 analysis, now with the inclusion of an
inverse-variance weighting for each galaxy, w, employed to
boost the signal-to-noise of the data. The details of this
implementation can be found in [71].
The METACALIBRATION pipeline is designed to self-

calibrate biases in the shear estimation by correcting for
not only the response of the shear estimator, but also the
selection biases [66]. To this end, measurements of flux,
size, signal-to-noise ratio and other selection-relevant
properties are made on the unsheared and sheared images.
Selection response can be estimated by selecting objects
based on sheared measurements and computing Rs as

hRsii;j ¼
heiisjþ − heiisj−

Δγj
: ð3Þ

Here heiisjþ represents the mean of the ith ellipticity
component measured on images without applied shear.
The average is taken over the group of galaxies selected
into a given bin using the parameters extracted from
positively sheared images, Δγj, in component j. heiisj−
is the analogous quantity for negatively sheared images. To
calibrate the mean shear of the catalog, it is sufficient to
consider the total response matrix per redshift bin as the
sum of shear and selection response:

hRi ¼ hRγi þ Rsi; ð4Þ
which are quoted in Table I. For the purposes of our
statistics, it is an excellent approximation to correct for
shear response with a scalar R ¼ ½R11 þ R22�=2 instead of
the full response matrix (see Appendix A of [71]). The
METACALIBRATION response accounts for shear biases at a
level of a few parts in a thousand in the absence of blends
and detection biases [67]. The current METACALIBRATION

implementation, however, does not correct for a shear-
dependent detection bias [69] and the redshift-mixing effect
of blending, which leave a multiplicative factor at the level
of m ∼ 2–3% and are calibrated using image simulations in
[90] and discussed in Sec. IV.

B. The shape catalog

Of the 390 million detected and measured objects, only
those that pass a number of criteria are included in the
weak-lensing catalog [71]. This is encoded in an index
column in the catalog and encompasses selections based on
a combination of galaxy and PSF properties, which are
designed to reduce potential systematic biases due to
blending, PSF misestimation and stellar contamination
by imposing selections on the S/N of objects, the size,
the PSF size ratio and binary stars (see Sec. 4.2 of Ref. [71]
for a complete description). In addition, magnitude selec-
tions are imposed (i ¼ 18–23.5 and rz ¼ 15–26) to
exclude from the analysis galaxies for which robust redshift
estimation is difficult. Finally, we mask the catalog to limit
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to the area that enables coherent combination with the DES
lens sample (Sec. II C), bringing the footprint’s final
effective area to span Aeff ¼ 4143 deg2. The resulting
METACALIBRATION catalog yields a total of 100,204,026
galaxies, with a weighted number density of neff ¼ 5.59
galaxies per square arcmin, as defined by [12]. Table I lists
the effective number density for the full catalog and the
corresponding weighted ellipticity variance. The statistical
power of the METACALIBRATION catalog without galaxy
weights is tripled compared to Y1, with weighting increas-
ing this further by ≈25% [71].
The spatial variation of number density over the survey

footprint is shown in the left-hand panel of Fig. 1 in
orthographic projection and equatorial coordinates, with a
map that utilizes skymap.7 Overlaid are the bounds of the
previous DES Y1 survey.
The METACALIBRATION shape catalog has passed a

library of tests aimed at identifying residual biases, detailed
in [71]. These have validated the measurements against
systematic errors connected to PSF mismodeling, which are
negligible for the full catalog with a smaller amplitude
compared to the DES Y1 analysis. In addition, the catalog
was tested for robustness against the presence of spurious
B-modes using two different estimators, COSEBIS [120] and
Pseudo-Cl, which consistently resulted in a null detection
(see also Appendix A 2). In Sec. XI, these tests are
extended to the tomographic case. Other tests included
checking the dependence of the two components of the
shear on a number of galaxy or survey properties, finding
no significant correlations, except for a linear dependence
between he1i and the ratio between the galaxy size and PSF
size. While the origin of this trend is unknown, its
amplitude is three orders of magnitude smaller than the
cosmic-shear signal at all scales and thus can be safely
neglected in the cosmological analysis.

C. The lens sample

The DES fiducial foreground galaxy sample, MAGLIM, is
divided into six redshift bins and used in the measurement

of the shear ratios (see Sec. III A 3). These galaxies are
defined by a magnitude cut that evolves linearly with their
photometric redshift estimate, zML [121], as i < azML þ b,
with a ¼ 4 and b ¼ 18, as well as a lower magnitude
bound i > 17.5. The sample selection is optimized to
prioritize brighter galaxies at low redshift and balance
number density and photometric redshift accuracy in terms
of cosmological constraints obtained from galaxy cluster-
ing and galaxy-galaxy lensing [109].
An alternative lens sample is selected by REDMAGIC

[122], designed to find luminous red galaxies with precise
photometric redshift estimates [123]. It does so by selecting
galaxies above some luminosity threshold based on how
well they fit a red sequence template. The template is
calibrated using REDMAPPER [124] and a subset of galaxies
with spectroscopic-verified redshifts. The goodness of fit
threshold is chosen to maintain a desired comoving number
density of galaxies. Clustering weights are assigned to
REDMAGIC galaxies to eliminate spurious correlations with
observational systematics.

III. REDSHIFT CALIBRATION

Any cosmological interpretation of weak-lensing signals
requires accurate knowledge of the distribution of distances
to the source galaxies used in the measurement [125,126].
A tomographic cosmic-shear measurement requires the
distribution of source galaxies into several redshift bins,
each ofwhich is characterized by a redshift distributionnðzÞ.
Along any line of sight, θ, the expected observed shear,
γobsðθÞ, is related to an integral of the shear experienced by
sources at redshift z along that line of sight, γðθ; zÞ, as

γobsðθÞ ¼
Z

dznðzÞγðθ; zÞ: ð5Þ

The cosmic-shear signal, as the angular correlation of
two such γobsðθÞ fields, is highly sensitive to biases in the
estimates of nðzÞ. Such biases can result in significant shifts
in the inferred cosmological parameters [58,79,127]. The
increased statistical precision of DES Y3 requires errors in

TABLE I. DES Y3 data properties per redshift bin: the unweighted number of objects passing the weak-lensing selection, the effective
number density neff (gal=arcmin2), calculated with Aeff ¼ 4143 deg2, the per-component shape noise, σe, the mean redshift, zmean, the
spread in the mean redshift of the redshift distribution realizations, Δz, the mean shear per component, c1;2 ¼ he1;2i, the mean shear
response, hRγi, selection response, hRsi, and the shear calibration parameter, m. Also shown are the variations of observational
systematic uncertainties, Δznoz-blend and mnoz-blend, which do not account for the redshift-mixing effect due to blending, as discussed in
Sec. IV.

Bin No. objects neff σe zmean he1i × 104 he2i × 104 Δz m Δznoz-blend mnoz-blend hRγi hRsi
Full 100 204 026 5.590 0.268 0.633 - - - - - -
0 24 940 465 1.476 0.243 0.336 3.22 1.60 0.018−0.006� 0.009 0.016 −0.013� 0.003 0.7636 0.0046
1 25 280 405 1.479 0.262 0.521 3.36 0.38 0.015−0.020� 0.008 0.013 −0.018� 0.004 0.7182 0.0083
2 24 891 859 1.484 0.259 0.742 3.77 0.07 0.011−0.024� 0.008 0.006 −0.023� 0.004 0.6887 0.0126
3 25 091 297 1.461 0.301 0.964 4.06 −0.27 0.017−0.037� 0.008 0.015 −0.036� 0.006 0.6154 0.0145

7https://github.com/kadrlica/skymap.
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the redshift distributions to be unprecedentedly small so as
not to dominate the uncertainty budget.
In practice, photometric redshift calibration for weak-

lensing source galaxies relies on DES galaxies for which
there exists accurate redshift information, defining the red-
shift sample. To this end, the DES Y3 methodology follows
the idea that galaxies can be categorized by their color in
many-band photometric information, thereby tightly con-
strained phenotypes [108,128,129]. The DES Deep Fields
[106], a combination of optical and near-infrared multiband,
deep photometry over a smaller area of 5.88 deg2 (after
masking), are used to define these phenotypes. These
observations act as an intermediary between redshift sample
galaxies and the wide-field photometry over the DES foot-
print. This framework successfully reduces both the stat-
istical and systematic uncertainty in redshift calibration [81].
This section summarizes the strategy and choices made

for the calibration of redshift distributions, described fully
in [81]. First, it summarizes the primary method employed
that relates redshift samples to sets of galaxies distinguish-
able by their wide-field photometry (Sec. III A 1), and how
clustering cross-correlation measurements and small-scale
shear ratios are folded in to validate and further constrain
the proposed redshift distributions (Secs. III A 2 and III A
3). Next, the DES Deep Fields and redshift samples used
are described in (Sec. III B). The estimated mean redshift of
the source sample is shown in the right panel of Fig. 1 as a
function of position in the sky, showing the survey to be

homogeneous across the footprint. In Fig. 2, the overall
redshift distributions of the four bins are shown.

A. Methodology

The DES Y3 weak-lensing redshift methodology com-
bines three likelihoods with complementary information
[81]. The cornerstone to the method for estimating the
photometric redshift distributions is a scheme based on two
self-organizing maps (hereafter SOMPZ). The estimate of the
redshift distributions is uncertain and this framework
provides a means to generate samples of the nðzÞ for each
redshift bin that encompasses various sources of error. The
clustering redshift method (WZ, [82]) uses the angular
cross-correlation of the weak-lensing sources with galaxies
of known redshift to generate realizations of nðzÞ from the
combined SOMPZ+WZ likelihoods. The shear ratio method,
SR, [83] incorporates the ratios of small-scale galaxy-
galaxy lensing measurements between different source
bins with the same lens bin to give an independent
likelihood for each proposed redshift distribution.
Ideally, weak-lensing analyses approach redshift estimation
with redundancy, comparing alternative methods as a
means of validation. The DES Y3 cosmological analysis
first assesses the consistency of these methods, demon-
strated in Fig. 12 of Ref. [81], and then combines their
information; we sample over an nðzÞ generated by SOMPZ

+WZ, with a joint likelihood from cosmic shear and SR.

COSMOS

X3

C3

E2

FIG. 1. DES Y3 footprint showing the variation in the number density across the sky, as determined with the METACALIBRATION

catalog (left), and the variation in mean redshift of that catalog (right). Overlaid on the left is the red outline of the Y1 footprint and on the
right, the locations of the four DES Deep Fields [106] (the fourth field, COSMOS, is positioned at∼150 deg, outside of the DES footprint,
but has been rotated here to be shown on the map). The catalog spans a final effective area of 4143 deg2 with an average number density
of 5.59 arcmin−2 and a mean redshift of 0.63.
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1. SOMPZ

The estimates of the redshift distribution of 100 million
DES Y3 wide-field galaxies rely on a redshift sample, or
external samples of 60,000 galaxies that have spectroscopic
or many-band photometric redshifts, as well as deep
DECam and near-infrared photometry [106]. To relate
redshift information to the wide-field galaxies, a self-
organizing map formalism, SOMPZ, is used to compress
the multidimensional information of both the deep and the
wide-field photometry [108,128]. This is done as a two-
step process that connects the three samples: the DES wide-
field source galaxies with riz information, the DES Deep
Fields that span a smaller area with ugrizJHKs, and the
redshift sample. The DES Deep Fields are key to the
redshift process as they contain deep 8-band photometry for
1.6 million galaxies. This information limits degeneracies
of galaxy spectral energy distributions present in lower-
dimensional color spaces when calibrating the weak-
lensing galaxies.
A deep-field color defines a galaxy’s phenotype, c, and

the wide-field riz color magnitude is used to determine ĉ,
both of which are cell identifiers for two separate self-
organizing maps [81,108]. Thus, the redshift distributions

of wide-field galaxies whose photometry best matches cell
ĉ can be written as

pðzjĉÞ ¼
X
c

pðzjc; ĉÞpðcjĉÞ: ð6Þ

The choice of sample that informs the redshift of a given
phenotype, pðzjcÞ, is discussed in Sec. III B. To estimate
the statistical connection between the wide-field and deep-
field photometry pðcjĉÞ, the fitted light profile of each
Deep Field galaxy is drawn into real DES Y3 science
images multiple times in random positions with BALROG

[107]. Processing these renderings with the DES photom-
etry and shape measurement pipeline delivers the mapping
of galaxies with noisy wide-field riz and successful shape
measurement to the deep ugrizJHKs color space.
Four redshift bins, b̂i, are constructed as sets of wide-

field photometry SOM cells, ĉ ∈ b̂i, by defining redshift
bin edges such that each contains an approximately equal
number of source galaxies. Once the four redshift bins have
been established, an estimate of the redshift distribution of
each bin, niðzÞ, is given as

niðzÞ ¼ pðzjb̂iÞ

≈
X
ĉ∈b̂i

X
c

pðzjcÞ|fflffl{zfflffl}
Redshift

pðcÞ|ffl{zffl}
Deep

pðc; ĉÞ
pðcÞpðĉÞ|fflfflfflfflffl{zfflfflfflfflffl}

Balrog

pðĉÞ|ffl{zffl}
Wide

: ð7Þ

In each probability density term, contributing galaxies need
to be weighted appropriately by their shear response and
inverse-variance weight. See [81] for more details of this
procedure.
An ensemble of nðzÞ realizations is constructed to

encompass four main sources of uncertainty. Specifically,
as outlined in Sec. III B, these include (i) the samplevariance
in the color-redshift inference due to the limited Deep Field
area, (ii) the Deep Field zero-point error in the color
information, particularly at redshifts where prominent fea-
tures in the galaxy spectra transition between filters, (iii) an
uncertainty on the method due to the finite number of
galaxies and BALROG realizations, and (iv) the uncertainty
due to limitations in the redshift sample, incorporated with
an ensemble of realizations built from multiple redshift
samples.

2. Clustering redshifts

Clustering redshifts constrain the distances to source
galaxies from their angular galaxy clustering with samples
of reference galaxies within narrow redshift ranges [?]. This
method is based on the fact that the amplitude of this
correlation function is proportional to the fraction of source
galaxies in physical proximity to those reference galaxies.
This information validates and refines the SOMPZ nðzÞ
with the added benefit of avoiding any reliance on the

FIG. 2. Estimated redshift distributions for the weak-lensing
catalog, divided into four redshift bins (upper panel). Fainter lines
indicate the ensemble of realizations, whose spread represents the
uncertainty in their estimation, while the darker, solid lines
denote the mean of the ensemble. These are derived using the
joint SOMPZ and WZ methodology, summarized in Sec. III A and
detailed in [81]. The stair-step appearance is an artifact of using a
binned representation for the nðzÞ and is immaterial to the
cosmological results. In the lower panel, the lensing efficiency
kernel [defined in Eq. (15)] for each of the source redshift bins,
following the same color scheme, demonstrates that the DES Y3
sample is most sensitive between z ¼ 0.1–0.7.
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statistical color-redshift relation and bypassing the com-
pleteness issues associated with spectroscopic survey
coverage.
The tomographic SOMPZ nðzÞ are further constrained

by the measured small-scale angular cross-correlations,
wbrðzÞ, between the source galaxies in bin b and a reference
population r of galaxies that are known to be within a small
range of redshift centered at z. The WZ method correlates
the Y3 sources with both the redMaGiC galaxy sample
(which has photo-zs determined with σz ≈ 0.02) and
eBOSS galaxies [130], as detailed in [82]. Using a
linear-bias model, one can predict the observed wbr data,
given assumed values for nðzÞ, the biases and lensing
magnification coefficients of the source and reference
populations, and several nuisance parameters, N, that
describe potential errors in the linear-bias model.
Comparison of this model to the observed wbr measures
allows the construction of a likelihood. The details of this
analysis are described fully in Gatti et al. [82].
With the SOMPZ photometric and WZ clustering con-

straints on the redshift distribution in hand, a Hamiltonian
Monte Carlo method is used to draw samples of the nðzÞ
functions from the joint likelihood. This yields SOMPZ+WZ

samples of possible sets of nðzÞ for the redshift bins. By
marginalizing over these, one simultaneously accounts for
uncertainty in the nuisance parameters. The final set of
redshift distributions are shown in Fig. 2. The mean,
median and spread of the realizations for each source
bin are quoted in Table I.

3. Shear ratios

The ratios of small-scale galaxy-galaxy lensing mea-
surements from two source bins and a shared lens sample
provide geometric information [131]. The primary depend-
ence of shear ratios, SR, on distances has established them
as a means of constraining and testing redshift distributions
[56,58,72,132–135]. When source and lens redshift bins
overlap, the SR data also respond to intrinsic alignments, in
an orthogonal direction to the cosmic-shear two-point
functions. In this analysis, SR are incorporated at the
likelihood level to constrain the nðzÞ and other nuisance
parameters of our model, particularly those of intrinsic
alignments [83].
The SR data vector consists of nine scale-averaged

lensing ratios, each constructed from the combination of
tangential shear signals with a MAGLIM lens bin and two
weak-lensing source bins. As validation, the SR using
REDMAGIC are analyzed and the consistency of the results
are tested in Appendix D. The lens data is limited to the
three low-redshift MAGLIM bins, defined in [109], to
mitigate the impact of lens magnification. It also utilizes
only small angular scales, ∼2–6 Mpc=h, which correspond
to a maximum angular scale of ∼2.5–9 arcmin depending
on lens redshift, that are not used in, and therefore are
mostly independent of, the joint 3 × 2pt analysis (see

Table II in [83]). As a robustness test of the use of these
scales and their impact on the analysis, the large-scale SR

using REDMAGIC are incorporated in a variant analysis in
Appendix D.
In the inference, a Gaussian likelihood for the SR is

assumed, using an analytical covariance matrix [83]. The
addition of the shear-ratio data to the analysis necessitates
additional modeling and lens observational parameters,
summarized in Table II. These describe the uncertainties
in the redshift distribution of lens galaxies, as well as the
relation between galaxies and dark matter, parametrized
using a per-bin linear galaxy bias. The impact of the SR

information, as well as the WZ method, on cosmological
constraints is tested in Sec. X.

B. Deep Fields and redshift samples

The subset of these DES Deep Field galaxies with
BALROG [107] wide-field realizations that pass the weak-
lensing selection and have external high-quality redshift
information forms the redshift sample. It is constructed
from both spectroscopic and multiband photometric red-
shifts as detailed in Sec. 3.3 of Ref. [81]. The former
consists of spectra from the following surveys: ZCOSMOS-
bright and deep [136], C3R2 [128,137,138], VVDS [139],
and VIPERS [140–142]. The two many-band photo-z cata-
logs used are those based on the COSMOS 30-band [143] and
the PAUS+COSMOS 66-band catalog [144], which adds
narrow-band filters from the PAUS to the COSMOS photom-
etry. These are the underlying data for three equally
weighted redshift samples that are used in conjunction to
span the uncertainty of the redshift sample selection. These
prioritize either spectroscopic or high-quality photometric
information, where available, and are designed to be
complete by using COSMOS 30-band photometric redshifts
elsewhere.
Spectroscopic calibration samples on their own can

suffer from selection effects [58,75–80,127]: at a given
color or color magnitude, the subset of galaxies with
successful spectroscopic redshift measurements may not
have redshifts that are representative of the full sample.
This motivates our choice to never discard those galaxies in
the COSMOS field from our redshift sample that do not have
spectroscopic information, but rather to use their photo-
metrically estimated redshifts where necessary. Conversely,
even high-quality photometric catalogs suffer from biases
[58,79,143], or missing templates or photometric outliers in
photo-z surveys. The maximal impact of redshift sample
uncertainty on cosmic-shear cosmological parameters, and
therefore the robustness of this analysis to these effects, is
tested by analyzing DES cosmic shear with “pure” redshift
samples in Sec. X:

(i) C: This sample includes only information from the
COSMOS catalog and would therefore suffer from the
systematic calibration biases, claimed by [58,79].
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(ii) MB: Even the redshift sample that is least reliant on
COSMOS has ten percent of the redshift information
derived from that sample at the faintest magnitudes.
In order to test the impact of any residual calibration
biases due to this subset, this “maximally biased”
(MB) sample is complete, by design, and artificially
constructed to realistically alter the COSMOS galaxies
that are not matched to spectroscopic information,
by altering those redshifts with a magnitude-depen-
dent prescription [81].

This approach differs to that used in the cosmic-shear
analysis for both DES Y1 [145], which focuses on COSMOS

as the redshift sample, adjusted with clustering redshift
information for the former, and HSC [15,59], which uses
the same redshift sample with a reweighting method. It is
also unlike the KiDS-1000 approach [16], which uses only

spectroscopic information, but mitigates selection biases
with 9-band information over the footprint and by remov-
ing the subset of their data that is not well-represented by
the redshift sample.

IV. SHEAR CALIBRATION

Accurate galaxy shape estimates are essential for cos-
mic-shear studies. They are hindered by the fact that the
majority of galaxies used in any weak-lensing measurement
are faint, noisy, pixelated, barely resolved due to convo-
lution with an anisotropic PSF, or blended with neighboring
galaxies. Their detection, deblending, and inclusion in the
source sample is subject to biases. The METACALIBRATION

algorithm corrects several, but not all of these sources of
bias, particularly not ones related to detection and (de)
blending. Our ability to calibrate biases in the shear
estimation therefore relies on producing sufficiently real-
istic image simulations to calibrate the shear estimates
with.
The suite of image simulations used for DES Y3 shear

calibration are presented in [90]. They are based on
drawing model fits with morphological information of
galaxies from Hubble Space Telescope imaging [146]
and DES Deep Field observations [106] in the COSMOS

field to generate mock DES Y3 observations in riz bands.
Objects are simulated with realistic DES observing con-
ditions, that is, convolved with the DES PSF models of sets
of riz exposures overlapping a tile of the sky, with noise
and masking matching the data. Image coaddition, object
detection, shape measurement, assignment to redshift bins
and redshift estimation are performed as in the fiducial DES
pipelines. As such, the multiband suite affords a testing
ground that is well-matched to the DES observations in
each redshift bin.
Shape measurement biases are taken into account

approximately, as in previous work, through a multiplica-
tive bias correction, as defined in Eq. (1). The correspond-
ing correction is applied as an average m over all the
galaxies in a redshift bin. From a second rendering of
simulation tiles with a shear ΔγðzÞ applied to all galaxy
images, we can estimate biases in our shear measurement.
Multiplicative bias can be accounted for by replacing, in
Eq. (5), nðzÞ by nðzÞ × ð1þmÞ. In this way, we account
not only for the fraction of galaxies in an ensemble at a
given redshift, but also for the sensitivity of that subset of
the galaxies to the applied shear. Thus substituting, Eq. (5)
reads

Δγobs ¼
Z

dzð1þmÞnðzÞΔγðzÞ: ð8Þ

Blending is, however, expected to introduce a distortion
of the mean and shape of nðzÞ, in addition to its normali-
zation. For one thing, the m in Eq. (8) could well be
redshift-dependent, due to the changing morphology of

TABLE II. Summary of cosmological, observational and astro-
physical parameters and priors used in the analysis. In the case of
flat priors, the prior is bound to the range indicated in the “value”
column while Gaussian priors are described by their mean and 1σ
width.

Parameter Type Value

Cosmological
Ωm, Total matter density Flat [0.1, 0.9]
Ωb, Baryon density Flat [0.03, 0.07]
10−9As, Scalar spectrum amplitude Flat [0.5, 5.0]
h, Hubble parameter Flat [0.55, 0.91]
ns, Spectral index Flat [0.87,1.07]
Ωνh2, Neutrino mass density Flat [0.00060,0.00644]
w, Dark energy parameter Fixed ½−2;−1=3�
Observational
Δz1, Source redshift 1 Gaussian (0.0, 0.018)
Δz2, Source redshift 2 Gaussian (0.0, 0.015)
Δz3, Source redshift 3 Gaussian (0.0, 0.011)
Δz4, Source redshift 4 Gaussian (0.0, 0.017)
m1, Shear calibration 1 Gaussian ð−0.006; 0.009Þ
m2, Shear calibration 2 Gaussian ð−0.020; 0.008Þ
m3, Shear calibration 3 Gaussian ð−0.024; 0.008Þ
m4, Shear calibration 4 Gaussian ð−0.037; 0.008Þ
Intrinsic alignment
a1, Tidal alignment amplitude Flat ½−5; 5�
a2, Tidal torque amplitude Flat ½−5; 5�
η1, Tidal alignment redshift index Flat ½−5; 5�
η2, Tidal torque redshift index Flat ½−5; 5�
bta, Tidal alignment bias Flat [0, 2]

Shear-ratio
Galaxy bias, b1−3g Flat [0.8, 3]
Δz1l , Lens redshift 1 Gaussian (−0.009, 0.007)
Δz2l , Lens redshift 2 Gaussian (−0.035, 0.011)
Δz3l , Lens redshift 3 Gaussian (−0.005, 0.006)
σz1l , Lens redshift width 1 Gaussian (0.98, 0.06)
σz2l , Lens redshift width 2 Gaussian (1.31,0.09)
σz3l , Lens redshift width 3 Gaussian (0.87,0.05)
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galaxies. But a distortion of the nðzÞ is also caused by the
response of the measured shape of one galaxy to the
shearing of light at a blended galaxy’s different redshift,
which leads to a perturbation on the nðzÞ that should be
used for lensing analyses. Constraints on this effect are
possible by using multiple different redshift-dependent
ΔγðzÞ in an image simulation. We find it to be significantly
nonzero for the DES Y3 analysis choices and level of
precision [90]. A joint understanding of multiplicative
shear bias and blending-related redshift calibration errors
is a necessary development for future weak-lensing analy-
ses. This is especially important for deeper imaging, where
blending becomes even more ubiquitous than the case of
DES Y3. A comparison to simpler shear calibration
simulations, in which galaxy images are sheared uniformly,
or constrained to be equally separated over a two-dimen-
sional (2D) grid, determines that the dominant contributor
to shear calibration in DES Y3 is indeed this redshift-
dependent blending effect, in some regimes by factors of
several.
These effects are disentangled in Ref. [90]. First,

uncertainties on m are derived for each redshift bin using
a redshift-independent shear simulation mnoz−blend, noted in
Table I. In addition, image simulations with an applied
redshift-dependent shear allow for constraints on the
distortion of the mean and shape of the nðzÞ. In
Sec. VII D, details of how these are used to model the
calibration bias and uncertainty due to the impact of
blending are given, and Sec. XI checks the impact of
redshift mixing due to blending on our analysis, the first
cosmic-shear study to explicitly do so.

V. COSMOLOGICAL SIMULATIONS

Aspects of this analysis have been validated using the
BUZZARD V2.0 suite of 18 cosmological simulations,
the process of which we describe in brief here. We refer
the reader to the comprehensive discussion in [113].
The BUZZARD V2.0 simulations are N-body lightcone

simulations that have been populated with galaxies using
the ADDGALS algorithm [147,148], endowing each galaxy
with a position, velocity, spectral energy distribution, broad
band photometry, half-light radius and ellipticity. Each pair of
Y3 simulations is produced froma set of three independentN-
body lightcones with box sizes of ½1.05; 2.6; 4.0�ðh−3 Gpc3Þ,
mass resolutions of ½0.33; 1.6; 5.9� × 1011 h−1M⊙, and
spanning redshift ranges in the intervals [0.0, 0.32, 0.84,
2.35], respectively. The lightcones are run with the L-
GADGET2 N-body code, a memory optimized version of
GADGET2 [149], with initial conditions generated using
2LPTIC at z ¼ 50. Together these produce 10; 313 deg2 of
unique lightcone area [150].
The simulations are ray-traced using the spherical-

harmonic transform configuration of CALCLENS, performed
on an Nside ¼ 8192 HEALPIX grid [151,152]. The lensing

distortion tensor is computed at each galaxy position and is
used to deflect the galaxy angular positions, shear galaxy
intrinsic ellipticities (including effects of reduced shear),
and magnify galaxy shapes and photometry. Convergence
tests conducted on this algorithm find that resolution
effects on ξ� are negligible on the scales used for this
analysis [153].
The DES Y3 footprint mask was applied to the ray-

traced simulations and each set of threeN-body simulations
yields two Y3 footprints, with 520 deg2 of overlap. We
apply a photometric error model to the mock wide-field
photometry in our simulations based on a relation measured
from BALROG [107] DeRose et al. (see, for more details,
[113]). The DES Y3 weak-lensing source selection is
applied to the simulations using the PSF-convolved sizes
and i-band S/N in order to match the nontomographic
source number density, neff ¼ 5.9 arcmin−2, from an ear-
lier iteration of the METACALIBRATION source catalog.
The SOMPZ framework is applied to divide source
galaxies into redshift bins, each with a number density
of neff ¼ 1.48 arcmin−2, and to obtain estimates of the
redshift distribution of galaxies which resemble those of the
data well [81,113]. The shape noise of the simulations is
then matched to that measured in the METACALIBRATION

catalog per bin. Following the methodology in [81], mock
nðzÞ realizations are produced, limited to uncertainties from
sample variance only. These samples are found to be
consistent with the true redshift distributions, and the
inclusion of WZ and SR likelihoods finds consistency and
reduces their variance.
Cosmic-shear two-point functions are measured in the

BUZZARD V2.0 simulations without shape noise using
the same pipeline as that used for the data, with
METACALIBRATION responses and inverse-variance weights
set to 1 for all galaxies. Using the DES analysis pipeline,
the best-fit model for these measurements at the true
BUZZARD V2.0 cosmology, assuming the true source red-
shift distributions and no intrinsic alignments, reproduces
the mean of the measurements made using 18 realizations
of the simulation with a chi-squared value of 1.37 per
degree of freedom, for 207 data points using the fiducial
scale selection (see Sec. VII C) and assuming the covari-
ance of a single simulation. Simulated likelihood analyses
assuming either the true simulated source redshift distri-
butions or calibrated photometric redshift distributions
result in cosmological constraints that are unbiased.

VI. COSMIC-SHEAR MEASUREMENT

This section presents the real-space two-point shear
correlation function measurements, ξ�, derived from the
weak-lensing science catalog, which spans a 4143 deg2 sky
footprint and over 100 million galaxies, divided into
redshift bins according to Table I. These have a signal-
to-noise S=N ¼ 40, computed as

A. AMON et al. PHYS. REV. D 105, 023514 (2022)

023514-12



S=N ¼ ξ�C−1ξmodel
�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ξmodel
� C−1ξmodel

�
p ; ð9Þ

where the covariance, C, is defined in Sec. VI B and the
best-fit model to the data, ξmodel

� , is presented in Sec. VIII.
After eliminating the small scales, in order to mitigate
model uncertainties in the cosmology analysis, as moti-
vated in Sec. VII C [98,111], the measurement is found to
have an S=N ¼ 27. Using the ΛCDM-Optimized scale
selection, described in Sec. VII G, an S=N ¼ 31 is
obtained. It is notable that the S/N for the Y1 measurement
without scale cuts (26.8) [13] is matched by the Y3ΛCDM-
Optimized measurement after limiting the scales.

A. Correlation function measurements

The estimator of the two-point correlation function or
shear-shear correlation function can be written in terms of
the measured radial, ϵx, and tangential ellipticities, ϵt, of a
galaxy as

ξij�ðθÞ ¼ hϵtϵt � ϵ×ϵ×iðθÞ: ð10Þ

It is determined by averaging over all galaxy pairs ða; bÞ
separated by an angle θ, for two redshift bins, i and j, as

ξ̂ij�ðθÞ ¼
P

abwawb½ϵitϵjt � ϵi×ϵ
j
×�P

abwawbRaRb
; ð11Þ

where R represents a response correction from
METACALIBRATION, in the for our case highly accurate
scalar approximation (see Sec. II A). The weighted sum
utilizes the per-galaxy inverse-variance weights, w, intro-
duced in Sec. II A, and is taken over galaxy pairs whose
angular separation is within an interval Δθ around θ.
The tomographic DES Y3 cosmic-shear data vector is

shown in Fig. 3. It is computed via Eq. (11) using the public
code TreeCorr

8 [154]. Twenty angular logarithmic bins are
chosen to span 2.5 to 250.0 arcmin. Of these, small-scale
measurements are discarded from the cosmological infer-
ence, represented as a light blue shaded region for the
“fiducial” analysis, defined in Sec. VII C, and a darker blue
for a “ΛCDM-Optimized” analysis (see Sec. VII G). In the
upper panel, the green line denotes the best-fit cosmologi-
cal and astrophysical parameters from the tomographic
analysis. The error bound indicates the square root of the
diagonal of the analytic covariance matrix. For comparison,
the level of uncertainty from the DES Y1 analysis is
shown as the yellow shaded bands. In the lower panels,
the fractional residuals, ðξ� − ξtheory� Þ=ξtheory, demonstrate
the fit of the model to the measurements.
The data vector,D, comprises four auto-correlations, and

six unique cross-correlations between redshift bins for each

ξþ and ξ−. The small angular scales of the measurements
are eliminated from the analysis primarily to mitigate the
impact of baryonic effects, indicated by the shaded region,
leaving 167 (60) data points for ξþ (ξ−).
We have verified that an independent pipeline produces

the same ξ� measurements to numerical precision. The data
points shown represent the weighted mean of pair separa-
tion, but the theoretical prediction is averaged over the bin
using the geometric approximation, following Eq. (10) in
Ref. [112].

B. Covariance Matrix

To model the statistical uncertainties of our measure-
ments of ξ� we assume a multivariate Gaussian distribution
for our combined data vector. The modeling of the dis-
connected four-point function part of the covariance matrix
of that data vector (also known as the Gaussian part of the
covariance) is described in [112] and includes analytic
treatment of bin averaging and sky curvature. The connected
four-point function part and the contribution from super-
sample covariance use the public code CosmoCov

9 [155]
based on the CosmoLike framework [96].
The covariance matrix, C, is a function of both the

cosmological and nuisance parameters that are required to
describe the data vector, as well as the redshift distributions.
In this work, following previous cosmic-shear analyses, an
iteratively fixed covariance matrix is used. That is, we
assume a fiducial set of input parameters for the compu-
tation of the covariance matrix used in the initial unblind
analysis. Then, the covariance is recomputed at the best-fit
from the first iteration, and the final analysis is performed.
This step incurs a change in cosmological parameters of
much less then 1σ [104].
The robustness of our analysis with respect to the details

of our covariance modeling is demonstrated in [112].
FLASK simulations are used to test for the impact of
effective number density and shape-noise dispersions in the
presence of complex survey footprints [145]. There, it is
also demonstrated that deviations from the Gaussian like-
lihood assumption are negligible for this analysis. If the
covariance model was perfect and there were no tight priors
on any of the parameters of the model for cosmic-shear
measurements, then the χ2 between any measurement of
our combined data vector of cosmic-shear correlation
functions and our best-fit model to that measurement
should on average be ≈Ndata − Nparam ¼ 227 − 28 ¼ 199.
Furthermore, in that situation the typical scatter of χ2 (1σ) is
expected to be ≈

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðNdata − NparamÞ

p
. Any errors in our

covariance model may cause deviations from that behavior.
We estimate the impact of numerous potential covariance
errors in [112] and find that none of them significantly
impact the cosmic-shear part of the DES Y3 two-point

8https://rmjarvis.github.io/TreeCorr. 9https://github.com/CosmoLike/CosmoCov.
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function analysis—neither with respect to χ2 nor with
respect to parameter constraints. The aforementioned
behavior of χ2 will also be altered in the presence of priors
on any of the model parameters. Taking into account our
Gaussian priors on multiplicative shear bias and on shifts of
the redshift distributions, we find in [112] that within a
68% confidence interval our best-fit χ2 should be
≈ 220.2� 20.7.

C. Mitigating observer bias

In order to ensure that analysis decisions are not
influenced, even unconsciously, by the comparison of
results to experimenters’ expectations, we apply trans-
formations to the data that are designed to obscure
the cosmological results. Although the approaches
differ, a philosophy of blind analyses is necessary and

accepted for all recent cosmological weak-lensing analyses
[13–17,55,56,58,59,156]. For this DES Y3 analysis, these
transformations, and the procedures for deciding when to
remove them, make up a three-stage blinding strategy, at
the levels of the shape catalog, data vector, and parameter
inference. Stages, described below, are removed sequen-
tially as a predetermined set of criteria is fulfilled.
During stage one, galaxy shapes are transformed by

altering their ellipticities, e, via jηj≡ 2arctanhjej → fjηj,
with an unknown and random value 0.9 < f < 1.1. This
transformation is sufficient to change the cosmology results
for shear-only analyses and is similar to previous work
[15,58,157]. The transformed shear catalog is used until
the nontomographic shear validation tests [71], and the
tomographic versions (see Appendix A 3), are passed.
The three redshift methods were proved to be consistent
in the Δz parameter space [81] and similarly, in Sec. III A,

FIG. 3. Measured tomographic DES Y3 cosmic-shear two-point correlation functions: ξþðθÞ (left) and ξ−ðθÞ (right), scaled by the
angular separation, θ, to emphasize differences relative to the best-fit model (upper panels). The correlation functions are measured for
each redshift bin pair, those indicated by the label and the error bar represent the square root of the diagonal of the analytic covariance
matrix. The best-fit ΛCDM theoretical prediction from the cosmic-shear-only tomographic analysis is denoted by a green line. Scales
excluded from the analysis, due to their sensitivity to small-scale systematics, are shaded in light blue for the fiducial analysis and darker
blue for the ΛCDM-Optimized analysis. The signal-to-noise of the measurement is 40 using all angular scales and 27 (31) using the
fiducial (ΛCDM-Optimized) scale selection. For comparison, the yellow shaded region shows the Y1 uncertainty, with a factor of
∼

ffiffiffi
2

p
lower signal-to-noise. The lower panels plot the fractional difference between the measurements and best-fit, δξ�=ξ� ¼

ðξ� − ξtheory� Þ=ξtheory� . We find that the χ2 per effective degrees of freedom (d.o.f.) of the ΛCDM model is 237.7=222.2 ¼ 1.07, and the
p-value is 0.223.
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the analysis choices and model pipeline were fixed [111]
and all relevant papers had completed a first round of the
DES internal review process.
As the shear catalog transformation breaks the internal

consistency between shear and galaxy clustering observ-
ables, it cannot be used for a blinded combined 3 × 2 pt
analysis. The second stage of blinding is implemented at
the data vector level using the method detailed in
Ref. [158]. Here, a transformation adds to each two-point
shear correlation function data point a quantity equal to the
difference between model predictions for that observable
computed at two sets of cosmological parameter values,
Θref and Θref þ ΔΘ. This has been shown to change the
best-fit cosmology associated with the data vector by
approximately ΔΘ while preserving the internal consis-
tency between components of the data vector. This blinding
step is performed automatically in the measurement pipe-
line. Θref is chosen to be equal to the same fiducial
cosmology used for our modeling tests, and the parameter
shift ΔΘ is drawn pseudo-randomly in wCDM parameter
space, using a fixed seed to ensure that different measure-
ments are transformed consistently. The final stage of our
blinding procedure is a simple obscuring of axes of the
cosmological parameters in 1 or 2D contours, implemented
as a final safeguard.
The measurement and analysis pipeline was tested on the

mock catalogues described in Sec. V, and in more detail in
DeRose et al. [113] and shown to recover unbiased
parameters. When the analysis framework, scale selection
and systematic priors were fixed, and the correlation
functions measured consistently with two pipelines (see
Sec. VI), the criteria for removing the third stage of
blinding is met. At this point, internal consistency is
assessed in terms of goodness of fit and consistency
between the measurements from cosmic-shear, galaxy-
galaxy lensing [99] and galaxy clustering [100] required
to meet an arbitrary χ2 criterion of p-value > 0.01 with the
posterior predictive distribution process (see Sec. IX).
Finally, parameter constraints could be revealed. Any
changes to the analysis after this point are documented
in Appendix E.

VII. MODELING AND ANALYSIS CHOICES

This section outlines the baseline theoretical model for
the cosmic-shear correlation functions used in this analysis
and discusses the evidence for its robustness. Systematic
errors in the model are demonstrated to be subdominant to
the precision of the data, in order to derive unbiased
cosmological parameters [111], as validated specifically
for cosmic shear in Ref. [98]. Cosmological, astrophysical,
and systematic parameters are constrained for the ΛCDM
model. For the case of cosmological parameters that are not
well-constrained by cosmic shear, informative priors with
boundaries that widely encompass allowed values from
external experiments are used, as reported in Table II. For

the massive neutrino density parameter Ων, we vary Ωνh2,
where h is the Hubble parameter. We note that this is often
fixed in other analyses [19] at zero, or to the minimummass
allowed by oscillation experiments, mν ¼ 0.06 eV [159].

A. Cosmic-shear signal

The observed angular two-point correlation for two
redshift bins i and j is expressed in terms of the con-
vergence power spectrumCκðlÞ at an angular wave number
l as

ξþðθÞ¼
X
l

2lþ1

4π
G�

l ðcosθÞ½Cij
κ;EEðlÞþCij

κ;BBðlÞ�; ð12Þ

ξ−ðθÞ¼
X
l

2lþ1

4π
G�

l ðcosθÞ½Cij
κ;EEðlÞ−Cij

κ;BBðlÞ�; ð13Þ

where the functions G�
l ðxÞ are computed from Legendre

polynomials PlðxÞ (see e.g. [160]). Although cosmological
lensing does not produce B-modes, except due to multiple-
deflection effects, our baseline model does allow for a
B-mode contribution from intrinsic alignments, and so we
show the more general expression here.
The 2D convergence power spectrum Cκ can be related

to the nonlinear three-dimensional matter power spectrum
Pδ via the flat-sky and Limber approximations [161,162] as

Cij
κ ðlÞ ¼

Z
χH

0

dχ
WiðχÞWjðχÞ

χ2
Pδ

�
χ; k ¼ lþ 0.5

zðχÞ
�
; ð14Þ

where χH is the horizon distance and a flat spatial geometry
is assumed, so that fKðχÞ, the comoving angular diameter
distance, is simplified to χ. The lensing efficiency kernel
WiðχÞ for the redshift bin i is defined as

WiðχÞ ¼
3H2

0Ωm

2c2
χ

aðχÞ
Z

χH

χ
dχ0niðχ0Þ

χ0 − χ

χ0
; ð15Þ

where niðχÞdχ is the effective number of galaxies in dχ in
the ith redshift bin, normalized such that

R χH
0 niðχÞdχ ¼ 1.

The convergence power spectrum can be described by the
amplitude of matter density fluctuations on an 8 h−1Mpc
scale in linear theory, σ8, which is related to the amplitude
of the primordial scalar density perturbations, As, and is
degenerate with the matter density parameter Ωm. That is,
the power spectrum at small k increases with an increase in
either Ωm or the σ8 normalization.
Higher-order contributions to the observed two-point

statistics are caused by reduced shear [163,164], source
clustering and magnification [165,166], and the deflection
of source positions [167,168]. The impact of these higher-
order effects is verified to be negligible at the precision of
this analysis, with the derivation and computation of the
contributions accounted in Ref. [111]. The predicted
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impact on cosmic-shear measurements is illustrated in
Fig. 5 of Ref. [98].

B. Intrinsic alignments

If galaxy orientation was truly random, any measured ξ�
signal would be attributed to gravitational lensing. In
reality, we expect intrinsic alignment, whereby galaxy
shapes are correlated with the local environments in which
they formed and evolved [93,169,170]. One can approxi-
mate the apparent shape of a galaxy as the superposition of
an intrinsic shape alignment, γI, and a true shear due to
lensing, γG, such that the observed shape is given by
ϵobs ¼ ϵþ γG þ γI, where the galaxy shape in the absence
of lensing and intrinsic alignments, ϵ, is uncorrelated across
the sky. The total harmonic-space power spectrum can be
written as a sum over corresponding terms,

Ctotal
l ¼ Cij

GGðlÞ þ Cij
GIðlÞ þ Cji

IGðlÞ þ Cij
IIðlÞ: ð16Þ

The “gravitational-gravitational” term, Cij
GGðlÞ, corre-

sponds to the convergence power spectrum given by
Eq. (14). The “intrinsic-intrinsic” contribution, Cij

II ðlÞ,
arises due to correlations between the intrinsic shapes of
two physically nearby galaxies, while the “gravitational-
intrinsic” terms, Cij

GI=IGðlÞ, arise in pairs of galaxies for
which some common structure affects the intrinsic shape of
one of the galaxies, and the shear on the other.
The baseline intrinsic alignment model used in this work,

a nonlinear perturbative prescription, the tidal alignment
and tidal torquing model (TATT; [171]), is motivated by
tests on simulated data [98,111]. This model choice
represents a departure from previous weak-lensing analyses
where the more simple nonlinear alignment (NLA) model
was opted for (e.g. [13,16,58,59]). In brief, the TATT
model allows three contributions in the gravitational tidal
field which capture the “tidal alignment,” linear in the
tidal field, the “tidal torquing” [172,173], quadratic in the
tidal field, and the impact of source density weighting
[174]. At fixed redshift, the TATT power spectra depends
on a tidal alignment amplitude, A1, a tidal torquing
amplitude, A2, and an effective source linear bias of the
galaxies, bta. The redshift evolution of A1 and A2 is
parametrized as a power law, governed by η1 and η2
given by

A1ðzÞ ¼ −a1C̄1

ρcritΩm

DðzÞ
�
1þ z
1þ z0

�
η1
; ð17Þ

A2ðzÞ ¼ 5a2C̄1

ρcritΩm

DðzÞ2
�
1þ z
1þ z0

�
η2
; ð18Þ

A1δðzÞ ¼ btaA1ðzÞ; ð19Þ

where a normalization constant, by convention, is fixed to
C̄1 ¼ 5 × 10−14M h−1Mpc2 [175], the pivot redshift is
fixed at z0 ¼ 0.62 [13] and bta is assumed to be a constant
in redshift. Given the absence of informative priors, the
analysis marginalizes over the five intrinsic alignment
parameters that govern the amplitude and redshift depend-
ence of the signal, ða1; a2; η1; η2; btaÞ, with wide flat priors
summarized in Table II. In the limit A2, bta → 0, TATT
reduces to the more commonly used NLA.

C. The matter power spectrum and baryonic effects

Modeling the impact of baryonic feedback effects on the
small-scale matter power spectrum is a leading systematic
uncertainty in cosmic-shear surveys [94,176–178]. Power
is suppressed by Active Galactic Nuclei (AGN) feedback
processes at k ∼ 10 h=Mpc, as well as enhanced at smaller
scales due to the more efficient cooling and star formation.
These effects on the matter power spectrum can be modeled
using, for example, empirical halo models fitted to hydro-
dynamic simulations [16,58,179], “baryonification” mod-
els [180] and Principle Component Analysis [181], though
these are limited by the large range of behaviors exhibited.
Instead, to mitigate any bias, this analysis adopts a

gravity-only power spectrum and limits the measurements
to larger angular scales [98,111]. To define the maximum
scale up to which plausible models may cause significant
impact, synthetic cosmic-shear data vectors are contami-
nated with baryonic effects measured from EAGLE [182]
and OWLS-AGN [183] hydrodynamic simulations, accord-
ing to

Pδ;bðk; zÞ ¼
Phydroðk; zÞ
PDMOðk; zÞ

Pδðk; zÞ; ð20Þ

where Phydroðk; zÞ and PDMOðk; zÞ are the matter power
spectra measured from hydrodynamic and dark-matter-only
simulations of the same suite. Pδðk; zÞ is the nonlinear
matter power spectrum analytically calculated with the
HALOFIT model [184,185]. As detailed in Ref. [111], a
threshold for the minimum set of angular scales is deter-
mined to ensure that the bias in the 3 × 2pt analysis is
below 0.3σ2D, for the 2D Ωm − S8 parameter space for
ΛCDM (found to be 0.09σ, in the baseline analysis) and in
Ωm − w for wCDM (0.23σ2D), by balancing the cuts made
for cosmic shear and 2 × 2pt. With that criteria, the cosmic-
shear scale selection is identified where the bias incurred in
the contaminated analysis compared to the baseline is
Δχ2 ¼ 0.5, which corresponds to a residual bias of
0.02σ2D (see Fig. 5 in Ref. [111]). The angular bounds
that satisfy this requirement are indicated by the shaded
region in Fig. 3. Taking these into account, the data vector
has 166 and 61 angular bins in ξþ and ξ− and a total of 227
data points.
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D. Modeling blending

The DES Y3 catalog uses the METACALIBRATION method
to remove the largest calibration biases. However, blending
is not fully accounted for in this approach, resulting in
percent-level residual multiplicative bias. This is usually
modeled in the shear correlation functions by the approxi-
mation [51,125]

ξijobs ¼ ð1þmiÞð1þmjÞξij; ð21Þ

where mi is the multiplicative bias for photometric redshift
bin i, and is marginalized over with some prior usually
inferred from image simulations, as in the case of this
analysis. As detailed in Ref. [90], shear calibration biases
for a given redshift bin cannot be fully described by a single
mi factor, firstly, because the mi may evolve over the
redshift bin, i.e., mi ¼ miðzÞ. Moreover, in the presence of
blending, the shape estimation for galaxies at one redshift
may be influenced by the shear that blended galaxies at a
different redshift are subject to. A general approach
allowing for both of these effects is to quantify biases in
the effective redshift distribution nγðzÞ. A mean multipli-
cative bias is related to the normalization of this effective

redshift distribution, but biases to its shape are also
expected due to redshift evolution of m and blending.
Reference [90] calibrates this, assuming a model for the

correct effective niγðzÞ for a redshift bin i as

niγðzÞ ¼ ½1þ FiðzÞ�niobsðzÞ þGiðzÞ; ð22Þ

where FiðzÞ andGiðzÞ are functions of z, constrained using
image simulations in [90]. They allow for multiplicative
and additive deviations from the METACALIBRATION

response-weighted redshift distribution, niobsðzÞ, presented
in Sec. III. The term FiðzÞ models the impact on the
effective weighting of the discrete sources used to construct
niðzÞ, such as (possibly redshift-dependent) multiplicative
bias effects. The term GiðzÞ captures responses to shear of
light at redshifts other than that of the primary galaxy of a
detection, due to blending of that primary galaxy with
galaxies at different redshifts. Uncertainty in both effects
are incorporated into the redshift calibration by producing
samples of possible niγðzÞ. The impact of this modification
to the niobsðzÞ on the shear correlation functions is dem-
onstrated in Fig. 4 as “no blending(z).” The use of the
normalized nðzÞ samples in the analysis pipeline gives

FIG. 4. Impact of choices in redshift calibration on predicted cosmic-shear observables. The fractional difference between the fiducial
simulated signal and one with an alternative analysis choice is shown, δξ�=ξ�. Plotted are predicted data vectors (i) with the purely
COSMOS C-redshift sample (blue solid line); (ii) with the artificially biased spectroscopic MB-redshift sample (yellow dash-dotted line);
(iii) without accounting for the redshift-mixing effects of blending (red dotted line). Fiducial (ΛCDM-Optimized) scale cuts are shown as
(dark) blue shaded regions. The shaded green regions represent the simulated signals corresponding to the full range of HYPERRANK nðzÞ
realizations described in Sec. VII E 1, and the dashed gray lines show the 5th and 95th percentiles of these simulated signals.
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shear calibration priors per bin, mi, inferred from the nγðzÞ
samples, that are sampled. The blending-based perturba-
tions are also reflected in widened priors on the mean
redshift of each redshift bin. Both priors are listed in
Table I.
To demonstrate the importance of this previously unca-

librated effect, a variant analysis is performed in Sec. XI
that neglects the impact of the redshift-mixing blending. In
this test, the redshift distributions without shear-calibration
correction are used with the mnoz−blend priors, listed in
Table I of 3–6% width, that represent the impact from
masking, detection biases and blending, drawn from
Table 3 of Ref. [90] and quoted. The impact of the
assumption that ignores the correlation between an indi-
vidual nðzÞ realization and the residual multiplicative
factor, m, is tested at the likelihood level. To do so the
analysis is modified to use HYPERRANK to sample the
ensemble nðzÞ, with an m associated with each realization,
labeled “Full blending treatment.”

E. Redshift uncertainty

An approximation previously used for propagating
photometric redshift calibration uncertainties into cos-
mic-shear cosmological parameter constraints (e.g.,
[13,15,16,55,59,186,187]) relies on introducing a nuisance
parameter, Δzi, for the offset of the mean redshift of each
source bin i from its estimate,

niðzÞ → niðz − ΔziÞ: ð23Þ

The prior on the Δzi encapsulates the statistical and
systematic calibration uncertainty. However, uncertainties
in the estimated redshift distributions are not limited to the
mean redshift, but rather include, e.g., the extendedness of a
redshift distribution’s tail. The assumption of a prior purely
on Δzi could potentially lead to a misestimation of the
confidence intervals in cosmological parameters, or pos-
sibly biases in inferred cosmological, or particularly,
intrinsic alignment parameters, especially as the statistical
power of the measurement improves. Some studies in the
literature have thus chosen to account for uncertainty in
the redshift distributions differently than with such
a prior on their mean. For instance, several recent cos-
mic-shear studies [13,56,58,79] compare cosmological
constraints achieved with different redshift calibration
strategies, e.g., with different redshift samples, to gauge
the uncertainty.

1. Full shape uncertainty

While the ensemble variance of mean redshift can be
expressed as a set of Δzi priors, it is more accurate to
account for the full uncertainty in the shape of the nðzÞ. The
DES Y3 effort has developed techniques to marginalize
over the full shape uncertainty of the redshift distribution in

the likelihood analysis. The set of candidate nðzÞ samples
described in Sec. III A 1 encapsulates the full uncertainty
on redshift calibration. These samples preserve correlations
between redshift bins, uncertainties on higher-order
moments of the nðzÞ, and non-Gaussianities in those
systematic errors. The methodology for an alternative to
the Δzi marginalization approach, HYPERRANK, is pre-
sented in Ref. [110]. Here, a single realization of the
nðzÞ of the four bins is selected in each likelihood
evaluation. The sampling across a set of such realizations
describes the full uncertainty and preserves the correlation
of nðzÞ variations across redshift and between bins.
To avoid low Markov chain sampling efficiency by

selecting a random realization on each evaluation,
HYPERRANK constructs a mapping between the nðzÞ
ensemble, characterized by a set of descriptive parameters
(in this case, the mean redshift of the three bins with the
largest variance across the realizations of the ensemble) and
a multidimensional grid. Coordinates of this grid are
sampled in the likelihood analysis and the nðzÞ realization
mapped to the closest point is used in each step.
Prior to unblinding, in a simulated analysis, the impact of

accounting for the full shape uncertainty was contrasted
against marginalizing over an approximate uncertainty on
the mean, as well as neglecting any redshift uncertainty.
This Y3 analysis was found to be insensitive to any redshift
uncertainty, given the high precision of the redshift cali-
bration priors, in tandem with the current level of statistical
power of the DES Y3 data. While this is an important step
forward in the methodology for future analyses, given the
significant additional computing time required for
HYPERRANK, the primary analysis uses the mean of the
ensemble and the uncertainty approximated as a shift in the
mean, with the priors given in Table II. As validation, in
Sec. X the robustness of this approximation is tested.

2. Impact on cosmic shear

Figure 4 illustrates the impact of the effects of sources of
uncertainty in redshift calibration on the expected cosmic-
shear data vector. In particular, the predicted signals that
use redshift distributions calibrated from the pure COSMOS

photometric sample, C (blue), and the (artificially) pure
spectroscopic sample, MB (yellow), defined in Sec. III B are
compared to the fiducial simulated data vector, computed
with each nðzÞ realization. Their spread, and the uncer-
tainty on the redshift distribution, is indicated by the shaded
green region with the 5th and 95th percentile denoted by
the grey dashed lines. The red line indicates the impact of
the redshift-mixing effect of blending on the redshift
distribution (see Sec. VII D). Differences are small—well
within the range of uncertainty allowed by the nðzÞ
ensemble. The highest significance of differences is seen
in the lowest redshift bin, which is of relatively small
importance for cosmological constraints. The size of the
effects of redshift sample choice and of accounting for the
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impact of blending on the nðzÞ are comparable. Due to the
coherence of the impact across scales and bins, investigat-
ing the impact on cosmology is still warranted, as explored
in Sec. X.

F. Bayesian inference

For parameter inference, the likelihood, L, of the data
vector D, given the model T, with parameters p, can be
expressed as LðDjpÞ. The latter is assumed to be a
multivariate Gaussian,

lnLðDjpÞ

¼ −
1

2

X
ij

ðDi − TiðpÞÞ½C−1�ijðDj − TjðpÞÞ: ð24Þ

Di represents the ith element of the data vector ξ�,
presented in Sec. VI, and its covariance,C. It initially
contains 20 angular data points each over the combinations
of 4 redshift bins and 2 correlation functions, which
amounts to 227 data points after limiting the angular
scales. The corresponding theoretical prediction for the
statistics, TiðpÞ, are detailed in this section. The Bayesian
posteriors of the cosmological parameters, PðpjDÞ, are
computed as the product of the likelihood with the priors,
PðpÞ, listed in Table II, following Bayes’ theorem:

PðpjDÞ ¼ PðpÞLðDjpÞ
PðDÞ ; ð25Þ

where PðDÞ is the evidence of the data.
The posterior is sampled with the POLYCHORD sampler

[188]. The analysis pipeline is built upon the framework
COSMOSIS [189] and validated through an independent
implementation of the analysis pipeline in COSMOLIKE

[96,111]. COSMOSIS is a modular cosmological parameter
estimation code and in order to calculate the linear matter
power spectrum Pδðk; zÞ, it uses CAMB [190,191].
Although the fiducial sampler settings (500 live points,
tolerance 0.01) have been tested to demonstrate the
accuracy of the posteriors and Bayesian evidence estimates
(see [192]), the position of the peak inferred from the
posterior samples in 28-dimensional space is noisy. Hence
we use the MAXLIKE minimizer after the chain has run to
have a reliable estimate of the maximum a posteriori
point (MAP).
Even in the case of the baseline framework applied to a

synthetic, noiseless data vector generated from the same
model, the marginalized parameter posteriors can appear
biased from the input parameter values due to parameter
volume or projection effects, which occur when parameters
of interest are not well-constrained by the data or are
degenerate with other parameters that are prior informed
(see Fig. 2 in Ref. [111]). Related to projection effects,
prior to unblinding, the scope of noise realizations was

studied. In particular, the possibility of bimodal astrophysi-
cal nuisance parameter posteriors and their impact was
investigated, and discussed in Appendix B. The MAP is
equivalent to the best-fit and recovers the input parameter
values. In the presence of noise, the mean provides
a stable single point estimate of any single parameter value
so, following Sec. 4 of Ref. [111], we report the one-
dimensional (1D) marginalized mean and its asymmetric
�34% confidence intervals, together with the MAP.

G. An “Optimized” analysis

The DES Y3 approach emphasizes conservative model-
ing choices for robust cosmological posteriors. In addition
to the fiducial analysis, an approach that is Optimized for
ΛCDM is investigated. In particular, the scale cuts imple-
mented to account for small-scale baryonic physics are
revisited to optimize the analysis post-unblinding. The
fiducial scale selection was chosen to be robust for the joint
wCDM 3 × 2pt analysis using the procedures described in
Sec. VII C. As a result, for cosmic-shear-only in ΛCDM,
this resulted in a conservative choice of scale cuts, with
potential biases in cosmological parameters inferred to be
significantly lower than the required threshold.
We consider an “ΛCDM-Optimized” analysis, where the

scale cuts are relaxed maintaining that potential biases for
3 × 2pt satisfy the limit of ≤0.3σ2D for the 2D Ωm − S8
parameter space for ΛCDM. For cosmic shear in ΛCDM,
this scale selection is still conservative, with potential
biases at most 0.14σ2D. This scale selection is illustrated
in Fig. 3 by the darker shaded region, giving 184 and 89
angular bins in ξþ and ξ−, and a total of 273 data points.
Throughout this work, the ΛCDM-Optimized analysis is
presented as a robust ΛCDM result alongside the fiducial,
which was used for the unblinding and internal consistency
requirements.

VIII. COSMOLOGICAL CONSTRAINTS

In this section, we present constraints on cosmological
parameters: the fiducial analysis is described in Sec. VIII A
and the results of the ΛCDM-Optimized analysis (see
Sec. VII G) in Sec. VIII B. This analysis presents cos-
mic-shear measurements with a signal-to-noise of 40.
These are compared to constraints from the CMB mea-
surements by Planck [19] for a test of the ΛCDM model
over the history of cosmic evolution. In addition, the
posteriors are compared to those from other weak-lensing
analyses, with caution that, for this comparison, these
analyses differ in many aspects and cannot be quantitatively
assessed without a homogeneous framework [193]. In
[104], these cosmic-shear results are combined with mea-
surements of galaxy-galaxy lensing and galaxy clustering.
Although we sample over the normalization of the

matter power spectrum As, results are presented in
terms of the commonly used S8 parameter, defined as
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S8 ¼ σ8ðΩm=0.3Þα, in terms of the matter density param-
eter and the amplitude of fluctuations, with α ¼ 0.5. The
constraints are quantified in terms of the 68% confidence
limit, which defines the area around the peak of the
posterior within which 68% of the probability lies as well
as the figure of merit (FoM), to compare the relative
constraining power of results in 2D. The FoM is defined
for two parameters, in this case Ωm and S8, and their
covariance, CΩm;S8 , as [194,195]

FoMΩm;S8 ¼ ðdetCΩm;S8Þ−0.5; ð26Þ

which is in analogy to the Dark Energy Task Force
recommendation for the dark energy FoM [196].

A. Fiducial results

The constraints are obtained by marginalizing over six
cosmological parameters in the ΛCDM model, including a
free neutrino mass density (assuming a normal mass
hierarchy), and 22 systematic and astrophysical parameters,
as summarized in Table II. In Fig. 5 we show the fiducial
DES Y3 cosmic-shear posteriors for the ΛCDM model,
projected into 2D parameters Ωm, σ8, and S8. These are
represented by green filled contours, denoting the 68% and
95% confidence levels.
The marginalized mean (and MAP, or maximum a pos-

teriori point) values of S8, Ωm and σ8 and are found with
68% confidence intervals to be

S8 ¼ 0.759þ0.023
−0.025ð0.755Þ; ð27Þ

Ωm ¼ 0.290þ0.039
−0.063ð0.293Þ; ð28Þ

σ8 ¼ 0.783þ0.073
−0.092ð0.763Þ; ð29Þ

constituting a 3% fractional uncertainty on S8.
The best-fit ΛCDM prediction is over-plotted on the

cosmic-shear two-point measurements in Fig. 3 as a black
line. A total χ2 of 237.7 is found for the fiducial measure-
ment with the ΛCDM best-fit model. The analysis has
202 degrees of freedom (227 data points and 28 free
parameters), but when accounting for the informative priors
used following Ref. [197], the effective dimensionality of
parameter space is reduced to ∼5, as many parameters in
the analysis are not fully constrained by the data. From that,
we estimate 222 effective degrees of freedom, giving
χ2=d:o:f: ¼ 237.7=222 ¼ 1.07. The probability of getting
a higher χ2 value can be derived, assuming our data vector is
drawn from a multivariate Gaussian likelihood with our
assumed covariance matrix precisely and fully character-
ized. This leads to p-value ¼ 0.223. The FoM for the
analysis is found to be 927. These constraints are summa-
rized in Fig. 7, alongside a raft of robustness tests. The
parameter constraints, goodness of fit, and FoM are tabu-
lated inTable III. In both,we distinguish robustness tests that
are not expected to give consistent results, such as by
neglecting to account for systematics, by an asterisk and
an open symbol.

FIG. 5. Cosmological constraints on the clustering amplitude, σ8 (left) and S8 (right), with the matter density Ωm in ΛCDM. The
marginalized posterior contours (inner 68% and outer 95% confidence levels) are shown for the fiducial DES Y3 analysis in green and
Planck 2018 CMB in yellow [19]. The black dashed contours represent the ΛCDM-Optimized analysis, which preserves more small-
scale information compared to the fiducial analysis, as described in Sec. VII G.
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In comparison, Fig. 5 shows constraints from the Planck
satellite CMB temperature and polarization measurements
[19] in yellow. These include the Planck measurements of
the auto power spectra of temperature CTT

l , of E-modes
CEE
l , and their cross-power spectra CTE

l , using the “Plik”
version for l > 30 in addition to the temperature and
E-mode power spectra, CTT

l , CEE
l measurements in the

range 2 < l < 29, and using no lensing for a distinct high-
redshift result. These are reanalyzed using the DES fiducial
cosmological priors, primarily to allow variations in Ωνh2,
in order to assess consistency between the two measure-
ments. For the DES Y3 analysis, we compute the Bayesian
Suspiciousness [115,198], an evidence-based method that
corrects for the prior dependence of the constraints in the
full parameter space. As in Ref. [104], we conclude that
two data sets are statistically consistent if the p-value
implied by our tension metrics is greater than 0.01.
There has been significant discussion in the literature

regarding the consistency of low- and high-redshift

cosmological probes and specifically of cosmic-shear
constraints with those from measurements by the
Planck satellite CMB. We, nevertheless, find no signifi-
cant evidence for disagreement with the CMB from DES
cosmic shear on its own, compatible at the level of 2.30�
0.34σ and yielding a p-value of ∼0.02. It is notable that
the constraint on the value of the S8 parameter is
determined to be lower than that from Planck by 2.3σ.
In Appendix F, the Ωm − As posterior is also shown, along
with the other cosmological parameters. While the DES
constraint in this parameter space is weak, it is interesting
that there is no evidence for a tension in this parameter
direction. A more detailed interpretation of consistency of
DES cosmic shear with external probes is given in the
companion paper [98], and in greater detail and with
higher significance in Ref. [104], where the cosmic-shear
measurements are jointly analyzed with galaxy clustering
and galaxy-galaxy lensing to give tighter cosmological
constraints.

TABLE III. Summary of constraints on the posterior mean value of and 68% confidence bounds on S8,Ωm and σ8 inΛCDM, as well as
the Maximum Posterior S8 value (denoted Ŝ8). The χ2 per degree of freedom (dof) and FoM (defined in Eq. (26)) for the S8 −Ωm plane
are also shown. We distinguish variations on the fiducial model that are not required to give consistent results (for example, by
neglecting observational systematics) by an asterisk and an open symbol. A visual summary of the S8 constraints can be seen in Fig. 7.

Data S8 Ŝ8 Ωm σ8 FoMS8;Ωm
χ2=dof

Fiducial 0.759þ0.025
−0.023 0.755 0.290þ0.039

−0.063 0.783þ0.073
−0.092 927 237.7=222 ¼ 1.07

LCDM-Optimized 0.772þ0.018
−0.017 0.774 0.289þ0.036

−0.056 0.795þ0.072
−0.076 1398 285.0=268 ¼ 1.06

C: pure photometric sample * 0.752þ0.025
−0.024 0.766 0.303þ0.043

−0.074 0.760þ0.080
−0.102 831 -

MB: pure spectroscopic sample * 0.752þ0.021
−0.025 0.729 0.298þ0.042

−0.063 0.763þ0.075
−0.091 968 -

SOMPZ only 0.760þ0.035
−0.031 0.739 0.292þ0.043

−0.062 0.780þ0.079
−0.089 542 -

SOMPZþWZ only 0.758þ0.035
−0.028 0.730 0.298þ0.044

−0.068 0.772þ0.079
−0.092 516 -

Alternative lens sample-SR 0.768þ0.021
−0.022 0.757 0.296þ0.041

−0.060 0.783þ0.079
−0.091 1055 -

Large-scale-SR 0.777þ0.022
−0.023 0.780 0.331þ0.043

−0.076 0.750þ0.083
−0.088 860 -

HYPERRANK: full redshift shape model 0.755þ0.023
−0.018 0.744 0.287þ0.038

−0.055 0.780þ0.067
−0.082 1032 -

No redshift systematics * 0.753þ0.023
−0.023 0.752 0.271þ0.032

−0.054 0.801þ0.081
−0.078 1111 -

No nðzÞ blending correction 0.761þ0.024
−0.022 0.753 0.283þ0.036

−0.052 0.791þ0.067
−0.082 1091 -

Additional shear uncertainty 0.759þ0.023
−0.023 0.758 0.300þ0.044

−0.057 0.767þ0.071
−0.088 971 -

No shear systematics * 0.743þ0.026
−0.022 0.7566 0.292þ0.035

−0.059 0.764þ0.073
−0.079 864 -

No observational systematics * 0.742þ0.022
−0.021 0.740 0.272þ0.036

−0.052 0.788þ0.071
−0.086 1104 -

Only cosmological parameters * 0.756þ0.019
−0.017 0.753 0.282þ0.038

−0.054 0.789þ0.070
−0.082 1403 -

High-z: Bins 1,2 removed 0.733þ0.023
−0.025 0.737 0.355þ0.050

−0.080 0.683þ0.069
−0.090 784 -

Low-z: Bins 3,4 removed 0.750þ0.045
−0.039 0.806 0.289þ0.034

−0.099 0.787þ0.144
−0.122 355 -

ξ− only 0.753þ0.028
−0.032 0.747 0.265þ0.031

−0.061 0.812þ0.090
−0.098 829 -

ξþ only 0.779þ0.022
−0.020 0.777 0.288þ0.039

−0.062 0.805þ0.081
−0.093 1008 -

Small angular scales 0.770þ0.021
−0.021 0.763 0.283þ0.039

−0.061 0.803þ0.082
−0.086 934 -

Large angular scales 0.737þ0.027
−0.031 0.734 0.268þ0.033

−0.054 0.790þ0.079
−0.089 845 -

DES Y1 0.780þ0.027
−0.021 - 0.319þ0.044

−0.062 0.764þ0.069
−0.072 625 227=211 ¼ 1.08

KiDS-1000 0.759þ0.024
−0.021 - 0.246þ0.101

−0.060 0.838þ0.140
−0.141 650 85.5=70.5 ¼ 1.21

HSC Y1 Cl 0.780þ0.030
−0.033 - 0.162þ0.086

−0.044 - 461 45.4=53 ¼ 0.86
HSC Y1 ξ� 0.804þ0.032

−0.029 - 0.346þ0.052
−0.100 0.766þ0.110

−0.093 402 162.3=167 ¼ 0.97
Planck 2018 TTþ TEþ EEþ lowE 0.827þ0.019

−0.017 - 0.327þ0.008
−0.017 0.793þ0.024

−0.009 3938 -
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The fiducial posteriors exhibit a bimodality intrinsic
alignment parameters, which are degenerate with the S8
parameter. In Appendix B, we discuss the extent of the
impact of noise on cosmological analyses with an inves-
tigation of multiple noisy simulated runs.

B. ΛCDM-Optimized results

The “ΛCDM-Optimized” analysis, introduced in
Sec. VII G, allows for additional small-scale information
to be used safely. Figures 5 and 6 show the cosmological
constraints using the ΛCDM-Optimized scales as a dotted
black contour, finding substantially improved precision.
Compared to the fiducial result, it is found to be consistent

within 0.5σ in the S8 parameter. The 1D mean (and best-fit)
values of S8,Ωm and σ8 and are found with 68% confidence
intervals to be

S8 ¼ 0.772þ0.017
−0.017ð0.774Þ; ð30Þ

Ωm ¼ 0.289þ0.036
−0.056ð0.279Þ; ð31Þ

σ8 ¼ 0.80þ0.072
−0.076ð0.802Þ; ð32Þ

with a σFid=σOpt ¼ 1.47× smaller uncertainty on S8, now at
a level of a relative error of 2%.

FIG. 6. Recent cosmic-shear results: the constraints on Ωm, σ8 (upper left) and S8 (upper right) are shown for the DES Y3 ΛCDM-
Optimized analysis (green) and Planck 2018 CMB [19] (with free neutrino mass density, yellow). In addition, shown are KiDS-1000
COSEBIs analysis [16] (blue) and the HSC Cl [15] (red, dashed) and HSC ξ� [59] (red, solid) results. Summary of 1D constraints,
including the previous DES and KiDS results [13,58] (lower section). The mean 1D values are indicated with filled symbols and
68% confidence limits as horizontal bars. The ΛCDM-Optimized DES Y3 result is also indicated by the green shaded region. Note that
external weak-lensing experiments employ different analysis choices, including the less general NLA intrinsic alignment model, and
measure alternative statistics using different scales than DES Y3, which limits the ability to compare these results on equal footing.
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As is the case for the fiducial analysis, in the full
parameter space the ΛCDM-Optimized DES result finds
no significant evidence for disagreement with Planck CMB
data. Using the Suspiciousness statistic, we enhanced
compatibility at the level of 2.0� 0.4σ, corresponding to
a tension probability of p value ∼0.05. We note that while
the inclusion of smaller scales does result in a smaller
uncertainty on S8, the mean does shift slightly towards
higher values, such that a 2.1σ-level difference with Planck
is preserved. Therefore, we observe that the moderate ∼2.3σ
tension observed in the main analysis reduces to∼2.0σ when
the additional small-scale data is used. The χ2=d:o:f: ¼
285=268.2 ¼ 1.06, which gives a p-value¼ 0.22. The FoM
for the analysis is found to be 1362, as quoted in Table III.
The gain in S8 constraining power and small shift can be,

in part, attributed to eliminating the most extreme lobes of
the fiducial intrinsic alignment a1 − a2 posterior that is
degenerate with S8 (see Appendix B for further discussion).
In terms of Ωm and σ8, the small scales now included
contribute a 7% and 3% improvement in precision, respec-
tively. In Sec. XII, we assess the limiting systematics for
this ΛCDM-Optimized analysis.
In Fig. 6, theΛCDM-Optimized S8,Ωm and σ8 results are

shown alongside the most recent COSEBIS cosmic-shear
constraints from the KiDS-1000 survey [16], shown in blue,
and the HSC-Y1 constraints from their Fourier-space analy-
sis, in red [15]. While plotted for illustrative purposes, we
caution the reader against direct comparisons of cosmologi-
cal parameters as the priors, measurement statistics, scales
allowed and other analysis choices, such as the intrinsic
alignment modeling adopted by other surveys, vary and can
lead to different conclusions [193]. Nevertheless, it is evident
that in recent years all cosmic-shear analyses find a lower
value of S8 than the inferred Planck 2018 constraint under a
flat ΛCDM model, although with varying levels of signifi-
cance. A summary of the most recent S8 result from each
“Stage 3” weak-lensing survey is shown in Fig. 6. A more
quantitative comparison using a unified set of analysis
choices is left to future, collaborative work.

IX. INTERNAL CONSISTENCY

In this section, we investigate the consistency of cosmic-
shear cosmological results in both data space and parameter
space. To do so, we analyze the data when excluding
particular subsets. We test the impact of each tomographic
redshift bin by excluding them one at a time from the data
vector, we test the consistency between the small and large
angular scale measurements, and we assess the ξ− mea-
surements compared to the ξþ measurements. Finally, we
demonstrate the consistency between the Y3 results and
previous DES cosmic-shear analyses.

A. Internal consistency methodology

For tests in data space, the Posterior Predictive
Distribution (PPD) methodology detailed in Ref. [114] is

used. We consider two types of internal consistency tests:
goodness of fit tests, and consistency tests. Given two
subsets d and d0 of the full data vector, the distribution
Pðd0

simjdobsÞ of simulated realizations of the latter is
considered, given observations for the subset of the former,
dobs. This distribution can be sampled and those samples
can be compared to actual observations of d0, denoted d0

obs.
This comparison provides a meaningful way for evaluating
the consistency of d0 with d, given a single model. To
sample the distribution, a sample from the posterior of
model parameters is first obtained given observations for d,
PðpjdobsÞ. Then, for each such p, the distribution
Pðd0

simjdobs;pÞ is sampled. Two cases are considered. In
goodness-of-fit tests, d and d0 refer to independent real-
izations of the same subset, such that Pðd0

simjdobs;pÞ ¼
Pðd0

simjpÞ reduces to the likelihood of d0
sim at parameters p.

For consistency tests, d and d0 refer to disjoint subsets of a
single realization of the full data vector. In this case,
Pðd0

simjdobs;pÞ is the conditional likelihood, that is, the
distribution of d0

sim at parameters p given observations for
dobs. Here a multivariate Gaussian likelihood is assumed, so
the conditional likelihood is also multivariate Gaussian,
with shifted mean and covariance accounting for the
correlation between the subsets d and d0 (see [114] for
details). To perform the comparison of the results, a statistic
is defined to compare PPD realizations and observations of
d0, integrated over parameter space. For this, χ2ðd0;pÞ is
used, defined with respect to the model at parameters p.
This statistic determines the statistical significance of
consistency through a p-value, which is given by
the fraction of parameter samples p for which
χ2ðd0

sim;pÞ > χ2ðd0
obs;pÞ.

As demonstrated in [114], this choice of test statistic may
yield overly conservative p-values, especially in the case
where parameter posteriors from d and d0 are very different.
For this reason, a calibration procedure is followed as
outlined there, based on repeated tests for simulated data
vectors consistently drawn at the fiducial cosmology. A
threshold of p̃ > 0.01 is defined as consistency, where p̃ is
the calibrated p-value. Note that the calibration has little
impact for the particular set of tests presented here.
An alternative to data-space consistency metrics like the

PPD is to consider parameter-space consistency metrics. In
parameter space, posteriors obtained with the full data
vector are compared to those obtained with subsets and are
shown and parameter shifts are reported. It is important to
note that these shifts should be treated with caution: we do
not expect identical constraints as the subsets of the data,
and therefore their posterior distributions, are, on the one
hand, correlated, and on the other, subject to noise.

B. Tomographic redshift bins

In this section, we investigate the impact of removing
individual redshift bins from the analysis, as well as the two
low- and high-redshift bins jointly. For the analysis with
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“Bin 1 removed,”we remove all auto- and cross-correlations
involving redshift bin 1 (that is, 1-1, 1-2, 1-3, 1-4), and for
other cases correspondingly. This test captures potential
inconsistencies across redshift bins, which may arise both
due to deviations fromΛCDMas well as redshift-dependent
systematics. Deviations from the model, in particular from
the nonlinear power spectrum (e.g. the effect of baryons) and
intrinsic alignments, preferentially impact the low-redshift
bins, which have the lowest cosmological signal-to-noise.
Thus, these consistency checks complement the tests of

model robustness in the companion paper [98]. On the other
hand, the sources of uncertainty in the redshift distributions
described in Sec. III A 1, such as the uncertainty in the
photometric calibration or in the choice of redshift sample,
are largest for the lowest and highest redshift bins, respec-
tively. Furthermore, observational shear systematics, such as
blending or PSF uncertainty, may have a larger impact on
higher redshift bins with predominantly fainter and smaller
galaxies. The PPD test, in particular, addresses the question
of the consistency of observations in one redshift bin with

FIG. 7. Summary of marginalized 1D constraints on S8 in ΛCDM, testing various choices. The mean of the S8 marginalized posterior
is indicated by the symbol and 68% confidence intervals are shown as horizontal bars. Empty symbols represent those analyses which
are not necessarily expected to agree with the fiducial result. For the fiducial analysis, this is also represented as the green shaded region.
Tests 1–14 validate the robustness against observational systematics while Tests 15–20 investigate internal consistency of the
measurements, splitting the Y3 data into subsets, as well as comparing them to the DES Y1 data in Tests 21–23. We distinguish
variations on the baseline setup that are not necessarily required to give consistent results (e.g., by neglecting observational systematics)
by an asterisk and an open symbol. We show the CMB Planck 2018 [19] (high l TTþ EEþ TEþ low l TTþ EE) constraint in yellow,
reanalyzed using DES cosmological priors, with free neutrino mass density. The numerical parameter values are listed in Table III.
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respect to predictions given observations in other redshift
bins (and our modeling of ΛCDM).
Removing any one redshift bin at a time is found to

produce consistent constraints within ∼0.3σ in the S8
parameter. For each of these configurations, we compare
data for the redshift bin that was removed, with PPD
realizations for predictions of that bin by the others. We
find each subset to pass the chosen threshold, with p̃-values
of p̃1−4 ¼ ½0.357; 0.394; 0.014; 0.427�. These are discussed
in Appendix C. Only bin 3 is found to yield a p̃-value close
to our consistency threshold. It is notable that first, this bin
has the smallest reported uncertainty on the mean redshift,
and second, when discarded from the analysis, we observe
the most significant change of the intrinsic alignment a1 −
a2 parameter posterior, then centered on zero, as shown
in Fig. 16.
We inspect the consistency when both redshift bins 1 and

2 are removed from the analysis (Test 16 “High-z”), or both
bins 3 and 4 (Test 15 “Low-z”). Figure 8 (left panel)
overlays constraints derived from the fiducial analysis
(green) with those obtained when using only the two
low-z (yellow) or two high-z (red) bins. We find consis-
tency within ∼1σ, with the high-redshift variant preferring
a lower value of S8 by 0.8σ. When repeating PPD
tests removing either half, we find that predictions of the
low-redshift bins derived from high-redshift observations
over-predict the data, albeit with a large uncertainty
pertaining to the loss of constraining power on the
intrinsic alignment parameters. We obtain p̃-values of
0.993 and 0.207, showing general good agreement in data
space.
It is difficult to predict, either from first principles or

empirically, how the intrinsic alignment contamination in
DES Y3 should evolve with redshift (see e.g. [199]).
Intrinsic alignments are known to depend significantly

on luminosity and color, and therefore, redshift (see the
discussion in [13,200]). In this analysis, a power law
redshift scaling is adopted to capture this effect. In practice,
therefore, the intrinsic alignment constraint requires accu-
rate knowledge of the redshift distributions and their errors.
In order to ensure that systematic errors in the data are not
absorbed by the intrinsic alignment model, we investigate
the consistency of astrophysical parameters, discussed in
Appendix C [97].

C. Angular ranges

In the Fiducial analysis, any scales from the data vector,
ξ�, that have a fractional contribution from baryonic
effects, as predicted by the OWLS “AGN” simulation, that
exceeds Δχ2 < 0.5. This is summarized in Sec. VII, and
detailed in Ref. [111]. The procedure removes a large
number of data points at small scales, particularly in ξ−
where the impact of baryonic physics is larger. On the other
hand, large scales might be sensitive to some unaccounted
for additive systematics, as described in Sec. VII D.
Here, we inspect the consistency of the angular small-

scale and large-scale contributions to the data vector, by
comparing their respective cosmological constraints. As the
analysis does not marginalize over baryonic feedback, and
as we subtract a bias due to residual mean shear in the
signal, this test ensures the robustness of the scale cuts
applied. The split is chosen to be at θ ¼ 300 for ξþ and
θ ¼ 1000 for ξ−, to roughly balance the constraining power
between the subsets. Results are shown in the Ωm − S8
plane in Fig. 8 (central panel) with the fiducial analysis as
the green outline, along with results from the smaller
(yellow) and larger (red) scale selection. We find consistent
results with respect to the fiducial analysis, within ∼0.5σ in
the S8 parameter. The two PPD tests comparing large- and

FIG. 8. Internal consistency: comparing fiducial ΛCDM constraints in the Ωm − S8 plane from subsets of the data. The filled green
contours show the fiducial analysis. On the left, redshift bins from low- and high-redshift are excluded to test the sensitivity of the results
to redshift-dependent observational and astrophysical systematics. In the center, subsets of the data vector are excluded to demonstrate
robustness against angular scale-dependent systematics, with the red contour using θ > θþlim ¼ 30 arcmin and θ > θ−lim ¼ 100 arcmin
for ξþ and ξ−, respectively, and the yellow contour using the small scales, divided at the same θlim. On the right, we compare the
posteriors from ξ−-only (red) and ξþ-only (yellow) data.
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small-scale data pass, with p̃-values of 0.66 when compar-
ing data at large scales with predictions from small-scale
data, and p̃ ¼ 0.083 for the opposite test, as reported in
Table V.
An alternative approach to account for small-scale

baryonic feedback effects is to preserve the small-scale
information and marginalize over any model uncertainty
with HMCODE [179]. To this end, an approach is inves-
tigated in [98] that uses this modeling and maintains the
fiducial scale cuts. This finds consistency within 1σ, with a
small preference for higher values of S8 (compared to the
slightly lower S8 preferred by the large-scales-only analy-
sis) that is attributed to prior volume effects with uncon-
strained baryon nuisance parameters. Overall, given the
conservative choice of scale selection and these comple-
mentary robustness tests, we deem the fiducial constraints
robust to small-scale systematics.

D. ξ + versus ξ −
We test the consistency of the two components of the

cosmic-shear two-point function, ξþ and ξ−. The motivation
for this split is that ξ− is more sensitive to smaller scales than
ξþ, and is therefore more likely to be impacted by any
unaccounted for baryonic feedback and intrinsic alignments.
In addition, residual B-modes, sourced by either observa-
tional or astrophysical systematics, or higher-order shear
effects, are more likely to be prominent on small scales.
Considering ξþ measurements conditioned on ξ− observa-
tions with a PPD test, we find a p̃-value of 0.262, and 0.451
for the opposite test. When considering the S8 parameter, we
find consistency within ∼0.5σ, with posteriors from these
subsets of the data shown in Fig. 8 (right panel).

E. Previous DES results

In this section we investigate the consistency of the DES
Y3 constraints with DES Y1 cosmic-shear results from
[13]. In Fig. 9, the Ωm − S8 constraints are overlaid.
Overall, we find that our results are in agreement with
the Y1 constraint to 0.5σ in S8. We caution that a
comparison of the two results is not straightforward, as
analysis choices differ. More specifically, the Y1 analysis
used the simpler NLA intrinsic alignment model, rather
than TATT, the baseline choice for the Y3 analysis.
Furthermore, as the two shape catalogs share a non-
negligible fraction of imaging data, the correlation between
DES Y3 and Y1 is difficult to quantify, which limits a real
assessment of the statistical significance of any deviation.
For a comparison that is more on equal footing, we

reanalyze the DES Y1 measurements with the DES Y3
analysis pipeline, preserving the DES Y1 observational
systematic choices and priors (red). This results in signifi-
cantly degraded constraints and an, albeit not significantly,
lower S8 posterior compared to the published Y1 result
(blue). This is primarily attributed to the change in the
intrinsic alignment model from NLA to TATT, with a

similar effect seen in Fig. 15 of Ref. [13]. Within this
homogeneous modeling framework, we find the Y3
ΛCDM-Optimized constraint to be consistent within
∼0.5σ and substantially more precise than the Y1 case,
with 2×, 1.24× and 1.22× smaller uncertainty on S8, Ωm
and σ8, respectively. Furthermore, the Y1 data vector is
reanalyzed with the Y3 shear calibration priors to give the
shaded blue posteriors. The significant improvements in the
realism of the image simulations for Y3, as well as more
sophisticated understanding and modeling of the effects of
blending, suggest that the Y3 calibration is likely to be
more accurate for both the Y3 and the Y1 data set. These
Y3 multiplicative corrections result in a shift toward higher
values of S8. Compared to this Y1 reanalyzed constraint,
the ΛCDM-Optimized Y3 cosmic-shear result is consistent
within ∼0.25σ in S8, with a factor of 2.2× improvement in
the precision on S8.

X. ROBUSTNESS TO REDSHIFT CALIBRATION

Determination of the true ensemble redshift distribution
is critical for cosmological weak-lensing analyses.

FIG. 9. Comparison to the DES Y1 posteriors: The ΛCDM
constraints in the Ωm − S8 plane for the Y3 ΛCDM-Optimized
(green) are compared to DES Y1, as published in Ref. [13] (blue).
For a more robust comparison, Y1 reanalyzed with the Y3
modeling choices is shown in red (in particular, the intrinsic
alignment model switching from NLA to TATT). Within this
homogeneous modeling framework, we find the Y3 ΛCDM-
Optimized constraints to be consistent within ∼0.5σ and substan-
tially more precise than the Y1 case, with 2×, 1.24× and 1.22×
smaller uncertainty on S8, Ωm and σ8, respectively. In yellow, the
Y3 modeling choices are again used, as well as the better-informed
Y3 shear calibration correction. The Y3 ΛCDM-Optimized S8
result, when compared to this, is 2.2× more constraining and
consistent with those from Y1 within 0.25σ in S8.
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To lowest order, lensing is primarily sensitive to the mean
redshift and the width of the redshift distribution of each
bin [118].
In this section we show how different choices for the

redshift distribution impact the results. In particular, we
demonstrate the robustness to (A) the choice of redshift
sample, (B) the redshift methodology, and (C) the modeling
of redshift uncertainties. These tests are shown for the
higher precision ΛCDM-Optimized analysis in Fig. 10.
Corresponding tests for the fiducial analysis are summa-
rized in Table III and Fig. 7 as Tests 1–8.

A. Redshift sample

In Sec. III B, we summarize the choice of redshift
samples that form the basis of the ensemble nðzÞ, which
we consider to be complete and to span any photometric-
spectrosopic differences. However, it can be argued that
this framework underestimates the uncertainty as it does
not span the extremities of available redshift information:
Neither an nðzÞ derived solely from COSMOS, nor one solely
from spectroscopic information are included. In this sec-
tion, we test the sensitivity of our analysis to these
extremities by analyzing the data with an nðzÞ that is
purely based on COSMOS, C. On the other hand, since a
solely spectroscopic-based nðzÞ cannot be directly cali-
brated for DES data without substantial selection biases, we
use an artificially constructed training sample. To this end,
we modify the redshift sample that is least reliant on
COSMOS redshifts, such that the 10% of weighted informa-
tion that does still derive from this sample is manipulated to

reflect the COSMOS -spectroscopic biases calibrated per
magnitude bin. This MB sample can be deemed as most
different to C.
As a robustness test, we substitute nðzÞ with the “pure”

redshift samples. Figure 10 (left panel) shows results in the
Ωm − S8 plane. The two extreme choices of redshift
calibration sample, used in the analysis of the red and
yellow contours, show no significant difference in cosmo-
logical parameters. Even the fractional shift compared to
the baseline case in this plot are due to minor differences in
processing between the samples. The figure here uses the
most constraining, ΛCDM-Optimized scales. A compari-
son for the case of the less constraining fiducial analysis is
shown in Tests 1 and 2 in Fig. 7 and Table III.
The test indicates that the DES Y3 redshift methodology

of using the multiband deep information, building complete
redshift samples, and accounting for an uncertainty
due to the choice of redshift sample, yield cosmological
constraints robust to this choice, even at the ΛCDM-
Optimized precision. The differences are substantially
smaller than previous analyses had indicated for the
COSMOS-spectroscopic calibration [58,79]. We note that
this is consistent with tests done on the DES Y1 calibration
of [77] post-unblinding that avoid selection biases, includ-
ing those in Appendix A of Ref. [79].

B. Redshift method

The redshift estimation for the DES Y3 analysis uses a
combination of approaches. As described in Sec. III A,
the information is drawn jointly from the flux/color

FIG. 10. Robustness to redshift calibration for the ΛCDM-Optimized analysis: A comparison of ΛCDM constraints in the Ωm − S8
plane for alternative redshift choices. In all panels, the filled green contours show the optimized analysis. On the left, it is shown in
comparison to “pure” redshift calibration samples, C (red), derived purely from COSMOS and MB (yellow), the “maximally biased”
spectroscopic sample, showing the (in)sensitivity of the analysis to spectroscopic vs. photometric training samples. In the middle, the
tiers of the methodology—SOMPZ, WZ and SR—are stepped back, showing the consistency of the likelihoods from each method. For this
analysis, the SR information is effective, finding 25% tighter S8 constraints, with the improvement primarily attributed to the breaking of
bimodal intrinsic alignment posteriors, which are degenerate with S8, as well as constraining the redshift uncertainty. On the right, the
fiducial modeling of the uncertainty in the redshift calibration that accounts for only shifts in the mean of each redshift bin, Δz, is
compared to an analysis where the full-shape uncertainty is accounted for by varying nðzÞ realizations with HYPERRANK (red). A
constraint that neglects any redshift calibration correction is shown in yellow.
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self-organizing map-based method, SOMPZ, the clustering
redshift method, WZ, and the shear-ratio method, SR. First,
it is shown in [81] that the posteriors on hzi from these
methods are consistent, before their information is com-
bined at different points in the analysis pipeline, with the SR

incorporated at the point of evaluation of cosmological
likelihoods. For robustness, we test the impact of including
each of these methods on the cosmological parameter level
separately.
The central panel of Fig. 10 shows the ΛCDM-

Optimized analysis using the nðzÞ created by SOMPZ

(yellow) and that informed by SOMPZ+WZ jointly (red),
compared to the ΛCDM-Optimized result, which combines
SOMPZ+WZ+SR. We find that the S8 constraints do not shift
when each method is included and are consistent, and thus
that our results are robust to these variants in the method-
ology. The analogous test for the fiducial analysis is shown
in Tests 3 and 4 in Fig. 7 and Table III.
In support of that, we show the posteriors on the Δz

systematic parameters for these variant analyses in
Appendix D. The WZ analysis requires marginalizing over
flexible models of the redshift evolution of clustering bias
of the weak-lensing sources, which are largely degenerate
with hzi [82,201]. As a result, the WZ primarily constrains
the shape of the redshift distribution, rather than the mean,
and has relatively little impact on cosmological posteriors.
For this analysis, the SR information is effective, finding
25% tighter constraints with the improvement primarily
attributed to the breaking of degeneracies in the TATT
intrinsic alignment model posteriors, which are bimodal
(see Appendix B), rather than a substantially tightened
posterior on redshift distributions [83]. Indeed, as discussed
in that appendix, when a less conservative model for
intrinsic alignments is used, our cosmological posteriors
with and without the inclusion of SR remain consistent. In
that test, while the a1 posterior is significantly tighter with
the inclusion of SR, as that parameter is decorrelated with
S8, the impact on the S8 constraint is negligible. In addition,
Appendix D demonstrates the robustness of the posteriors
to choices in the SR method. More specifically, it makes
comparisons to an analysis that uses the alternative lens
galaxy sample, as well as one that uses SR measured from
large scales only.

C. Modeling redshift uncertainty

For the fiducial and ΛCDM-Optimized analyses, the
uncertainty in the redshift estimation is incorporated as an
uncorrelated shift in the mean redshift of each bin. The
latter is computed as the spread spanned by the ensemble of
nðzÞ realizations that result from the DES redshift calibra-
tion and image simulation studies and is modeled as a
Gaussian prior on Δz. As discussed in Sec. VII E, while the
DES Y3 methodology is capable of sampling the full
realizations in the likelihood analysis with HYPERRANK,
thereby capturing variations in the shape of the nðzÞ as well

as correlations between redshift bins, we do not include that
more accurate framework in the baseline analysis. As this
modeling choice was made based on a weighing of the
impact of this approximation on posteriors in a simulated
analysis, versus increased run-time, we test the robustness
of the decision here. We analyze the data using the full
ensemble of realizations and HYPERRANK. To assess the
overall impact of the redshift uncertainty on the cosmo-
logical constraints, we perform an analysis ignoring these
nuisance parameters, using only the mean of the nðzÞ
realizations and setting Δz ¼ 0 for all bins.
Figure 10 (right-hand panel) demonstrates consistency in

the Ωm − S8 plane for the ΛCDM-Optimized case: model-
ing only the mean of the redshift distribution (green)
sufficiently captures the effect of redshift bias uncertainty,
as analyzed with HYPERRANK (yellow). The full-shape
constraint is only marginally degraded, and is unbiased,
illustrating that uncertainties in the shape of the redshift
distribution are subdominant for cosmic shear at the current
statistical precision. Furthermore, it shows that in this plane
the nðzÞ are calibrated to sufficient accuracy and precision,
as cosmological constraints are not significantly impacted
(∼0.3σ) by not marginalizing over redshift calibration (red).
The analogous test for the fiducial analysis is shown in
Tests 7 and 8 in Fig. 7 and Table III. In addition, we
demonstrate the validity of the claim of consistency when
considering the intrinsic alignment parameters and the
effective redshift parameter constraints in Appendix D.

XI. ROBUSTNESS TO BLENDING
AND SHEAR CALIBRATION

The amplitude of the cosmic-shear signal and thus the
inferred S8 parameter depends directly on the multiplicative
shear calibration. Accurate shear calibration relies on
highly realistic image simulations that sufficiently match
the properties of the data. Reference [90] finds blending to
be the dominant contribution to the mean multiplicative
bias of Y3 shape catalogs, at approximately −2%, and finds
that the magnitude of this correction increases with redshift.
We infer that in the presence of object blending, a
systematic that is more prominent in deeper data, it is
important that multiband simulations allow for the redshift
analysis applied to the data to be repeated on simulations in
order to capture the coupled effects on both shear and
photometric redshift calibration. This cosmic-shear analy-
sis is the first to account for the effect of blending jointly on
shear and redshift calibration. In this section we illustrate
how these advancements in the methodology impact the
cosmology constraints.
Figure 11 shows a variant of the ΛCDM-Optimized

analysis that ignores the redshift-mixing blending impact,
“m-only: no n(z)-blending correction” (yellow), by neglect-
ing to account for the correction on the ensemble and mean
nðzÞ. This analysis uses the uncorrected nðzÞ and the priors
derived for each redshift bin from the redshift-independent
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constant shear simulation, Δznoz-blend and mnoz-blend, quoted
in Table I. Comparing this variant to the ΛCDM-Optimized
analysis (green) in the Ωm − S8 plane, we find consistency.
The redshift-mixing effect is subdominant for the DES Y3
cosmic-shear cosmology. On the other hand, neglecting to
account for shear calibration uncertainty entirely (red)
incurs a significant bias (0.5σ) toward a low S8.
Uncertainties on shear and redshift calibration are corre-

lated due to the limited volume of image simulations that
impact both. The baseline analysis ignores any such corre-
lations. In order to test the robustness of this assumption, an
analysis is performed that uses HYPERRANK to sample over
nγðzÞ realizations, which naturally include both multiplica-
tive bias-type and nðzÞ-type biases, labeled “full blending
treatment.” The cosmological posteriors from this variant,
Test 11, are compared to those in Fig. 11, and are shown to be
consistent.
Finally, we test the impact on the cosmological analysis

of an additional, unaccounted for shear calibration uncer-
tainty. While the image simulations used to inform these
choices are well-matched to the data, they do not account
for some effects such as clustering with undetected sources,
which can contribute additional blending effects. We
assume this to take the form of a 1% effect that is fully
correlated across redshift bins. This variant is found to
produce results that are totally consistent with the fiducial
analysis within, indicated by Test 10 in Fig. 7.

XII. WHAT LIMITS LENSING
COSMOLOGICAL PRECISION?

The cosmic-shear measurements are known to be altered
from simple theoretical predictions by various systematic
effects. The importance of work to mitigate systematics is
two-fold: first, these must be calibrated accurately as to not
bias cosmological parameters, but second, they must be
sufficiently controlled such that they do not dominate the
error budget, thereby limiting precision. Of interest for this
and future experiments are the questions: How much has
the cosmological accuracy been degraded by treatment of
systematic effects? Which effects dominate the uncer-
tainty? How much could lower-noise measurements
improve cosmological accuracy in the presence of these
systematic effects?
Our baseline analysis marginalizes over 19 systematic

parameters in addition to the 6 cosmological parameters. Of
course, this marginalization is necessary—ignoring sys-
tematic effects, as is done in the Tests 13 and 14 of Fig. 7—
will produce biased inferences. In this investigation, we are
not interested in the incurred biases. As such, we plot
posterior distributions centered at zero to understand how
“shutting off” the effects changes the size of posterior
uncertainties in the S8 − Ωm plane, as shown in Fig. 12.
We divide the systematic effects into two classes. First,

we consider observational systematics, namely the red-
shift-distribution and shear-measurement calibrations
investigated in detail in this paper. The uncertainties in
these calibrations are propagated by marginalizing over
relevant nuisance parameters, which expands the posterior
distribution on cosmological parameters of interest—we
will focus here on S8. The impact of observational
systematics on the fiducial S8 constraint can be illustrated
by comparing to the case where the relevant nuisance
parameters are fixed. We will refer to this case as “Fixed
observational systematics.”
The second class is astrophysical or theoretical system-

atics, which arise from our incomplete knowledge of
nonlinear processes in the Universe. This includes intrinsic
alignments, baryonic physics, and growth of structure in the
nonlinear regime, which are investigated in the companion
paper [98]. The impact of marginalizing over the intrinsic
alignment model on the posterior uncertainty can be tested
by fixing its parameters. The baryonic/nonlinear effects are
ameliorated in the analysis by imposing scale cuts on the
data vector to retain only elements for which the model is
believed to be secure. In other words, the intrinsic precision
of the data is degraded in order to maintain the accuracy of
the model. To investigate the loss of constraining power
from this, we produce posteriors that use the full ξ� data
vector. We have already seen that moving from fiducial to
ΛCDM-Optimized scale selections reduces uncertainties
on S8 by ≈1.5×. We will refer to the combination of fixing
intrinsic alignment parameters and expanding the ξ� data
vector to all measured scales as “Fixed theory systematics.”

FIG. 11. Robustness to blending: A comparison of ΛCDM
constraints in the S8 − Ωm plane for varying complexity in shear
calibration modeling. The shaded green contours show the
ΛCDM-Optimized analysis. Also shown are variants that neglect
the redshift-dependent impact of blending (red), that ignores any
shear calibration systematics (yellow), as well as one that uses the
full blending treatment, including correlations between shear and
full-shape redshift calibration, analyzed with HYPERRANK (blue).
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From the starting point of the ΛCDM-Optimized analy-
sis, we find that fixing observational systematics (yellow,
dashed) produces no significant improvement in the S8
posterior uncertainty. Thus, the current uncertainties in
shear and redshift calibration are small enough that they do
not degrade the results and we are not limited by obser-
vational systematics. On the other hand, fixing only the
theoretical systematics (red) yields a substantially narrower
S8 constraint, by roughly a factor σopt=σfix th ¼ 1.8.
Therefore, the theoretical uncertainties are costing about
2=3 of the Y3 power (in terms of variance) on the
cosmological parameters, with intrinsic alignment uncer-
tainty contributing slightly more than baryon-driven scale
cuts in limiting the cosmological precision. This suggests
that future decreases in measurement noise in ξ� may not
lead to concomitant decreases in cosmological uncertain-
ties. The precise balance will depend upon how many more
modes have to be sacrificed to keep modelling accuracy
below measurement noise, and on how well the intrinsic
alignment models can self-calibrate from data. We note that
this is a different scenario to the KiDS-1000 analysis,
which is found to be statistics-limited [16]. That analysis

uses the simpler and more constraining NLA intrinsic
alignment model, COSEBIs measurements, including
small angular scales, and marginalizes over nonlinear
evolution.
Fixing both observational and theoretical systematic

errors leads to the blue posteriors in Fig. 12. A small
improvement is seen over the fixed-theory result (×1.9
versus ×1.8 improvement, compared to the ΛCDM-
Optimized case), i.e. the current state of knowledge on
observational errors would suffice for a DES Y3 cosmic-
shear measurement with negligible theory errors. The work
on DES observational systematics, presented in a series of
papers [81–83,90,106,107] has been successful in avoiding
a loss of constraining power in cosmic shear. This does not
imply that innovation is not required for a similar statement
to hold for any future cosmic-shear analyses. In particular,
in DES Y3, uncertainties related to, for example, the
redshift calibration sample [81], or blending [90] increased
with redshift bin, highlighting that deeper data will require
innovation for observational systematics to stay subdomi-
nant. For the case of lower measurement noise, forth-
coming with DES Y6 and Rubin Observatory LSST,
redshift and shear calibration may become significant
contributors and require improvement.
More crucial to extracting maximal information out of

weak-lensing data is an improved modeling of astrophysi-
cal effects. Progress on this systematic is substantially
inhibited by the large variation demonstrated in the differ-
ent hydrosimulations [94] for the degree in which baryon
feedback impacts the matter power spectrum. While there
are several options for attempting to model these small-
scale effects [179,181,202], their current level of uncer-
tainty demands more refined hydrodynamic simulations,
tailored by complementary observations such as the
Sunyaev-Zel’dovich effect. It is noteworthy, however, that
pushing to smaller scales will also require more accurate
modeling of the PSF on these scales and accurate modeling
of higher-order lensing corrections [203]. Important too,
may be the need for a principled, yet not overly con-
servative, modeling of intrinsic alignments. An intrinsic
alignment model choice investigation, similar to the per-
formed a posteriori in Ref. [98], which finds that simpler,
less conservative models provide a sufficient fit to the DES
Y3 data, and could be useful if done before the data has
been unblinded. This is important, as the more widely used
NLA model gives significantly reduced uncertainty on S8,
(σNLA=σTATT ¼ 0.85) and the amplitude of intrinsic align-
ment measured in Ref. [104] is relatively smaller than
forecasted (see discussion in Sec. VII B. of Ref. [98]). Of
course, these two theoretical systematics are connected—
advancements that allow for harnessing the small-scale
information in the analysis will in turn allow for self-
calibration of nuisance model parameters. The degradation
in constraints when marginalizing over a model for intrinsic
alignments motivates combined 3 × 2pt analyses [104].

FIG. 12. Systematics limiting cosmology: A comparison of the
size of ΛCDM-Optimized constraints in filled green contours to
those where observational systematics, both shear and redshift
priors, are fixed (yellow, dashed) and theoretical systematics are
“switched off,” by fixing intrinsic alignment parameters and
including using the full scale-set that is limited to mitigate
baryonic effects (red, solid). The analysis is not limited by
observational systematics, but we find an improvement in of ×1.8
in S8 uncertainty when fixing theoretical systematics. The
constraint fixing all systematics (and therefore also using the
full-scale set) is shown in blue. The mean is individually
subtracted from every constraint for ease of comparing the
constraining power. Both 68% and 95% confidence levels
are shown.
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XIII. CONCLUSIONS

This paper, and its companion [98], present the cosmic-
shear analysis of the Dark Energy Survey Year 3 (DES Y3),
which spans ∼5000 deg2 of the southern sky and contains
over 100 million galaxy shapes. We present cosmic-shear
measurements with a signal-to-noise of 40. We constrain
cosmological parameters in ΛCDM, while also varying the
neutrino mass, and find a 3% fractional uncertainty on S8,
with S8 ¼ 0.759þ0.025

−0.023 (0.755 best-fit) at 68% confidence
limits. A ΛCDM-Optimized analysis, which includes more
small-scale information while still passing the requirements
for robustness against baryonic effects, finds a 2% pre-
cision constraint of S8 ¼ 0.772þ0.018

−0.017 . This is consistent
with the fiducial result and roughly 1.5× more con-
straining. The goodness of fit to the data is acceptable,
with a p-value of 0.223 in ΛCDM. In wCDM, the cosmic-
shear constraint on the dark energy equation of state, w, is
found to be prior-dominated.
The DES Y3 cosmic shear more than triples the survey

area and number of galaxies with respect to previous
lensing analyses [13,16,59]. The posteriors in the
S8 −Ωm plane qualitatively agree with previous cosmic-
shear results from KiDS-1000 [16] and HSC [15,59], which
favor a lower value of S8 than the most recent CMB
measurements from Planck [19]. Considering the full
parameter space, the DES Y3 shear cosmological con-
straints are statistically consistent with those from Planck,
with a 2.3σ difference (and a p-value of 0.02) for the
fiducial case and 2.1σ for the ΛCDM-Optimized analysis
(and a p-value of 0.05). While this tension is not sta-
tistically significant, our results continue a trend of weak-
lensing data that are in agreement with, but display a lower
value of S8 than the CMB.
Beyond substantial gains in the signal-to-noise of the

measurements, this analysis incorporated major updates in
weak-lensing methodology. Therefore, these cosmological
constraints are building upon innovations in data calibra-
tion, specifically the shear and redshift calibration.
Throughout this paper, we examine the rigor of analysis
choices related to aspects in the data, made while blind.
The robustness of theoretical modeling choices is inves-
tigated in Ref. [98]. The main conclusions of this work are:

(i) We have demonstrated the results to be robust to
photometric redshift calibration, with variant analy-
sis exhibiting consistency at the ∼0.5σ-level. The
cosmological, astrophysical and observational cos-
mic-shear posteriors are insensitive to even extreme
variations of the redshift sample when using either of
three independent redshift methods, that together
provide more precise constraints on the redshift
distributions. We demonstrate that the DES Y3
analysis is robust to the impact of uncertainty on
the shape of the redshift distributions, such as a
fluctuation localized in the high-redshift tail.

(ii) We detect, model, and calibrate the redshift-
dependent impact of blending on weak-lensing
cosmology, with state-of-the-art multiband image
simulations described in [90]. As the first cosmic-
shear analysis to account for such an effect, we find
it to be an important correction. For our galaxy
sample and shape measurement techniques, the
image simulation-based calibration results in a shift
toward higher values of S8 by 0.5σ. We demonstrate
that the cosmology is insensitive to an additional,
unaccounted for shear uncertainty.

(iii) We evaluate the internal consistency of the cosmic-
shear measurements using a PPD method [114].
We find all p-values to pass our threshold and at the
analysis level we find the S8 posteriors to be
consistent across small and large scales, low and
high redshift and between two-point shear statistics
to ∼1σ, which serves as a useful validation of
some scale-dependent, or redshift-dependent, unac-
counted for uncertainty. Given the high dimension-
ality of the analysis, we test the plausibility that
inconsistencies in the intrinsic alignment parameters
may absorb unaccounted for systematics and found
these to be stable removing subsets of the red-
shift bins.

(iv) We show that the level of PSF contamination in the
analysis is subdominant, and that the tomographic
B-mode measurements are consistent with zero.

The companion paper contains analyses that yield the
following conclusions about our results [98]:

(i) We account for the intrinsic alignment of galaxies
with a model that includes the tidal alignment and
tidal torquing (quadratic) alignment. We explore
different choices of intrinsic alignment parametriza-
tions, including the NLA model, and find the
cosmological parameters to be robust to within 1σ.

(ii) The matter power spectrum is modeled as dark-
matter-only, but we select angular scales conserva-
tively from hydrodynamical simulations to mitigate
baryonic effects. We test for the impact of residual
effects by considering models that account for
nonlinear physics and find that the results are stable
within ∼0.5σ.

(iii) We demonstrate that our posteriors are stable when
inference is carried out at fixed neutrino mass, and
demonstrate that higher-order shear contributions
are negligible.

Finally, we investigate the limiting systematics for DES
Y3 cosmic-shear analysis. We demonstrate that the obser-
vational systematics are calibrated to sufficient precision,
such that their uncertainties do not limit the analysis.
However, we find the S8 constraint to be significantly
limited by systematics in the theoretical modeling, that is,
due to the uncertainty in modeling of small-scale baryonic
effects, as well as intrinsic alignments, which costs about
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two-thirds of the Y3 cosmic-shear power. The limitation in
the former is reduced in the joint analysis with galaxy
clustering and galaxy-galaxy lensing, which can be com-
bined to give significantly more precise cosmological
constraints [104]. On the other hand, improvements on
the latter demand advancements in hydrodynamical sim-
ulations and external complementary observations that
probe astrophysical effects.
Looking ahead, we anticipate substantially improved

cosmic-shear power owing to observations with roughly
twice the effective integrated exposure time per galaxy, and
thus an abundance of fainter galaxies usable, in the Year 6
data. New Deep Field observations in fields with key
external multiband photometry and redshift information
will enable robust redshift calibration at the enhanced
depth. Despite the fact that the data calibration methodol-
ogy for DES Y3 is substantially ahead of the requirements
set by the ever-growing statistical power, future lensing
data sets will require advances in redshift calibration and
the accounting for blending, which are disproportionately
more difficult for the fainter and more blended galaxy
populations. Collaborative joint analyses with the comple-
mentary KiDS and HSC surveys would allow for an
exchange of methodological experience. This would pro-
vide a particularly promising platform for further develop-
ment in cosmic-shear techniques and as a training ground
for the imminent and challenging data-rich era of the
surveys to be performed by Rubin Observatory, Euclid,
and the Roman Space Telescope.
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APPENDIX A: SHEAR SYSTEMATICS

In addition to multiplicative biases, cosmic-shear observ-
ables can also be affected by additive systematic errors,
potentially arising from issues with the point-spread func-
tion modeling or the instrument. The DES Y3 catalog has
undergone extensive null testing, as summarized in Sec. II
and presented in [71]. Here, we demonstrate the robustness
of the tomographic cosmic-shear analysis to PSF10samreay.github.io/ChainConsumer.
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contamination (see Appendix A 1), a spurious B-mode
signal (detailed in Appendix A 2), and a residual additive
correction (detailed in Appendix A 3).
Figure 13 summarizes and compares the predicted

impact of these effects on the tomographic cosmic-shear
measurements. The panels show the fractional impact,
δξ�=ξ, of each effect listed in the legend. For comparison,
the green shaded region shows the amplitude of the
uncertainty or the inverse signal-to-noise, defined for each
bin pair as σA ¼ ðξTC−1ξÞ−0.5.

1. PSF modeling

The observed shape of a galaxy inherits additional
contributions due to systematic errors, such as due to
PSF misestimation, δϵsysPSF, and noise, δϵnoise, as

ϵobs ¼ γ þ δϵsysPSF þ δϵnoise; ðA1Þ

neglecting any multiplicative biases [see Eq. (1)].
It is common to parametrize the uncertainty in modeling

the point spread function in terms of α, β parameters [209].
This can be extended to include a parameter η for the
PSF size dependence of the additive error in shear meas-
urement as

δϵsysPSF ¼ αϵmodel þ βðϵ� − ϵmodelÞ

þ η

�
ϵ�
T� − Tmodel

T�

�
: ðA2Þ

ϵmodel, Tmodel denote the shape and size of the PSF model
and ϵ�, T� are measured directly from a field of reserved
stars that are not used in the fitting of the PSF model [71].
The first term considers linear leakage, which is suppressed
by the parameter α ≪ 1. The second and third term are the
shape and size residual dependencies, where the parameters
β and η are of order unity in the unweighted moments
approximation.
The uncertainty due to PSF systematics in DES Y3,

quantified in terms of the ρ-statistics [86,210], are found to
have a substantially smaller amplitude compared to DES
Y1, owing to improvements detailed in Ref. [68]. These
statistics are used to fit for α, β, η per redshift bin, with the
best-fit values and their corresponding χ2 reported in
Table IV, with similar amplitudes to DES Y1 [71]. As
the inclusion of the η parameter does not significantly alter
the reduced χ2ν model fit, we deduce that the effect of PSF
size error is subdominant. However, we preserve this more
complete model.
Here, the impact of PSF modeling uncertainties on

cosmological constraints is tested. The best-fit α, β, η

FIG. 13. Impact of shear systematics on the ξ�ðθÞ signal: The fractional impact, δξ�=ξ, of the effects of (i) B-modes (black), (ii) the
approximation made in the response correction (red), (iii) the PSF contamination (yellow), and (iv) the additive c-correction applied to
the shears (blue, dashed). To demonstrate how the fractional biases compare to the uncertainties on a model fit to the data, the green
shaded band represents the uncertainty on the amplitude for each bin pair.
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are propagated to determine the expected additive con-
tamination of the true cosmic-shear signal as ξobsþ ¼
ξþ þ δξPSF, where δξPSF ¼ hδϵsysPSFδϵ

sys
PSFi. The fractional

PSF contamination with respect to the baseline simulated
shear correlation functions, dξ=ξ, is shown in yellow in
Fig. 13. The impact is most significant for the third redshift
bin, but in the relevant radial range is at most 30% of the
physical cosmic-shear signal and limited to only small
scales of a few bin pairs. The 2σ limits of the δξPSF

constraints are used to contaminate a simulated Y3
measurement in order to test the residual impact of the
PSF bias on cosmic-shear cosmological parameters. The
result, shown in Fig. 14 in red and yellow contours,
compared to the baseline green, finds the Ωm − σ8 param-
eters to be insensitive to PSF modeling errors in the Y3
analysis.

2. B-mode contamination

To first order, lensing does not produce B-modes in the
shear field for reasons of symmetry. Therefore, a detection
of B-modes can indicate either a contamination by obser-
vational systematic effects or higher-order lensing or
astrophysical effects, such as intrinsic alignments. For a
fuller description and discussion of E- and B-mode power
spectra, we refer the reader to [111]. Here, we test for the
presence of B-modes in the shape catalog and potential
contamination of the two-point functions used in the
cosmological analysis. Section 6.4 of [71] describes two
complementary approaches toward measuring B-modes for
the full sample of source galaxies without any redshift
binning: the map-based pseudo-Cl [211] and Complete
Orthogonal Sets of E/B-Integrals [COSEBIS; [120,212].
B-modes computed using both pseudo-Cl and COSEBIS

methods were shown to be consistent with zero, with
p-values of 0.06 and 0.87, respectively. Here, we addi-
tionally report tomographic measurements of B-modes
using the pseudo-Cl approach. We note that a nondetection
in harmonic space does not fully rule out contamination, as
was shown in [213].
For each redshift bin, we build two HEALPix [214]

maps with resolution nside ¼ 1024 of the cosmic-shear
signal by computing the weighted average of response-
corrected ellipticities of galaxies within each pixel. We then
estimate the E- and B-mode power spectra of these maps by
the method of pseudo-Cl using NAMASTER [215], an open-
source code that deconvolves the effects of masked regions
from the harmonic-space coefficients. We use the inverse-
variance weight masks given by the weighted count maps
and measure auto- and cross-spectra for multipoles in the
range l ∈ ½8 − 2048�. We turn these into 32 bins evenly
spaced on a square-root scale, which spreads signal-to-
noise more evenly than linear or logarithmic binning. The
measured auto power spectra receive an additive bias from
the shape-noise power spectrum Nl, which may diverge
from the approximation Nl ¼ σ2e=n̄ due to masking effects
and properties of the pseudo-Cl estimator. We therefore
employ the analytic formula derived in [216] to estimate the
noise power spectrum and subtract it from the initial
measurements.
In order to evaluate the B-mode covariance matrix, we

use 10, 000 Gaussian simulations of the shear fields at the
baseline cosmology, following the method outlined in
[217]. We draw shear maps at resolution nside ¼ 1024,
which we then sample at the positions of galaxies in the real
data. The intrinsic ellipticities of galaxies are obtained by
randomly rotating measured ellipticities. This procedure
preserves the shape noise, in terms of galaxy density and
ellipticity distribution, and produces a null B-mode signal.
For each simulation, we then measure the B-mode power
spectra using the data masks. Finally, we compute the
sample covariance matrix and use it to form a χ2 statistic to
test the null hypothesis of no B-modes. We have verified

FIG. 14. Robustness to PSF modeling systematics: The �2σ
limits of the expected additive contamination of PSF residual
uncertainty to the true cosmic-shear signal, δξPSF are propagated
to cosmological parameters and shown in red and yellow. For
comparison, the uncontaminated simulated data vector is shown
in green shaded contours.

TABLE IV. The values of the parameters α, β and η for each
redshift bin, estimated from fits to the mean-substracted ρ-
statistics, according to Eq. (A2), as well as the reduced good-
ness-of-fit, χ2ν for ν ¼ 117 degrees of freedom.

Bin 1 Bin 2 Bin 3 Bin 4

α 0.010þ0.005
−0.005 −0.001þ0.005

−0.005 −0.004þ0.005
−0.005 0.014þ0.006

−0.006
β 0.6þ0.2

−0.2 1.4þ0.2
−0.2 2.5þ0.2

−0.2 1.3þ0.3
−0.3

η −4.6þ2.6
−2.7 −4.5þ2.7

−2.7 3.0þ2.7
−2.7 4.2þ3.1

−3.0
χ2ν 1.02þ0.02

−0.01 1.43þ0.02
−0.01 1.20þ0.02

−0.01 1.25þ0.02
−0.01
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that the number of simulations is sufficient for this statistic
to converge. We report χ2 statistics for each bin combina-
tion as well as the χ2 for the full data vector, accounting for
the full covariance. We obtain χ2 ¼ 344.0 for 320 degrees
of freedom, consistent with the absence of B-modes.
Finally, we propagate the B-mode contamination to the

shear two-point correlation functions, as shown in Fig. 13.
The two-point correlation functions ξ� are related to
angular spectra by expressions of the form [see Eq. (12)]

ξab� ðθÞ ¼
X
l

F�
l ðθÞðCab;EE

l � Cab;BB
l Þ; ðA3Þ

where a and b denote redshift bin indices. This allows us to
compute an approximate covariance between two-point
functions and the bin-averaged B-mode power spectra
Cab;BB
L , given as

CB� ≡ hΔCab;BB
L Δξcd� ðθÞi

≈
X
l

F�
l ðθÞ½hΔCab;BB

L ΔCcd;EE
l i � hΔCab;BB

L ΔCcd;BB
l i�:

ðA4Þ
We then approximate F�

l ðθÞ and the signal to be piece-wise
constant and use the covariance matrices of E- and B-mode
spectra measured from the simulations described above to
compute CB�. Assuming all data are Gaussian distributed,
we finally compute the conditional distribution of the
additive bias to the two-point functions given the B-mode
measurements, which is Gaussian with mean

Δξ�ðθÞjĈBB
l;data ¼ CB�·C−1

BB·Ĉ
BB
l;data; ðA5Þ

where we omit redshift bin indices to imply vectorization.

3. Additive shear

While we conclude that the propagation of PSF model
uncertainty and the B-mode signal is below the statistical
uncertainty, the catalog gives an unidentified source of
mean shear or additive bias [see Eq. (1)]. This is too large in
some redshift bins to be consistent with shape noise and
cosmic variance. The low-level contribution from the
constant additive ellipticity bias is not explicitly margin-
alized over, but corrected as a global constant per redshift
bin and ellipticity component, c ¼ hei1;2i, reported in
Table I. The impact of this additive correction on the shear
two-point correlation functions is

ξij� ¼ ξij�;true þ ðhei1ihej1i � hei2ihej2iÞ; ðA6Þ
and the result of artificially introducing this bias due to
mean shear to an unbiased simulated data vector is shown
in Fig. 13 as a blue dashed line. The residual mean shear,
c ¼ hei1;2i, is subtracted from each galaxy’s ellipticity,
which minimizes its impact on ξ�. Note that the residual
mean shear may be a result of a systematic effect that

generates a scale-dependent additive bias in ξ�, such that
simply subtracting the mean will not correct for this scale
dependence.
The approximation assumes that the galaxies shapes are

not correlated in the absence of lensing, and the mean
response is relatively homogeneous across the footprint.
The impact of this simplification in the computation of the
shear response is shown in red in Fig. 13 to be negligible at
the current level of precision.

APPENDIX B: CONSTRAINING POWER
AND BIMODALITY IN NOISY DATA

In this section, the constraining power of the cosmic-
shear posteriors is investigated in more detail. In particular,
the occurance of bimodality in the intrinsic alignment
parameters is investigated for various analysis choices,
including the intrinsic alignment model and the inclusion/
exclusion of SR data.
Prior to unblinding, the potential for bimodality in the

a1 − a2 space was explored using a simulated data vector,
created with the fiducial analysis pipeline. We found that it
is possible for particular noise realizations to present such a
feature, which, given the degeneracy with S8, substantially
alters the precision of that parameter. Ten realizations of
noise were added, consistent with the Y3 covariance, and
cosmological inference was performed on each, with the
baseline TATT model and no SR. The resulting parameter
constraints from three of these datavectors are shown in the
left-hand panel of Fig. 15. One of the ten realizations,
“noise 2” (yellow contour), was found to exhibit bimodality
in the a1 − a2 plane. The intrinsic alignment parameters are
degenerate with S8. This particular realization presents
significantly degraded cosmological S8 constraint that is
scattered toward a lower value of S8, with lower signal-
to-noise.
The Y3 data also exhibits a bimodal posterior in the

a1 − a2 plane that is less pronounced. The right-hand panel
of Fig. 15 shows the fiducial Y3 cosmic-shear result in
green filled contours and the ΛCDM-Optimized analysis,
in black, with significantly improved constraints in the S8,
a1, a2 parameters. This bimodality and the degraded S8
constraint are consistent with findings of Ref. [16], who use
the NLA-a1 as their fiducial choice. Similarly, they report
that when opting for the more conservative NLA choice,
they observe bimodality in these astrophysical parameters,
with degraded cosmological posteriors. Therefore, we
interpret this feature of a doubly peaked posterior as an
internal degeneracy of the intrinsic alignment model that is
reduced or eliminated as statistical power increases.
Given the degeneracy in S8 − a1=a2, we find reduced

bimodality and significantly improved S8 constraints with
either the inclusion of small-scale measurements, such as
the ΛCDM-Optimized choice, the inclusion of orthogonal
SR instrinsic alignment information, or a more aggressive
intrinsic alignment model, such as NLA-a1. Alongside the
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fiducial and Optimized constraints, Fig. 15 shows a variant
of the analysis without SR (yellow). We see a substantial
improvement in the precision of the a1, and therefore S8,
compared to the case with SR (green). Moreover, a case that
uses a simpler intrinsic alignment model results in sub-
stantially tighter S8 posteriors, with a × ∼ 1.5 improvement
from TATT (yellow) to NLA-a1 (red). These improvements
can be attributed to the elimination of negative a1 space and
the upper and lower bounds of the a2 space.
We test the impact of SR in the case of the data-preferred

NLA-a1 model, shown in Fig. 15 (red to blue). Note that
our companion paper [98] performs a detailed model
comparison that finds the data favors a less conservative
intrinsic alignment model than TATT (see their Table III).
We find that the inclusion of SR has little effect on the S8
constraint, although it provides significantly tighter con-
straints on the intrinsic alignment parameters, which are not
degenerate with S8 to begin with.

APPENDIX C: INTERNAL CONSISTENCY

Table V summarizes the calibrated p̃-values for the full
data vector as well as each subset considered in Sec. IX (see
Ref. [114] for details of the methodology). As stated
previously, the threshold for consistency is chosen to be

0.01. There are no obvious discrepancies between the PPD
realizations of cosmic shear and the actual data. We
compute a p̃-value for the goodness-of-fit of cosmic shear
of p ¼ 0.268, indicating no evidence for tension between
the measurements and PPD realizations.
When splitting the data into subsets, all overall p̃-values

are above 0.01, indicating no sign of tensions between
redshift bins, angular scales or the two statistics that
describe the DES Y3 cosmic-shear data. These findings
are consistent with the agreement in cosmological param-
eters measured by the subsets of the data shown in Sec. IX,
validating an internally consistent analysis.
The modeling of intrinsic alignments is degenerate

with the Ωm − S8 parameters, and systematic errors in
the data can be absorbed by the intrinsic alignment model,
impacting the cosmological posteriors. Thus, disentangling
the true cosmic-shear signal from intrinsic alignments
requires accurate knowledge of the redshift distributions
and their errors. As such, we demonstrate consistency of
the intrinsic alignment constraints with redshift [97].
Figure 16 demonstrates the stability of the S8 and intrinsic
alignment a1 − a2 solution across redshift for the DES
data: the posteriors across the five parameters are consistent
for each subset of the data within 1σ. The first point to note
is that the S8 parameter is stable in the removal of any of

FIG. 15. The impact of bimodality on constraining power in S8: The left-hand panel shows analyses of three synthetic Y3-like cosmic-
shear data vectors with random realizations of noise, determined with the Y3 covariance, one of which presents a bimodality in the
a1 − a2 constraints, using with no SR and TATT modeling. The right-hand panel shows posteriors from the data with permutations on
the choice of the intrinsic alignment model (TATTand NLA-no-z) and the inclusion of SR. Compared to the fiducial analysis (green), the
ΛCDM-Optimized scales (black), and the redshift-independent NLA model (red), the TATT-no-SR (yellow) case exhibits a degraded S8
constraint. The combination of the conservative fiducial scale cuts and the TATT model results in intrinsic alignment parameters that are
not well-constrained that are degenerate with, and reduce the precision of, the S8 constraint. The inclusion of SR is effective in
constraining the intrinsic alignment parameters, and for the TATT case, alleviating the impact of the bimodality. On the other hand, when
using a less conservative intrinsic alignment model, which is mildly preferred by our data [98], while the a1 constraint is substantially
improved, the S8 precision is negligibly impacted by including SR.

A. AMON et al. PHYS. REV. D 105, 023514 (2022)

023514-36



these subsets of the data, and unsurprisingly, bin 4 holds the
most cosmological constraining power. Next, the intrinsic
alignment amplitude, a1, is stable to the removal of
photometric redshift bins, within 1σ. Moreover, all five
intrinsic alignment posteriors, ½a1; a2; η1; η2; bta�, a subset of
which are shown in Fig. 16, are consistent with the intrinsic
alignment solution from the full dataset. Bins 1 and 4 carry a
higher weight in fixing the amplitudes, a1 and a2.

APPENDIX D: ROBUST REDSHIFT
CALIBRATION IN THE PRESENCE OF

INTRINSIC ALIGNMENT

The redshift uncertainty parameters, Δz, are shown in
Fig. 17 with varying redshift methodologies: removing the
SR method (red), removing the SR and WZ methods
(yellow) and using HYPERRANK (blue). The corresponding
constraints on theΩm − S8 parameters are shown in Fig. 10.
We find that these nuisance parameters are most con-
strained by the addition of the SR, but that each tier of the
methodology gives consistent posteriors. When accounting
for the full-shape uncertainty in the nðzÞ with HYPERRANK,
we find that the need for shifts in Δz, such as the case for
bin 3, are alleviated. This suggests that an uncertainty in the
shape of the nðzÞ is compensated for by a more substantial
shift in the mean of the distribution. While the approxi-
mation of the uncertainty as a shift in the mean does not
impact the cosmological parameters at the precision of this
analysis, this demonstrates that shifts in the mean have the
potential to be misleading.
Uncalibrated redshift error can result in an incorrectly

inferred intrinsic alignment signal or be absorbed by uncon-
strained model nuisance parameters in the likelihood analy-
sis, as suggested in [78,218]. To test that such an effect is not
occurring in the DES Y3 analysis, we include a detailed
account of the full uncertainty in the nðzÞ estimates [81].
Section X shows that approximating uncertainty in the nðzÞ
to a shift in themean leads to a consistent set of cosmological
parameters for the Y3 analysis. In this appendix, we add to
this a demonstration that the intrinsic alignment parameter
constraints are fully consistent when marginalizing over the
full shape uncertainty of nðzÞ with HYPERRANK, instead of
the approximation of the mean shift (green). Interestingly,
Fig. 18 shows the a1, a2 posteriors in the HYPERRANK

analysis are significantly tighter, though consistent. This
demonstrates that shifts in the mean have the potential to be
misleading and could bias the measurement of intrinsic
alignment parameters, a possibility we now explore.We find
no evidence that the nuisance model parameters absorb
residual observational systematics in the analysis.
In this Appendix, the robustness of the results of the

analysis to choices in the SR is also investigated. More
specifically, Fig. 18 shows the constraints on the S8
parameters, the intrinsic alignment amplitudes, a1 and a2,
and their redshift dependence, η1, when the alternative lens
sample, REDMAGIC, is used in the measurement (yellow)

FIG. 16. Intrinsic alignment consistency across redshift bins:
The posteriors for the S8 and intrinsic alignment parameters, a1
and a2, as correlations involving each redshift bin are removed.
For comparison, the fiducial result using all redshift bins is shown
in the grey shaded contours. The 68% and 95% constraints are
shown and a zero-line is marked for reference.

TABLE V. Summary of internal consistency test p̃-values. The
“PPD test” column specifies the details of the comparison. For
consistency tests, “A vs. B” indicates a comparison of observa-
tions for data A with PPD realizations for data A derived from
data B. The second column shows the calibrated p̃-value for each
test, obtained by a comparison of PPD tests on simulated data.
The third and fourth columns show the calibrated p̃-values when
PPD metrics are restricted to the ξþ and ξ− components,
respectively. These tests correspond to the parameter constraints
shown in Sec. IX. All internal consistency tests pass the
predefined (arbitrary) threshold of 0.01.

PPD test Calibrated p̃-values ξþ ξ−

Goodness-of-fit tests
Cosmic shear 0.268 0.252 0.422
ξþ 0.234 0.234 -
ξ− 0.382 - 0.382

Data splits
Bin 1 vs. no bin 1 0.357 0.196 0.759
Bin 2 vs. no bin 2 0.394 0.547 0.132
Bin 3 vs. no bin 3 0.014 0.041 0.070
Bin 4 vs. no bin 4 0.427 0.376 0.614
Low-z vs. High-z 0.993 0.992 0.974
High-z vs. Low-z 0.207 0.324 0.282
Large vs. small scales 0.660 0.646 0.441
Small vs. large scales 0.083 0.068 0.332
ξþ vs. ξ− 0.601 0.601 -
ξ− vs. ξþ 0.422 - 0.422
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instead of the fiducial MAGLIM (green). In addition,
a ΛCDM-Optimized case that includes smaller-scale mea-
surements and neglects SR is shown in black. While this
method has been validated in a simulated framework [83],
here, the stability of the data constraints is demonstrated:
The S8 and intrinsic alignment posteriors are consistent. In
all variations tested, the a1 amplitude is consistent with zero,
with the fiducial MAGLIM result finding the most negative
value. The “ΛCDM-Optimized, no SR” case, that does not
depend on either lens sample, or the SR method is centered
on a1 ¼ 0.
Furthermore, Fig. 18 shows the consistency of the

constraints when large-scale (LS) SR are used (red). The
fiducial SR measurements use small angular scales to
compute the ratios, which can be subject to systematics
in the modeling of nonlinear galaxy bias, baryonic effects,
and intrinsic alignments. The LS-SR measurements are
assumed to be independent of those from the small scales.
For this consistency check, we assume any cross-covari-
ance between the LS-SR and the cosmic-shear measurements
is negligible. The results are found to be consistent,
demonstrating the robustness to these modeling effects,
with the LS-SR preferring a slightly higher value of S8, and

a1 and a2 values closer to zero. Overall, the cosmic shear S8
and intrinsic alignment posteriors are robust to the inclu-
sion of SR, as well as the lens sample and scales used in that
method.

APPENDIX E: THE UNBLINDING PROCESS

After unblinding the cosmological parameters, two
updates to the analysis were made that marginally impacted
the results of this work: a standard, planned update to the
covariance matrix to the “3 × 2pt” best-fit parameters, as
well as a change of the fiducial lens sample, from
REDMAGIC to MAGLIM, which impacts the SR method
(see Ref. [104] for a discussion). While the use of either
of the two SR give consistent cosmological constraints, it
does shift the S8 parameter by 0.3σ. This is primarily
attributed to a shift in the intrinsic alignment a1 − a2 space,
as demonstrated in Fig. 18 (the difference between the
green and yellow contours) and discussed in more detail in
Appendix D.

APPENDIX F: COSMOLOGICAL PARAMETERS

The 1D posteriors for the full ΛCDM cosmological
parameter space is shown in Fig. 19. While the DES

FIG. 18. Stability of S8, the intrinsic alignment model param-
eters, a1, a2, η1, when including additional information: The
filled green contours show the fiducial analysis, which includes
SR measured with the MAGLIM sample, consistent with one that
includes SR measured with the REDMAGIC lens sample (yellow).
Using the large-scale-only MAGLIM SR (red), tests the robustness
of the modeling along with the result incorporating the ΛCDM-
Optimized cosmic shear without any SR (black). In addition, the
fiducial HYPERRANK result (blue) modulates the shape of the nðzÞ
and finds more constraining a1 − a2 posteriors that are consistent.

FIG. 17. Stability of redshift uncertainty posteriors, Δz, from
the cosmological-inference chains, with the varying redshift
methods and modeling. The filled grey contours correspond to
the priors, listed in Table II. The fiducial analysis (green) is
compared to decreasing complexity in methodology, removing
the SR, “SOMPZ+WZ” (red), the clustering redshift likelihood
“SOMPZ only” (yellow), as well as the translation of HYPERRANK
parameters to Δz (blue), when the uncertainty in the full shape of
the nðzÞ is accounted for. While the approximation of the
uncertainty as a shift in the mean does not impact S8 at
the precision of this analysis, a substantial shift in the mean of
the nðzÞ can compensate for a change in shape, as seen in bin 3.

A. AMON et al. PHYS. REV. D 105, 023514 (2022)

023514-38



constraint on As is weak, it is interesting that there is
no evidence for a discrepancy with Planck in this
parameter. We find no significant constraints beyond

the prior imposed on the parameters Ωb, H0, ns, and Ωνh2.
The priors for all six parameters are listed in
Table II.

FIG. 19. The posteriors for a subset of the ΛCDM cosmological parameters for the fiducial and ΛCDM-Optimized analyses.
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