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Higgs boson tagging with the Lund jet plane
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We construct a procedure to separate boosted Higgs bosons decaying into hadrons, from the background
due to strong interactions. We employ the Lund jet plane to obtain a theoretically well-motivated
representation of the jets of interest and we use the resulting images as the input to a convolutional neural
network classifier. In particular, we consider two different decay modes of the Higgs boson, namely into a
pair of bottom quarks or into light jets, against the respective backgrounds. For each case, we consider both
a moderate- and high- boost scenario. The performance of the tagger is compared to what is achieved using
a traditional single-variable analysis which exploits a QCD inspired color-singlet tagger, namely the jet

color ring observable.

DOI: 10.1103/PhysRevD.104.055043

I. INTRODUCTION

High-energy collision events at the CERN Large Hadron
Collider (LHC) are characterized by copious hadronic
activity. Not only protons are strongly-interacting, but also
elementary particles produced in their collisions often carry
color charges, resulting into final-states characterized by
many hadrons. One powerful way to deal with the complex
environment of hadronic activity at the LHC is to note that
final-state hadrons tend to be produced in fairly collimated
sprays, along directions that we can think of as being the
ones of the originating hard (i.e., with large transverse
momentum) particles. These collimated sprays of hadrons
are called jets.

The vast majority of high transverse-momentum (py)
jets are QCD jets, i.e., they originate from the fragmenta-
tion of a high-p; parton (a quark or a gluon). However,
every particle that decays hadronically can, if sufficiently
boosted, give rise to a collimated spray of hadrons, which is
reconstructed as a jet. Therefore, one key aspect in the
context of LHC phenomenology is to correctly identify the
nature of the particles originating these jets. This endavor is
often referred to as jet tagging. For example, top quarks,
electroweak gauge bosons, and the Higgs boson, if pro-
duced at high-p;, can be identified using jet tagging
techniques. These algorithms can also be applied in
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searches for new physics. Therefore, every tiny gain in
jet tagging efficiency is important for both for measure-
ments and new physics searches at the LHC. Tremendous
progress over the past decade (see, e.g., [1]) has led to the
development of jet substructure techniques, including
tagging algorithms, that are very efficient in distinguishing
signal jets from background ones, where the latter ones are
often QCD jets. Furthermore, the application of field-
theory methods to jet physics has provided us with a
deeper understanding of jet substructure. This, in turn, has
allowed us to develop algorithms that are not only efficient,
but robust.

In the last few years a complementary approach to jet
substructure has risen to prominence. The rapid development
of machine-learning (ML) techniques is deeply changing the
way particle physics analyses are conducted. In recent years,
many groups have been exploring the potential of ML in the
context of LHC phenomenology. There have been several
suggestions, ranging from top tagging [2], constraining
Wilson coefficients of higher dimensional operators in
effective field theory (EFT) framework [3—6], quark-gluon
tagging [7], model agnostic new physics searches [8], jet
substructure [9], likelihood encoding [10] and many others.
In addition, there is a continuous effort to adapt these
techniques for the various steps of data analysis, i.e., trigger,
event reconstruction, particle identification, heavy flavor
tagging, jet tagging, and signal and background classification
(for recent reviews see, e.g., [11,12]).

In the context of jet substructure, classification algo-
rithms that exploit deep neural networks (NN) have been
shown to often out-perform the more traditional tagging
techniques, which indeed can be thought of as lower-
dimensional projections of the complex sets of inputs that
are fed to the NN (see, e.g., [13]).
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One intriguing aspect of ML techniques is their ability to
make data-driven decisions without using the prior knowl-
edge of the underlying theory. This has sparked an
interesting debate on whether one should take a rather
agnostic approach and favor raw data, such as particles’
kinematics, as inputs to NN, or whether one should make
good use of the expert-knowledge developed thanks to our
theoretical understanding of the underlying physical proc-
esses, and therefore exploit higher-level, theory-inspired,
objects as inputs to the NN.' In this context, particle physics
in general, and jet physics in particular, find themselves in a
rather unique position to address these types of questions,
because, thanks to the Standard Model, we have a deep
understanding of the physical processes we are studying. For
instance, we can make use of this knowledge to better
understand what kind of information ML classifiers are
exploiting [9,14]. Therefore a growing number of studies that
combine the power of ML classification with theory-inspired
variables has appeared in recent times. These include the use
of N-subjettiness variables [15-17], energy flow variables
[18,19], two-point energy correlations [20], and jet charge
[21] for multiprong jet tagging.

A very interesting observable, both in the context of
boosted object tagging as well as Standard Model mea-
surements is the Lund jet plane [22]. Similarly to calo-
rimeter jet images [23,24], the (primary) Lund jet plane is a
two-dimensional representation of a jet. However, differ-
ently to the calorimetric approach, which constructs images
in the pseudorapidity-azimuth (7, ¢) plane, the Lund jet
plane image is given in terms of kinematic variables that
better describe the emissions in the jet. By construction, the
Lund jet plane allows one to separate different physical
effects. Indeed, the Lund plane was originally designed to
describe the way phase-space is filled by Monte Carlo
parton-showers. It is also often used in the context of
analytic resummation. Recently, the all-order structure of
the Lund jet plane density has also been computed [25].
The Lund jet plane has been used together with long short-
term memory (LSTM) networks and, more recently, with
graph neural networks for W boson and top tagging [22,26].
It is also a plausible choice for event generation using
generative models [27]. Lund basis for the jet declustering
history is also used in the context of unsupervised new
physics search method [28]. From the experimental side, the
Lund jet plane density has been measured by the ATLAS [29]
and ALICE [30] collaborations.

In the following, we will study the performance of the
Lund jet plane in the context of boosted Higgs boson
identification. We shall consider both the decay of the
Higgs boson in a pair bottom (b) quarks that subsequently
fragment into two b-(sub)jets, henceforth H — bb, and the

'We note that a comparison between different approaches has
been recently performed in the context of top-tagging [2].

decay of the Higgs boson into light (sub)jets, hence-
forth H — gg.

The Lund jet plane offers us the opportunity to address
interesting theoretical questions and simultaneously pro-
vides good classification performance. In particular, we are
going to use the primary Lund plane, which is a proxy for the
two-dimensional phase space of the leading emission in the
jet. Resulting Lund jet plane images for signal and back-
ground are used as inputs to a convolutional neural network
(CNN). CNNs are known to be very efficient for image
datasets. However, they have been mostly tested in cases
where images are constructed, unlike our case, from raw
data or, in other words, unprocessed dataset. Within the
high-energy physics community, CNNs are showing
exciting potential for instance, in the context of top
tagging [31,32], dark matter searches (see, e.g., [33,34]),
disentangling Higgs production modes [35], and anomaly
detection [36].

We believe that this study is an interesting addition to the
rather extensive literature on ML-based Higgs taggers.
Some of these methods exploit low-level inputs to construct
jet images and use CNN [37-40] or interaction networks
[41]. Other approaches combine the use of NN with N-
subjettiness and related variables [42,43]. The potential of
ML techniques has also been explored for a better
reconstruction of the Higgs (decaying to bb) for the
trilinear coupling measurements [44,45]. Other ML based
Higgs studies involve, for instance, disentangling Higgs
production modes [35], invisible Higgs decay [46], Higgs
width measurement[47], Higgs cascade decay [48], bottom
Yukawa couplings [49].

The primary aim of this work is to explore the Lund jet
plane tagging performance for the boosted Higgs boson
decays H — bb and H — gg. The main backgrounds to
these processes are given, respectively, by high transverse-
momentum jets that are doubly b-tagged, mostly driven by
g — bb splittings, or by generic light jet production (j).
Therefore, we can view Higgs tagging as an example of a
more general problem that aims to identify color-singlet
states that are decaying hadronically from states that belong
to other representations of the SU(3) color group. Recently,
the jet color ring [50] observable was proposed for color-
singlet identification. This observable was derived using
ratios of signal and background matrix elements, in the soft
limit. By construction, the jet color ring is monotonic with
respect to the likelihood ratio and therefore, it represents an
optimal tagger, given the approximations made in its
derivation. Indeed, it was found [50] that this simple
observable offers good tagging efficiency for H — bb.
However, it fails miserably when considering the H — gg
case. In this study, we compare the tagging efficiency
obtained with the Lund jet plane to the jet color ring, with
the aim of identifying better ways to harvest the informa-
tion on color radiation, in order to build efficient taggers.

This paper is organized as follows. In Sec. II, we describe
the main building blocks of this work including the analysis
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set-up. Sections IIT and IV are devoted to the H — bb and
the H — gg analyses, respectively. We perform our studies
in two different kinematic region: moderate-boost
(pr > 250 GeV) and high-boost (pr > 550 GeV). We
summarise our results in the last section.

II. ANALYSIS STRATEGY

Before discussing the details of our analyses, we
describe the two main theoretical building blocks of the
work, i.e., the Lund jet plane and the jet color ring.

A. Lund jet plane

The idea of constructing a Lund plane for an individual
jet was proposed a couple of years ago in Ref. [22]. That
work sparked new interest in the use of the Lund plane in
jet physics, beyond its traditional application for the
description of the emissions’ phase space, primarily in
the context of parton showers and resummation.

The Lund jet plane is a physically motivated, QCD-
driven, representation of a jet. It is formed parsing back-
wards the Cambridge-Aachen (C/A) [51,52] clustering
history of the jet. The procedure starts by undoing the
final clustering step and by recording the kinematics of the
splitting. The primary Lund jet plane is obtained by
iterating the above procedure, always following the hardest
branch in each splitting. The most useful representation of
the recorded information is given in terms of a double-
logarithmic plane. Following [22], we choose as variables
the azimuth-rapidity separation of the branches involved in
the splitting and the transverse momentum of the emission
with respect to the emitter.” Although other representations
are possible, the (In4,In G’;—‘V) plane has the advantage
of a clear separation between different physical effects,
such as collinear (A ~0) from large-angle (A ~ 1) emis-
sions, and perturbative (k, > 1 GeV) from nonperturba-
tive (k; <1 GeV).

B. Jet color ring

The jet color ring (O) [50] is a color-singlet tagger for
boosted two-prong decays. It is defined as

(1)

where a and b are primary subjets (i.e., the leading subjets
or the subjets that have been tagged according to the
decay’s properties, e.g., b-tagged), while k is leading
remaining subjet. This third subjet is taken as a proxy
for soft-gluon emission in the jet. As before, A measures

*Given the splitting p — p,pp, with py, > py,, we consider
p, to be the emission and p the emitter, while

A= \/(¢a - ¢b)2 + (ya _yb)z-

the separation, in the rapidity-azimuth plane, between the
subjet pairs. Color conservation dictates that a and b are
color-connected if the decaying state is a color-singlet. In
such case, k will be predominantly emitted in between the
legs of the ab dipole and, as a result, the distribution of the
color ring will be peaked at small O.

Both the Lund jet plane and the jet color ring receive
their inspiration from a first-principle analysis of the
physical process we are interested in. However, it is clear
that the Lund jet plane provides us with more information
than the jet color ring. The Lund jet plane is a two-
dimensional representation of the jet of interest, in which
each splitting is mapped into a point of the (Ing,In G]Zv)
plane. On the other hand, the color ring is a more standard,
and much simpler, jet observable, which associates a jet to a
single value of O. In the following, we will compare the
tagging performance of the Lund jet plane, used as the input
to a CNN, and of a much simpler tagging strategy based on
just the jet color ring. On the one hand, we are interested in
exploring possible gain brought by the Lund jet plane and
the use of ML in the H — bb case, where we know we can
already achieve good performance using the jet color ring.
On the other hand, we also want to study the H — gg case,
where the color ring offers essentially no discrimina-
tion power.

C. Simulation setup

We now discuss the methodology of our work. First, we
discuss the event generation setup, then the analysis cuts
and the steps to construct our observables of interest.
Finally, the generic features of the CNN architecture are
described.

1. Event generation

We use MadGraph 2.7.2 [53] to generate the events for
signal and background processes at /s = 14 TeV for both
the H — bb and H — gg analyses. The considered signal
process is pp — ZH where Z — u*yu~ and H — bb or gg.
Background processes are Zbb and Zjj for the H — bb
and H — gg analyses, respectively. A generation-level p7"
cut of 200 and 500 GeV is imposed for the moderate- and
high-boost scenarios, respectively. Further cuts on pseudo-
rapidity of leptons (|r7;| <2.5) and jets (|n;| < 5.0) are
imposed. PYTHIA 8 [54,55] is used to simulate the parton-
shower and the hadronization process. We consider the
particles with |n| < 5 to form jets.

We cluster jets using the anti-k, algorithm [56] with
R = 1.0, using its implementation in FASTJET 3.3.3 [57].
The large jet radius should ensure that the decay products of
Higgs are reconstructed in a single jet, in both boosted
scenarios. Hard muons from the Z boson decay are excluded
from the clustering. We further check jet-lepton separation.
The leading jet of pr > 250 GeV (pr > 550 GeV for the
high-boost benchmark) is considered for further analysis.
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Following standard practice, jets with an invariant mass close
to the Higgs mass are considered. In particular, we keep
signal and background jets with (110 < m; < 140 GeV).
The Lund jet plane and the jet color ring are then measured on
the leading jet, as will be detailed below.

We note that the analysis efficiency is different for the
signal and background processes as well as for the different
pr values considered here. Consequently, the total number
of events generated differs in all the cases and a large
enough samples are generated in order to obtain at least
100 K events for each case.

2. Constructing the jet color ring

In order to construct the jet color ring, we further need to
identify subjets within the leading jet.

Following Ref. [50], we consider charged particles with
pr > 500 MeV and || < 5, and construct R = 0.2 track jets
using the anti-k, algorithm. Track-jets with p; > 5 GeV and
A < 0.8 with respect to the leading jet are considered as
inputs for the jet color ring. For H — bb analysis, these
track-jets are further identified as b-jets or light-jets. Here, we
employ a very crude approximation for the b-tagging
procedure. We use the truth information of b-partons and
calculate the A separation of track jets with b-partons. If
Aj, <0.20r Ay < 0.2 then we b-tag them.

3. Mapping events to the Lund jet plane

We construct the primary Lund plane of the leading jet
for the same events that pass the selection cuts described for
the jet color ring. First, we recluster the leading jet using the
C/A algorithm with the maximum allowed jet radius. The
Lund generator module of the FASTJET CONTRIB code is
used to get the Lund coordinates of the declustering of C/A
jet. The primary plane images are created using In(1/A)
and In G]::tV of the declustering history of the hardest branch,
as described above. In particular, in order to construct the
image, we choose 25 by 25 pixels for both coordinates.
Only the pixels corresponding to the declustering history
are turned on. This way, image pixels have mainly two
values either 1 or 0 and we do not need to normalize the
data before using it for the CNN.

4. CNN architecture

We employ convolutional NN for the signal-background
classification, using the Lund plane images dataset. KERAS
[58] package is used for the CNN implementation. The
CNN architecture is optimized for each benchmark. We use
a balanced dataset of 200 K events for all the benchmarks.
Each dataset is divided into 60:20:20 proportions for
training, validation and test set. In this section, we mention
the generic setup and details of the architecture which are
common for all the benchmarks. A cartoon of the archi-
tecture is shown in Fig. 1. We find that CNN with 4
convolutional layers of filter size 3 is the best choice for all

Conv2D Ny
NF X NF

Conv2D N»
NF X NF

Pooling | Dropouts

Conv2D N3
NF X NF

Dropouts

Conv2D Ny
NF X Np

Pooling | Dropouts

Dense Layer N,

Predictions

FIG. 1. This is a schematic diagram of the CNN architecture
used. Here N;,i = 1, ..., 4 are the number of filters in each layer,
Ny is the filter size and N,, is the number of neurons used in the
flat layer.

cases. The number of filters for the convolutional layers is
different in each case. After the convolutional layers, we
have a flat layer with 800 neurons in all the cases. After the
second and fourth convolutional layer, a pooling layer is
used. For the robust training of the CNN, the down
sampling of the feature maps is achieved by the pooling
layers. For the pooling layer we used the Max Pooling
function. Another hyper parameter in the training is
dropouts.3 We also turned on the dropout option with
different strengths after the second, third and fourth
convolutional layers. Further nonlinearity is introduced
in the model by using activation function “relu.” We use
cross-entropy loss function. CNN training model param-
eters are updated using Adam optimizer [59] to minimize
the loss function. Since for each dataset CNN architecture

Ttis a type of regularization to avoid overfitting by dropping
some connections in the network.
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FIG. 2. The first and second columns show primary Lund jet plane images (averaged over 100 K events) for H — bb and g — bb
events, with jet py > 250 GeV (upper panel) and pr > 550 GeV (lower panel). The image resolution is 25 x 25 for these images. The
third column shows the normalized jet color ring distributions for the H — bb and g — bb events with jet p; > 250 GeV and
pr > 550 GeV. In all cases, only jets with invariant mass m; € [110, 140] GeV are considered.

is optimized separately, further details about batch sizes and
epochs and other information regarding the CNN will be
mentioned later, in the respective sections.

III. ANALYSIS H — bb

In this section we discuss the H — bb analysis. As
previously mentioned, we are going to consider two
scenarios: moderate-boost and high-boost. We will refer
to the lower transverse momentum case as benchmark point
1 (BP1), while the high-transverse momentum one will
be BP2.

A. Moderate-boost scenario

First, we analyze the moderate-boost scenario, where we
require the transverse-momentum of the selected jet to be
pr > 250 GeV. As discussed in Sec. II, we construct the
primary Lund jet plane and the color ring observable, event
by event. Averaged primary Lund jet plane images are then
obtained considering 100K events. The resulting images

are shown in the first row of Fig. 2, for signal jets (on the
left) and background jets (in the center). The dominant
differences between the Higgs image and the background
one is clearly visible for large A and high k, (lnG% ~4.5).
Jet color ring distributions are instead shown in the third
column of Fig. 2. Both signal and background distributions
are normalized to unity. We note that signal events mainly
populate the O < 1 region, while the background distri-
bution is flatter, as expected.4

We use CNN for the Lund jet images dataset to perform
the binary signal-background classification. The optimized
CNN architecture has 4 convolutional layers, with filter size
3 and one flat layer with 800 neurons. The number of filters
used is 16, for the first two convolutional layers, and 32 for
the third and fourth layer. We use a batch size of 1000 and
15 epochs, i.e., the number of times the total dataset is

“Up to small differences in the simulation setup, our color ring
distributions are in good agreement with the ones obtained in
Ref. [50].
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FIG. 3.
considering jets with invariant mass m; € [110, 140] GeV.

shown to the network, for CNN training. We did not need to
train for a larger number of epochs because CNN trains
faster than other deep learning methods. See Table I for
more details of architecture (BP1). The receiver operating
characteristic (ROC) curves for CNN classification and for
the color ring are shown in Fig. 3, on the left. For the color
ring case, we vary the threshold in small steps, considering
the signal (background) below (above) the threshold, and
calculate the signal efficiency and false positive rate for
each value of the threshold to get the ROC curve.

A standard metric used to assess the classification
performance is the area under the ROC curve (AUC).
With our definition of ROC curves, optimal performance
corresponds to AUC = 0. In the following we will use the
metric A = 1 — AUC, where now A = 1 corresponds to
optimal performance. We find that the performance of the
CNN using the Lund jet plane dataset is 3% better than the
single-variable approach using the color ring observable.
Assuming that the optimization of the CNN has been
performed appropriately, the rather small improvement can
be explained by the already good performance of the jet
color ring, which was originally designed as an optimal
color-singlet tagger.

B. High-boost scenario

We consider the second, boosted, scenario, with the
leading jet transverse momentum required to be
pr > 550 GeV. With the exception of the generation-level
P4 and leading-jet p7 cutin the analysis, all the set-up is the
same as in the previous case. The overall analysis selection
efficiency for the background events is higher in this case as
compared to the previous case. The averaged (over 100 K
events) primary Lund jet plane images for the signal and

Z H(bb) vs Zbb

101 —— Lund Plane (A = 0.94) R
~—— Color Ring (A = 0.87) //
4
0.8 4 e
4
4
5:: 4
8 A
o 0.6 %4
= pr > 550 GeV /
g 110 < my < 140 GeV,”
S /
o 0.4
2
=
=
0.2 4
0.0 1

0.0 0.2 0.4 0.6 0.8 1.0
Signal efficiency

ROC curves for CNN using the Lund jet plane images and for color ring for both the benchmarks of the H — bb analysis

background, with jet mass cut 110 < m; < 140 GeV, are
shown in the second row of Fig. 2.

The most prominent difference in the signal image, with
respect to the moderate-boost scenario, is the shift of the
high-k7 patch toward smaller values of A, and hence larger
values of —In A. This happens because the decay products
of the Higgs boson tend to be more collimated. The
background image also noticeably changes with respect
to the lower-pr case. The color ring signal and background
distributions are shown in the lower right column in Fig. 2.

The CNN architecture details are mentioned in the
Table I under BP2 column. This architecture has a lesser
number of filters in the third and fourth convolutional layer
than compared to the moderate-boost scenario. In the right
panel of Fig. 3, we show the ROC curves for the CNN
predictions for the Lund images and for the color ring
observable. In this case, the classification accuracy of the
Lund plane + CNN combination is significantly better
(7%) than the single-variable approach using color ring
observable. The color ring 4 is 0.02 more than the one of
BP1, but the CNN classification accuracy is 6% better than
the moderate boost case.

IV. ANALYSIS H - gg

We now move to analyze the other decay channel of the
Higgs boson considered in this study, namely the light-jet
final-state. This is a very challenging decay channel and, as
mentioned earlier, the jet color ring is known to perform
poorly in this context.

We use the same tools to simulate the events for H — gg
benchmark as in the previous case except the model used in
MadGraph. This decay mode of Higgs is mediated by the
heavy quark loop and H — gg effective coupling is
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FIG. 4. The first and second columns show primary Lund jet plane images (averaged over 100K events) for H — gg and Zjj events,
with jet p;y > 250 GeV (upper panel) and py > 550 GeV (lower panel). The image resolution is 25 x 25 for these images. The third
column shows the normalized jet color ring distributions for the H — gg and Zjj events with jet py > 250 GeV and p; > 550 GeV. In
all cases, only jets with invariant mass m; € [110, 140] GeV are considered.

implemented in HEFT model [60]. For consistency, we use
the same model to simulate the background events, i.e.,
pp = Z(u ™) + jj. In this section, we follow the same
ordering as H — bb analysis, i.e., first p; > 250 GeV
(BP3), and followed by pr > 550 GeV (BP4).

A. Moderate-boost scenario

Using the analysis setup of Sec. II, we form a primary
Lund jet plane and color ring for signal and background
events. The averaged Lund jet plane images and color ring
distributions are shown in the first row of Fig. 4 for the
pr > 250 GeV benchmarks. We start by considering the jet
color ring. Similarly, to the H — bb analysis, the signal
distribution is falling sharply, i.e., signal events mainly
populate in O < 1 region, in accordance to our expectation
for color-singlets. However, as it was found in Ref. [50], the
behavior of the background distribution is very different
from the corresponding H — bb case and it is in fact almost

overlapping with the signal distribution. In this case,
several possible color configurations are contributing,
while the previous g — bb case was characterized by the
octet configuration.

It is then interesting to check whether the Lund jet plane
can instead highlight differences between signal and back-
ground in H — gg. As we can see from the first two plots in
Fig. 4 this is indeed the case. We can make a more
quantitative statement about the tagger performance by
looking at the ROC curves for the Lund jet plane+
CNN and color ring. This is done in Fig. 5, on the left.
Then CNN using Lund jet plane dataset provides very good
classification performance, while the color ring ROC is very
poor, close to the random classifier.

B. High-boost scenario

A very similar picture holds for the high-boost scenario,
pr > 550 GeV case. Corresponding results are reported in
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FIG. 5. ROC curves for CNN using the Lund jet plane images and for color ring for both the benchmarks of the H — gg analysis

considering jets with invariant mass m; € [110, 140] GeV.

ZH(bb) vs Zbb

B Lund Plane
1.0 1 I Color Ring

pr > 250 GeV pr > 550 GeV

ZH(gg) vs Zjj

I Lund Plane
1.0 1 = Color Ring

0.8

0.2 1

0.0 -
pr > 250 GeV

pr > 550 GeV

FIG. 6. Left: Higgs signal and background classification performance comparison using color ring and Lund plane + CNN
combination for the H — bb analysis. Right: same comparison for the H — gg analysis.

the second row of Fig. 4. In particular, the differences in the
averaged Lund jet plane images are clearly visible by eye.
For instance, as in the H — bb case, there is a bright patch
at high k,. Lund jet plane and color ring ROC curves for this
benchmark are shown in Fig. 5, on the right.

V. CONCLUSION AND OUTLOOK

In this work, we have studied the primary Lund jet plane
in the context of tagging hadronically decaying Higgs
bosons, in the boosted regime, where the Higgs’ decay
products are reconstructed into a single large-radius jet. In
particular, we have considered two challenging, but crucial,

decay channels: the heavy flavor (bottom) one and the
Higgs decay into light jets. We have concentrated on two
transverse momentum benchmark scenarios, namely mod-
erate and high boost of the Higgs boson.

Inspired by previous work on W and top tagging using
the Lund jet plane [22,26], we have built images that are
used as inputs to a convolutional neural network for
classification. We have compared the performance of this
tagger to a more standard approach: a single-variable
analysis that exploits a theoretical-motivated observable,
namely the jet color ring.

Our findings, for different transverse momentum scenar-
ios, are summarized in Fig. 6, for the H — bb and H — gg
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analysis, respectively. We have taken A =1— AUC as
figure of merit to assess the taggers’ performance. We can
see that the Lund jet plane and CNN combination has the
best separation power for all the benchmarks studied. Its
performance is equally good for H — bb and the H — gg
analyses, thus providing us with some confidence about its
robustness. This is in stark contrast with the jet color ring,
which almost equals the CNN performance in the H — bb
case, while fails completely for the H — gg process. We
note that the difference between the AUC for CNNs and
color ring cases is higher for the high-boost case, in both
analyses.

Despite the fact that raw information from the jet (or
even particles’) kinematics can serve as inputs to ML
algorithms, the use of the Lund jet plane is intriguing from
a theoretical perspective. It provides a physically-motivated
picture of a jet that can be naturally used as input to a NN.
At the same time, the Lund jet plane can be described with
perturbative field theory. Indeed, the Lund plane density
has been recently computed in QCD, for light jets [25]. It
would be extremely interesting to perform analogous
calculations for signal jets and b-jets, in order to shed
light on the taggers’ performance, as it was done, for
instance, in the case of single-variable taggers almost a
decade ago, e.g., [61-63].

Furthermore, one important feature of the Lund jet
plane, especially when expressed in terms of the variable
k,;, as in our case, is that it makes the separation between
regions dominated by perturbative and nonperturbative
physics rather clear. If we assume that the latter is
characterized by energy scales corresponding to relative
transverse momenta of the order of 1 GeV, then the
boundary between the two regions is a straight, horizontal
line at In(k,/GeV) = 0. Even by eye, we note that, in all
the cases considered in this study, the bulk of the differ-
ence between signal and background Lund jet plane
images is found above this horizontal line. Thus, we
expect that the CNN is mostly exploiting perturbative
information. We have confirmed this intuition by perform-
ing an analysis where we input to the CNN only the upper
section of the Lund jet plane, i.e., In(k,/GeV) > 0. We
have found the difference between the values of A in the
two cases to be below the percent level.”

Finally, in this work we used simulated data without
incorporating detector effects. In a realistic situation, we
expect some degradation in the reported results. It would be
then important to study the resilience [64] of the color ring

*We thank Andrew Larkoski for suggesting this study.

and of the Lund jet plane against this type of contributions.
On the other hand, one could improve the performance
of the taggers by exploiting more information from
the clustering history. This can be achieved, for instance,
by going beyond the primary plane approximation.
Furthermore, the use of other ML architectures, such as,
e.g., graph neural networks, may lead to a further gain in
the classification performance [26]. We plan to explore
these directions in the future work.
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APPENDIX: CNN ARCHITECTURES

The main structure of the architecture (see Fig. 1) is the
same for all cases. For each benchmark, we ran several
models with different choices of hyper-parameters and
presented the result for the best ones, which we call
optimized models. As an example, model training curves
for BP1 and BP2 are shown in Fig. 7. Since all benchmark
datasets share some common features, the resulting opti-
mized architectures are also quite similar. We optimise the
architecture for each benchmark because our purpose is to
see the maximum performance gain over the single variable
case. Thus, even if in an actual experimental analysis, one
decides to use one model for all the data (which means for
all the benchmarks considered here), we do not expect
significant reduction in the classification performance. In
Table I, we include all the details about the architecture for
each benchmark. The first two benchmarks are for the
H — bb analysis and last two are for the H — gg analysis.
They are ordered by p; of the leading jet. N, N,, N3, and
N, are the number of filters in the first, second, third and
fourth convolutional layer, respectively. A filter size of
3 x 3 is used in all the cases. Further filter movement to
analyze the image is controlled by the stride parameter,
which we choose as one unit along both directions. In all
the cases, we zero padded the images at third and fourth
layer in such a way that the input and output image
dimensionality remains the same.
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FIG. 7. CNN training curves for BP1, on the top, and for BP2, at the bottom.

TABLE I. CNN architectures used for different datasets.

BPI BP2 BP3 BP4
N, Conv2D 16 16 16 16
N, Conv2D 16 16 16 16
Dropouts 0.25 0.05 0.20 0.20
N3 Conv2D 32 16 16 32
Dropouts
N, Conv2D 32 16 16 32
Dropouts e 0.05 0.30 0.30
Flat layer 800 800 800 800
Epochs 15 15 20 20
Batch size 1000 1000 800 700
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