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The search of new physics (NP) beyond the Standard Model is one of the most important tasks
of high energy physics. A common characteristic of the NP signals is that they are usually small
in number and kinematically different. We use a model independent strategy to study the phenomenology
of NP by directly picking out and studying the kinematically unusual events. For this purpose, the
isolation forest (IF) algorithm is applied, which is found to be efficient in identifying the signal events
of the anomalous quartic gauge couplings (aQGCs). The IF algorithm can also be used to constrain the
coefficients of aQGCs. As a machine learning algorithm, the IF algorithm shows good prospects in future
studies of NP.
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I. INTRODUCTION

Despite the great success of the Standard Model (SM),
there are still many unanswered questions making the
search for new physics (NP) beyond the SM a very
important issue [1]. Except for a few cases that are known
or suspected to deviate from the SM [2], in most cases the
experiments are in good agreement with the SM. The
search of NP is to look for a small number of anomalies in
the vast amount of experimental data. Meanwhile, the
kinematic features of the events induced by NP are usually
different from the SM, which is the reason that event
selection strategies (ESSs) are commonly applied in the
phenomenological studies of NP. From the perspective of
the SM effective theory (SMEFT) [3], that is because the
signals are induced by new interactions different from the
SM. It follows that the search of NP is to search the events
which are ‘few and kinematically different’. In this paper,
we make use of the above features of NP and use a model
independent strategy to directly search for kinematically
unusual events.
This strategy has the advantage that it can be applied

generally; taking the SMEFT for example, is also a model
independent way to search for the NP signals. For one
generation of fermions, there are 895 baryon number
conserving dimension-eight operators [4,5], and

kinematic analysis needs to be done for each operator.
Compared with the SMEFT, our strategy is independent of
the operators. Except for that, unlike the search of NP in a
process which may turn out to be a wasted effort, the
kinematically unusual events are always worth attention
even if they are not from NP. They could be faults in the
experiments, or they could be the rare processes allowed
by the SM.
As an example, we use our strategy to study the

anomalous quartic gauge couplings (aQGCs) [6], which
are modifications to the SM gauge interactions intensively
studied [4,7,8]. aQGCs can be contributed by many NP
models such as Born-Infeld theory, composite Higgs,
warped extra dimensions, two Higgs doublet models,
Uð1ÞLμ−Lτ

, and axionlike particles [9,10]. Since dimen-
sion-six operators cannot contribute to aQGCs independ-
ently [4], we concentrate on the dimension-eight
operators. A recent study shows that the dimension-eight
operators are important in the convex geometry point
of view to the SMEFT space [11]. Besides, there are
cases sensitive to dimension-eight operators because the
contributions from dimension-six operators are absent
[9,12,13]. In the case of anomalous gauge couplings,
aQGCs can lead to richer helicity combinations than
dimension-six anomalous trilinear gauge couplings
(aTGCs) [14]. aQGCs can originate from tree diagrams
while dimension-six aTGCs are generated by loop dia-
grams [15]. Consequently, while the SMEFT has mainly
been applied with dimension-six operators, the importance
of dimension-eight operators has been pointed out in many
previous studies [5,6,12].
The search of ‘few and kinematically different’ events is

in fact an anomaly detection (AD), the applications of
which in high energy physics (HEP) are developing
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extensively recently [16]. AD is suitable for machine
learning (ML), which has been used in various aspects of
HEP [17]. When it comes to AD, there are many
algorithms such as autoencoder [18–20], multivariate
Gaussian mixture model [20,21], deep support vector
data description [19,22], and isolation forest (IF)
[19,20,23]. We use the IF algorithm because the mecha-
nism behind IF algorithm is transparent, it merely iden-
tifies the points which are few and far away from the
others. Moreover, it is expected to perform better with
fewer signal events, and it is efficient to apply and easy to
implement. We find that the IF algorithm works as an
automatic ESS and can identify the signal events very
well. Besides, IF algorithm can also be applied to
constrain the parameters of NP models such as the
coefficients of aQGCs, therefore it has a lot of potential
in the future studies of NP.
The rest of the paper is organized as follows. In Sec. II

we briefly introduce the IF algorithm. In Sec. III, the
application of IF algorithm on detecting the signals of
aQGCs is presented. Section IV is a summary.

II. A BRIEF INTRODUCTION OF
ISOLATION FOREST

IF algorithm is an algorithm with linear complexity
designed for detection of point anomalies. It makes
use of the fact that the anomalies are ‘few and different’.
It can be applied for multidimensional data efficiently.
We briefly introduce the IF algorithm following
Ref. [23].
The key step of IF algorithm is to build an ensemble of

isolation trees (ITs). The IT is a binary tree structure
randomly generated to isolate every single point.
Denoting each point in the data set as piðxi1; xi2;…; xiDÞ,
the construction procedure of an IT can be summarized as
follows:
(1) Put all points into a root node.
(2) Randomly select a node which has not been parti-

tioned yet.
(3) Randomly select a dimension 1 ≤ d ≤ D.
(4) Randomly set a split value minðxidÞ < x < maxðxidÞ

where i runs over all points in this node.
(5) Generate two children nodes, put the points with

xd < x into the left child, and the others into the
right child.

(6) Repeat (2) to (5) until every node is either partitioned
or is filled with only one point.

In this paper, we do not set a maximum depth for the ITs.
When an IT is generated, the path length from a leaf to the
root node can be used to determine whether the point
represented by the leaf is an anomaly. The path lengths of
anomalies are generally shorter than those of normal points.
Because an IT is constructed randomly, it can be

expected that the path lengths of points are not stable
for a single IT. Therefore, it will be more convincing to
introduce multiple ITs, together as an IF. Then the average
path lengths over the ITs can be used to discriminate the
anomalies from the normal points.
There are only two variables in this algorithm; the

number of ITs, and the size of the data set. As will be
shown later, the two variables can be made irrelevant of the
problem. More details and extensions of the IF algorithm
can be found in Refs. [23,24].

III. APPLICATION OF IF ALGORITHM ON THE
SEARCH OF AQGCS

The IF algorithm can be applied in many different NP
models. In the absence of clear signs for NP, we use the
detection of aQGCs as an example.

A. aQGC signals in the process pp → jjl+l− νν̄
The vector-boson scattering (VBS) processes at the LHC

are very suitable for searching for the existence of aQGCs
[4,25]. They have been extensively studied by both the
ATLAS group and the CMS group, and the effort will
continue with future runs of the LHC. After the first
evidence of VBS processes at the LHC found in 2014
[26], a number of experimental results of VBS processes
have been obtained [14,27].
Recently, the evidence of exclusive or quasiexclusive

γγ → WþW− processes have been found [28]. As an
illustration, we concentrate on this process at

ffiffiffi
s

p ¼
13 TeV. The next to leading order QCD corrections to
the process pp → WþW−jj have been computed [29],
and the K factor is found to be close to one (K ≈ 0.98).
There are some difficulties in the phenomenological
studies of NP in this process because of the presence
of two neutrinos in lþl−νν̄jj which makes the
reconstruction of the two W bosons almost impossible.
However, these difficulties just provide a good test for the
IF algorithm.
The Lagrangian relevant to this process is LaQGC ¼P
iðfMi

=Λ4ÞOM;i þ
P

jðfTj
=Λ4ÞOT;j with [6]
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OM;0 ¼ Tr½ bWμν
bWμν� × ½ðDβΦÞ†DβΦ�; OT;0 ¼ Tr½ bWμν

bWμν� × Tr½ bWαβ
bWαβ�;

OM;1 ¼ Tr½ bWμν
bWνβ� × ½ðDβΦÞ†DμΦ�; OT;1 ¼ Tr½ bWαν

bWμβ� × Tr½ bWμβ
bWαν�;

OM;2 ¼ ½BμνBμν� × ½ðDβΦÞ†DβΦ�; OT;2 ¼ Tr½ bWαμ
bWμβ� × Tr½ bWβν

bWνα�;
OM;3 ¼ ½BμνBνβ� × ½ðDβΦÞ†DμΦ�; OT;5 ¼ Tr½ bWμν

bWμν� × BαβBαβ;

OM;4 ¼ ½ðDμΦÞ† bWβνDμΦ� × Bβν; OT;6 ¼ Tr½ bWαν
bWμβ� × BμβBαν;

OM;5 ¼ ½ðDμΦÞ† bWβνDνΦ� × Bβμ þ H:c:; OT;7 ¼ Tr½ bWαμ
bWμβ� × BβνBνα;

OM;7 ¼ ðDμΦÞ† bWβν
bWβμDνΦ: ð1Þ

The subprocess γγ → WþW− can be affected by the
aQGCs via five vertices, they are LγγWW ¼ P

4
i¼0 αiVγγWWi

with

V0 ¼ FμνFμνWþαW−
α ; V1 ¼ FμνFμαWþνW−

α ;

V2 ¼ FμνFμνWþ
αβW

−αβ; V3 ¼ FμνFναWþ
αβW

−βμ;

V4 ¼ FμνFαβWþ
μνW−αβ; ð2Þ

where W�μν ≡ ∂μW�
ν − ∂νW�

μ . The corresponding coeffi-
cients of vertices are

α0¼
e2v2

8Λ4

�
fM0

þcW
sW

fM4
þ2

c2W
s2W

fM2

�
;

α1¼
e2v2

8Λ4

�
1

2
fM7

þ2
cW
sW

fM5
−fM1

−2
c2W
s2W

fM3

�
;

α2¼
1

Λ4
ðs2WfT0

þc2WfT5
Þ; α3¼

1

Λ4
ðs2WfT2

þc2WfT7
Þ;

α4¼
1

Λ4
ðs2WfT1

þc2WfT6
Þ: ð3Þ

Because each dimension-eight operator contributes to only
one vertex, and because the constraints on dimension-eight
operators are obtained by assuming one operator at a time
in experiments, the constraints on αi can be derived by the
constraints on dimension-eight operators [8] and are listed
in Table I.

B. Detection of the signals

In this subsection, we assume the existence of the
aQGCs and investigate whether the signal events can be
picked out by the IF algorithm. The dominant signal is
WþW−jj production induced by aQGCs with leptonic
decays of W� bosons as shown in Fig. 1. (a). This process
can also be contributed to by the triboson production
induced by aQGCs shown in Fig. 1. (b). The background
is the process pp → jjlþl−νν̄ in the SM; the typical
diagrams are shown in Fig. 2. (a). Except for that, we also
consider the tt̄ production with b-jet mistagged as dipicted
in Fig. 2. (b); the b-tag efficiency is assumed to by 77%
[32]. For simplicity, we neglect the triboson channel
induced by aQGCs and the interference between the
contributions from aQGCs and the SM which were found
to be negligible [8]. In the following we consider one
operator at a time, therefore the interferences between
different aQGCs are also neglected.
The events are generated by using Monte Carlo (MC)

simulation with MadGraph5_aMC@NLO [33], including a
parton shower with PYTHIA82 [34] and a CMS-like detector
simulation with DELPHES [35]. The basic cuts are set as
same as the default settings of MadGraph5_aMC@NLO. The
parton distribution function is NNPDF2.3 [36].
To ensure reliability, we require the particles in the final

states to satisfy Nl� ≥ 1; 2 ≤ Nj ≤ 5 where Nl� are the
numbers of (anti)leptons, Nj is the number of jets. This
requirement is denoted as theNl;j cut. The cross sections of
the signals and backgrounds after this cut are listed in
Table II. For illustration, we concentrate on V0;3 vertices
which originate from OMi

and OTi
operators, respectively.

Denoting NSM;tt̄;aQGC as event numbers of the SM back-
ground, tt̄ background, and the signal, we generate the
events in the ratio NSM∶Ntt̄∶NaQGC ¼ σSM∶σtt̄∶σaQGC,
where σSM;tt̄;aQGC are cross sections of the SM background,
tt̄ background, and the signal, respectively. For the signals,
we keep NaQGC ¼ 50 after the Nl;j cut, and therefore the
data sets consist of events with NSM∶Ntt̄∶NV0

¼
16846∶23654∶50 and NSM∶Ntt̄∶NV3

¼ 37390∶52500∶50.
Each event in the data set is assembled straightforwardly

TABLE I. The constraints on vertices and the corresponding
limits on the dimension-eight operators at 95% CL.

Vertex Constraint Coefficient Constraint

α0ðTeV−2Þ ½−0.013; 0.013� fM2
=Λ4ðTeV−4Þ ½−2.8; 2.8� [30]

α1ðTeV−2Þ ½−0.021; 0.021� fM5
=Λ4ðTeV−4Þ ½−8.3; 8.3� [30]

α2ðTeV−4Þ ½−0.38; 0.38� fT5
=Λ4ðTeV−4Þ ½−0.5; 0.5� [30]

α3ðTeV−4Þ ½−1.47; 1.69� fT7
=Λ4ðTeV−4Þ ½−1.91; 2.12� [31]

α4ðTeV−4Þ ½−0.95; 0.97� fT6
=Λ4ðTeV−4Þ ½−1.23; 1.26� [31]
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and consists of 18 attributes, which are components of the
transverse missing momentum =pT , the four-momenta of
the hardest two jets pj1 and pj2 , and the four-momenta of
the hardest (anti)lepton plþ and pl− .
There are two parameters in the IF algorithm. One of

the parameters is the number of trees, which is denoted
as n. n is a model-independent parameter used to
control the accuracy of the IF algorithm. Denoting
the path lengths as L, we find that L converges quickly
with growing n. Picking one event out of each of the
SM background, tt̄ background and V0 signal, as shown
in Fig. 3, L̄ becomes stable after constructing about
1000 trees. In this paper, we use n ¼ 2000; the relative
standard errors of L are about 1% (0.4%–1.4%) for
each point.

The other parameter is the size of the data set. An
anomaly score (denoted as a) which is independent of the
size of the data set can be defined by normalizing the
average path length (denoted as L̄) with the average depth
of an isolation tree cðNÞ as a ¼ 2−L̄=cðNÞ, where N is the
size of the data set. [23],

cðNÞ ¼ 2HðN − 1Þ − 2ðN − 1Þ=N; ð4Þ

whereHðNÞ is the harmonic number. a is bounded in (0,1);
when a is larger, the corresponding event is more suspi-
cious of anomalies.
The normalized distributions of a are shown in Fig. 4.

We find that in both cases of V0 and V3, a for the
backgrounds are very different from those for the signals.

(a) (b)

FIG. 1. Typical Feynman diagrams for the signal.

(a)

(b)

FIG. 2. Typical Feynman diagrams for backgrounds.

TABLE II. The cross sections after Nl;j cut.

α0 ¼ 0.013 α1 ¼ 0.021 α2 ¼ 0.38 α3 ¼ 1.69 α4 ¼ 0.97
(TeV−2) (TeV−2) (TeV−4) (TeV−4) (TeV−4) SM tt̄

σðfbÞ after Nl;j cut 0.91 0.16 0.26 0.41 0.20 306.6 430.5
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One can set a minimal anomaly score, and use a > amin to
pick out the signal events of aQGCs. The compositions
of the selected events are shown in Fig. 5. For both cases,
with amin ¼ 0.6, about half of the selected events are signal
events. We find that the IF algorithm is powerful enough to
pick out the signal events without the knowledge of the NP
as long as the signal exists.

C. Using the IF algorithm as an event selection strategy

The effect of the IF algorithm is similar to an event
selection strategy. Different from the traditional ESS, for
the IF algorithm there is no need to study the kinematic
features. The IF algorithm is like an automatic ESS which
can be generally applied for a large class of NP signals.
In the search of NP, the signal significance is widely used

and is defined as Sstat ¼ Ns=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nbg þ Ns

p
where Ns;bg are

the event numbers of signal and background. Similarly, a
luminosity-independent quantity can be defined as Ŝstat ¼
σs=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σbg þ σs

p
such that Sstat ¼

ffiffi
l

p
Ŝstat where l is the

100 101 102 103
0
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20
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50

60

70

FIG. 3. L̄ as a function of n for V0 data set. Three events from
different sources are picked randomly as examples. L̄ is the
average path length, n is the number of isolation trees.
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FIG. 4. Normalized distributions of a, the left panel is for V0 and the right panel is for V3.

FIG. 5. Compositions of the selected events passing a cut on anomaly score a > amin, the left panel is for V0 and the right panel
is for V3.
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luminosity. In this paper, we use Ŝstat to qualify the ESS.
By selecting events with a > amin, Ŝstat for V0;3 are shown
in Fig. 6. The Ŝstat can reach 0.630 fb1=2 at amin ¼ 0.617
for V0 and 0.425 fb1=2 at amin ¼ 0.642 for V3.
We compare the IF algorithm with the ESS designed for

the aQGCs in the process pp → jjlþl−νν̄ proposed in
Ref. [8], which are

Mjj > 150GeV; Δyjj > 1.2; jcosðϕLMÞj> 0.3;

cosðθllÞ< 0; ŝ > 1.5 TeV2; Mo1> 600GeV; ð5Þ

where Mjj and Δyjj are the invariant mass and difference
between the rapidities of the hardest two jets, ϕLM is the
angle between sum of the transverse momenta of charged
leptons plþ

T þ pl−

T and =pT , θll is the angle between the
charged leptons, and

Mo1≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðjplþ

T jþjpl−
T jþj=pTjÞ2− jplþ

T þpl−
T þ=pTj2

q
;

ŝ¼ðð1þjujÞElþ þð1þjvjÞEl−Þ2

−ðð1þuÞplþ
z þð1þvÞpl−

z Þ2−
����X�p

l�
T þ=pT

����2; ð6Þ

with El� the energies of charged leptons, and

u ¼ 1

κ
ð=pypl−

x − =pxpl−
y Þ; v ¼ −

1

κ
ð=pyplþ

x − =pxplþ
y Þ;

κ ¼ plþ
y pl−

x − plþ
x pl−

y : ð7Þ

For the IF algorithm, we select events with a > 0.617
and a > 0.642 for V0 and V3, respectively, the result sets
are denoted as SIF. The sets consisting of events selected by
Eq. (5) are denoted as SESS. The numbers of events in those
sets are shown in Fig. 7. As one can see, the events picked
by the IF algorithm are not quite the same as the ESS in
Eq. (5), especially for the backgrounds. The Ŝstat for V0;3

with Eq. (5) are 0.691 fb1=2 and 0.341 fb1=2. Compared
with the results of the IF algorithm, we find that the ESS
using anomaly scores shows competitive ability in dis-
criminating signals, especially for the cases where the
signal events are fewer.

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

FIG. 6. Ŝstat ¼ σs=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σbg þ σs

p
as functions of amin, where σs;bg

are the cross sections of aQGC contribution and backgrounds
after a cut on the anomaly score a > amin.

FIG. 7. Difference between the selected events by using Eq. (5) and using anomaly scores. The blue bars show the number of events
selected by Eq. (5) but not by anomaly score cuts, the yellow bars show the number of events selected by anomaly score cuts but not by
Eq. (5), the orange bars show the number of events selected by both methods.
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In the above we used 18 attributes which is straightfor-
ward, but not optimized. There are usually observables
more sensitive to the signal, which depend on the model or
operators one looks for. For example, knowing that we are
searching for aQGCs, we can use attributes such as Mo1,
j=pT j and plþ · pl− . By choosing only two attributes, j=pT j
and plþ · pl− , the events can be represented by points in a
2D space, and therefore are easy to visualize. By applying
the IF algorithm on these attributes, the distributions of
events with different anomaly scores are shown in Fig. 8,
and one can see that the events with the higher anomaly
scores are indeed those events far away from the others.
The distributions of the events from backgrounds and
signal are also shown in Fig. 8, which indicate that the
events far away from the others are indeed the signal events.

D. Setting constraints on the coefficients

A more common scenario is that signal events are not
observed and one needs to set constraints on the parameters
of NP models and the coefficients of operators. This can
also been done with the help of the IF algorithm, because
the mechanism behind the IF algorithm suggests that the
anomaly scores of the backgrounds should not be sensitive
to the signal events. Consequently, after constructing an IF
for the MC data of the backgrounds, which is model
independent, one can use anomaly scores as a cut. The
expected cross section after this cut can be calculated, and
can be compared with the cross section obtained by
experiments under the same cut. However, when it comes
to constraining the parameters of a specific model, we need
the information of this model which is not model inde-
pendent any more.
Again, we take V0;3 vertices as examples to illustrate this

approach. To set constraints on the coefficients, the data
sets are assembled with NSM∶Ntt̄∶NaQGC with NSM; Ntt̄ as
same as the previous section, and with NaQGC ¼ 0, 10, 20,

FIG. 8. Distributions of events in the ðj=pT j; plþ · pl−Þ space.
There 31 × 31 bins. The widths are ½expð0.251ðk−1ÞÞ;
expð0.251kÞÞ (GeV) for j=pT j dimension and ½expð0.558ðk − 1ÞÞ;
expð0.558kÞÞ ðGeV2Þ for j=pT j dimension, where k is an integer
with 0 ≤ k ≤ 30.

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07
10-1

100

101

102

103

104

0 0.01 0.02 0.03 0.04 0.05 0.06

100

102

104

FIG. 9. The distributions of a0 − a50 for the backgrounds, where a0 − a50 are the changes of the anomaly scores from a data set
without signal events to a data set with 50 signal events.
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30, 40, 50. They correspond to α0 ¼
ffiffiffiffiffiffiffiffiffi
m=5

p
×0.013 TeV−2

and α3 ¼
ffiffiffiffiffiffiffiffiffi
m=5

p
× 1.69 TeV−4 with m ¼ 0; 1;…; 5 when

neglecting the interferences.
Denoting a0;50 as anomaly scores of events for the

NaQGC ¼ 0 and NaQGC ¼ 50 data sets, respectively. The
distributions of a0 − a50 for the backgrounds are shown in
Fig. 9. We find that, the anomaly scores of the backgrounds
increase a little bit without the signal events. For V0, 0 <
a0 − a50 < 0.075 and for V3, −0.005 < a0 − a50 < 0.065.
Since the anomaly scores for the backgrounds increase a

little, we use amin ¼ 0.68 forV0 as a cut, and amin ¼ 0.70 for
V3. The cross sections after this cut are shown in Fig. 10.
Using the cross sections, one can obtain the signal signifi-
cance, which is Sstat ¼

ffiffi
l

p
× ðσðαiÞ−σðαi¼ 0ÞÞ= ffiffiffiffiffiffiffiffiffiffiffi

σðαiÞ
p

,
where σðαiÞ is the cross section at αi after the anomaly score
cut. The integrated luminosity currently at the LHC at

ffiffiffi
s

p ¼
13 TeV is about l ¼ 137.1 fb−1 [37]. The signal signifi-
cances at l ¼ 137.1 fb−1 are also shown in Fig. 10. If
jα0j ¼ 0.0058, the signal of V0 should be observed with
Sstat ¼ 2.58, therefore if the signal is not observed with
Sstat > 2, the constraint is jα0j < 0.0058 TeV−2. Similarly,
for α3 the expected constraint is jα3j < 1.07 TeV−4. The
result of the IF algorithm is better compared with the
expected constraint at Sstat > 2 in Ref. [8] which is α0 ∈
½−0.0071; 0.0069� TeV−2 and α3 ∈ ½−1.73; 1.30� TeV−4.
Again, for the cases that signal events are fewer, the IF
algorithm performs better.

IV. SUMMARY

As more and more data are collected at the colliders, it
becomes increasingly important to simplify the search of
NP signals. In this paper, we investigate a model indepen-
dent approach for searching for the NP signals which
exploits the characteristics of the NP signals; i.e., few and
kinematically different. We use an unsupervised ML
algorithm, also known as the IF algorithm, to find out
the kinematically unusual events directly.

The IF algorithm is transparent and easy to apply. This
approach has the advantage that the suspected signals of the
NP can be picked out without the knowledge of the NP
models. It works as an automatic ESS which can be
generally applied. We also show that the IF algorithm
can be applied to constrain the parameters of NP models
and the coefficients of the operators. Apart from that, the
kinematically unusual events picked out are always worth
studying. There are also some limitations in this approach.
When anomalies appear, one needs to look deeper into
them to know where they originated. Beyond that, there is
room for improvement in how the data is organized. In this
paper, we directly use the components of the four-momenta
of the particles in the final state.
We use the dimension-eight operators contributing to the

aQGCs as examples to investigate the capabilities of this
approach. The process pp → jjlþl−νν̄ is chosen as an
arena, which has some complexity due to the neutrinos in
the final state. It can be shown that the anomaly scores of
the background events are generally smaller than those of
the signal events. With a minimal allowed anomaly score as
a cut, the signal events can be selected efficiently. The IF
algorithm shows greater ability to highlight the signal
events and constrain the coefficients of the operators
compared with the ESS designed for the aQGCs in this
process. In addition, we also show that the IF algorithm
performs better with fewer signal events. The IF algorithm
or other machine learning methods can be a very promising
tool in the future study of high energy physics.
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