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Quantum technologies offer the prospect to efficiently simulate sign-problem afflicted regimes in lattice
field theory, such as the presence of topological terms, chemical potentials, and out-of-equilibrium
dynamics. In this work, we derive the (3 + 1)D topological 6-term for Abelian and non-Abelian lattice
gauge theories in the Hamiltonian formulation, paving the way toward Hamiltonian-based simulations of
such terms on quantum and classical computers. We further study numerically the zero-temperature phase
structure of a (3 + 1)D U(1) lattice gauge theory with the 6-term via exact diagonalization for a single
periodic cube. In the strong coupling regime, our results suggest the occurrence of a phase transition at
constant values of 6, as indicated by an avoided level crossing and abrupt changes in the plaquette
expectation value, the electric energy density, and the topological charge density. These results could in
principle be cross-checked by the recently developed (3 + 1)D tensor network methods and quantum
simulations, once sufficient resources become available.
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I. INTRODUCTION

Numerical simulations based on Markov chain
Monte Carlo (MCMC) methods of lattice gauge theories
have had unprecedented success in computing various
nonperturbative aspects of fundamental particle interactions
[1]. However, in certain parameter regimes they face a major
obstacle in the sign problem that prohibits the simulations
of, e.g., topological terms and chemical potentials [2,3]. In
addition, MCMC methods rely on formulating the theory in
Euclidean spacetime, which prevents a direct simulation of
real-time dynamics. One promising approach to overcome
these limitations is tensor networks (TNs), which have
successfully been used to simulate lattice gauge theories in
(1+1)D (see, e.g., Refs. [4,5] and references therein),
in (2+1)D [6,7], and recently even in (3 + 1)D [8].
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In particular, techniques based on TNs do not suffer from
the sign problem. This allows for exploring regimes
intractable with MCMC methods [7,9,10], such as topo-
logical O-terms in (1 + 1)D [11-13]. Beyond classical
algorithms, quantum simulations provide a promising tool
to overcome these numerical challenges in the future. The
first proof-of-concept simulations of Abelian and non-
Abelian gauge theories in (1 4+ 1)D and in (2 + 1)D have
already been accomplished [14-24]. Furthermore, exper-
imentally realizable schemes for simulating (3 + 1)D gauge
theories have been proposed [25-27].

With the rapid progress in the development of classical
and quantum algorithms in higher dimensions, the simu-
lation of topological terms in (3 + 1)D is coming into reach.
These simulations are particularly relevant for one of the
most puzzling aspects of the Standard Model (SM) of
particle physics, which is the topological #-term in quantum
chromodynamics (QCD). While this term violates the
combined symmetry of charge conjugation and parity
(CP) and thus distinguishes matter from antimatter, there
is no experimental evidence for CP violation in QCD.
Instead, measurements of the neutron electric dipole
moment [28,29] constrain the parameter of the 0-term to
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be smaller than ~107'°, which results in a fine-tuning
problem. This so-called strong CP problem has triggered an
immense amount of model building beyond the SM (see
Ref. [30] for a review) and lattice QCD studies of proposed
solutions (see, e.g., Refs. [1,31-33] and references therein).

While conventional lattice MCMC methods rely on the
Lagrangian formulation, the Hamiltonian formalism is
particularly suited for both quantum simulations and
tensor network methods, and this has recently sparked
tremendous interest in expressing lattice field theories in
this formulation. Topological terms in (1 + 1)D [34] and
(24 1)D [35-37] have already been explored in both
Lagrangian and Hamiltonian formulations, but the 0-term
of (3 + 1)D lattice gauge theories has so far been treated
only in the Lagrangian formulation (see Ref. [38] for a
review). In the current paper, we fill this gap by deriving the
topological #-term of (3 + 1)D lattice gauge theories in the
Hamiltonian plaquette formulation, using the transfer
matrix method [39]. This paves the way toward quantum
and tensor network simulations of the topological term of
the SM of particle physics.

In our paper, starting with the Lagrangian definition in
Ref. [40], we first derive the topological #-term for generic
(34 1)D (non-)Abelian lattice gauge theories in the
Hamiltonian formulation, which is given by

Here, Q is the topological charge, g is the coupling
constant, € a tunable parameter, a is the lattice spacing,
7 denotes a lattice site, ¢; jk 1s the 3D Levi-Civita symbol,
{2} is the set of Hermitian gauge group generators for the
fundamental representation, and EZJ. and U ik are the
electric field and plaquette operators, respectively.

We then focus on a particular example and perform
numerical calculations for a (3 + 1)D pure compact U(1)
lattice gauge theory in the Hamiltonian formulation using
exact diagonalization for a single cube. For gauge cou-
plings p=1/¢> <0.75, we find indications of a phase
transition at constant values of 6, signaled by spikes in the
plaquette expectation value, a jump in both the electric
energy density and the topological charge density, and an
avoided level crossing in the ground state energy.

Our results are particularly relevant in light of recent and
earlier analytical studies of the phase diagram of (3 + 1)D
pure compact U(1) lattice gauge theory with a f-term (see,
e.g., Refs. [41-43]). Based on free-energy arguments [41],
duality arguments [42], and anomaly matching condi-
tions [43], it was predicted that a phase transition appears
at # =z and small # in the confining phase, which
disappears at large 8 in the Coulomb phase. Unlike in pure
QCD, where the phase transition at € = z is known to
be of first order [44—46], the order of the transition in the pure

compact U(l) gauge theory is unknown [41,42].
Interestingly, our results indicate that for U(1) this transition
is not first order. At the same time, our signs for the phase
transition vanish for large 5, which qualitatively agrees with
the analytical predictions. Our results for the phase diagram
could in principle be cross-checked by (3 + 1)D tensor
network methods [8] and quantum simulations once suffi-
cient resources become available. Thus, our work paves the
way for classical and quantum computations of the topo-
logical O-term in (3 + 1)D lattice gauge theories using the
method developed in Ref. [47]. Eventually, this will enable
the first mapping of the complete phase diagram and a
detailed study of the properties of the obtained phases.

The paper is organized as follows. In Sec. I, we review
the transfer matrix derivation of the Kogut-Susskind
Hamiltonian from Wilson’s lattice action. In Sec. III, we
derive the topological #-term using the transfer matrix
method. In Sec. V, we provide our numerical results, which
indicate a phase transition at constant values of 6. In
Sec. VI, we summarize and discuss our results, including
the prospects for simulating the 6-term using MCMC
methods, TN, and quantum simulations.

Throughout the paper, we disregard the Einstein notation
and explicitly display all sums. In order to distinguish the
variables in the Lagrangian formulation and operators in
the Hamiltonian formulation, we express the latter with a
hat () symbol.

II. LATTICE FORMULATION

In this section, for the convenience of readers who are
unfamiliar with lattice gauge theories, we review two
standard approaches to lattice gauge theory, namely
Wilson’s Lagrangian approach [48] and Kogut-
Susskind’s Hamiltonian approach [49]. Moreover, we
review the derivation of the Kogut-Susskind Hamiltonian
from Wilson’s lattice action using the transfer matrix
method [39], since it will also be used for the derivation
of the topological 6-term.

In the Lagrangian formulation, the standard approach
introduced by Wilson [48] defines gauge theories on a
hypercubic lattice with spacing a in Euclidean spacetime.
The sites are labeled by a four-vector 7i = Y3 _ n, i, where
ng denotes the temporal component, n; with i € {1,2,3}
the spatial components, and i is a unit vector in the
direction p. In the Hamiltonian formulation, time is
continuous, and thus, gauge theories are defined on a
cubic lattice. The links are denoted by their originating sites
n and directions p. On the lattice, the vector potential,
which starts from site 7 and points to direction u, is

represented by Az, =3, quﬂﬂb, where A?w are real-

valued vector fields that correspond to the generators A
of the gauge group [50], which become trivial in the case of
the U(1) gauge theory. Then, the discretized field strength
tensor is defined as
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Fb =

nuv

S

( §+ﬁ,l/ _AZ _AZ+D/4 +AZ/4) (2)

Using these degrees of freedom, one defines a link variable

U- =e zgazb f:ﬂllb‘ (3)

nu

In terms of the link variable, we construct a gauge-invariant
plaquette variable

UI UE — lga2 Zh . ;w s (4)

A+~ iy

U-

nuv

- U Un+;4u
which is a product of link variables around a closed loop on
the lattice (see the right panel of Fig. 1 for an illustration).
Using the fact that F2 w="F" b, one can show that

nu’
U. =U;
nuv
gauge-invariant Wilson’s gauge-field action on the lattice

reads [48]

W_ 22 Z TI‘U,””,+UZWJ (5)

i HVV>H

iy In terms of the plaquette variables, the

For small a, we can expand the plaquette variables as an
exponential function of a, as defined in Eq. (4), and obtain

222Tr ]
n

4
a b b
a0 4 A iy
Apv,b
4
e d*x g (6)
uu,b

2,

FIG. 1.

where in the first line, we have used the fact that
Uu. = Ui ,u» and in the second line, the linear term

nuv
vanishes in the expansion due to F2 = —F%  Thus,
n,uv n.up

only the quadratic term in the action survives. In the
continuum limit, where a — 0, the sum becomes an
integral and therefore yields the correct continuum
expression.

In the following, we reproduce the derivation of the
Kogut-Susskind Hamiltonian using the transfer matrix
method [39]. The action and the Hamiltonian are related
by the partition function, which is defined as

Z—/DW*

where [ DU is an integral over the gauge group [50], qq is
the temporal lattice spacing, and N is the number of time
steps. Since, in the Hamiltonian formulation, time and
space are not treated isotropically, we hereafter denote the
temporal and spatial lattice spacing as a, and a, respec-
tively. The transfer matrix is defined as

= Tr[(e=)"], (7)

T = e of, (8)

The Hamiltonian is defined through the transfer matrix in
the temporal continuum limit, where N — o0 and ay — 0
with # = Na, fixed. The transfer matrix can be expressed in
a complete and orthonormal product basis

{iv=TTwsa . 9)

7.

O
Y

O

Left: sketch of the 3D cube with periodic boundary conditions. The upper right corner shows the cube with bold black lines,

where the colored circles with black outlines correspond to the eight different vertices at the corners. To illustrate the periodic boundary
conditions, the original eight vertices are mirrored in every direction with mirrored vertices indicated by the same color as the original
ones but with gray outlines. The 24 links are indicated as solid black lines with the arrows indicating the orientation of the links. The
dashed gray lines correspond to mirrored links due to the periodic boundary conditions. Right: illustration of a cut through the middle
layer of the cube along the 1-2 plane, which is highlighted in light blue in the left panel. For illustration purposes, we show a link
operator (green), an electric field operator (orange), and a plaquette operator (black) corresponding to the product of the link operators

around the plaquette as indicated by the circular arrow.
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where |U; ;) is an element of the gauge group on the link
(7,1). The inner product and the completeness relation in
this basis are given by

||(S ;[,’ nl

Ill

(U'|U) = /DU|U><U| =1. (10)

In this basis, we prove the relation in Eq. (7)

Z= /DUe‘S

- / DU U, ) (Uras[T1Us0)
(U |T1U)

. /DU<U|TN|U> — e[V, (11)

where in the second equality, we split the Euclidean path
integral ™ into N infinitesimal Euclidean evolution
operators, i.e., the transfer matrix, and in the last two
equalities, we have used the completeness relation and
imposed periodic boundary conditions in the temporal
direction such that |U,) = |Uy).

Working in the temporal gauge U; o = 1, the elements of
the transfer matrix, which satisty Eq. (11), are

(|0 = et 2ons TV V3V Ui

a
X e2ta ﬁ/kTr[U’”"JrU‘Jk]

(12)

and Uj; are link variables from consecutive

time slices. Then, we express the transfer matrix in terms of
the matrix operators

where U’ﬁ.’i
Ui |U) = U;,|U). (13)

which are diagonal in the product basis |U), and the unitary
operators

Rii(g)lu) =|U"), (14)
where only |Uj ;) is changed in |U), i.e
UL = 197.:U7.4)- (15)

Here, gj;; is an element in our unitary group, which is
parametrized as

Gii = elexﬁllb’ (16)
where xg‘l. € R are the group parameters, and the group

generators for the fundamental representation are norma-
lized such that

Tr[A%2%] = 8,4. (17)
Now, the unitary operators can be parametrized as
Riilgni) = e 20", (18)

where we have introduced the electric field operators Eg.i
that act on the links (see right panel of Fig. 1 for an
illustration) and are conjugate to the link operators (A];,,,-.
They satisfy the commutation relations

nz’ - lzfuhLEnl’ (19)

A

(B4, Uz = =205, (20)
where f?¢ are the structure constants of the gauge group.
In a U(1) theory, there is only one generator A = 1 for the
fundamental representation and one operator E« = En i
and the structure constants vanish. Thus, Eq. (19) becomes
trivial, and Eq. (20) can be simplified. In terms of these
operators, we can write the transfer operator as

T = H/ dg;;,,-i?ﬁ,i(gn ,)eZJ T g+, )
i JuEC

n,i

aq
X eZgzu Zﬁ/ k Tr[U” /k+Un jk]

_H/ (dea > i),k

n,t

Tr[2 cos( th" AP

i

erJ“

X 622(2)51 Zﬁ,ATr[Un1k+Un k] (21)

In the continuum limit, as @, — 0, the integral is dominated
by the maximum of Tr[2cos(},4°x%,)]. Expanding

around x’;’“ = 0, where the maximum is located, we have
Tr [2 cos <Zlbx§[)] ~2D =) xbxl (22)
b b

where D is the dimension of the group generators. Inserting
the expansion into the integral, we obtain a Gaussian
integral, which evaluates to

SETC:) DU Tp SR

Ort i) (23)

From this, we can directly read off the Kogut-Susskind pure
gauge Hamiltonian [49]
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III. (3+1)D TOPOLOGICAL TERM IN THE
HAMILTONIAN FORMULATION

In this section, we derive a lattice definition of the (3 + 1)D
topological f-term in the Hamiltonian formulation, using the
transfer matrix method [39]. This novel derivation comple-
ments the well-known lattice definition of the (3 + 1)D 6-
term in the Lagrangian formulation (see Ref. [38] for areview).

In terms of the field strength tensor, the continuum
topological #-term in the Lagrangian formulation reads

32” Hupo ;w /)O' ()C)
HUP,C
Zgl]kFOI )
i,j.k
Z 8”le‘ F(I;l ( )] (25)
i.j,k.b
where Q(x) is the topological charge, €,,,, is the 4D Levi-

Civita symbol, F,(x) = >, Fb,(x)4" is the field strength
tensor, F,(x) =37, 5 €upel ps(x) is the Hodge dual of
F,,(x), and 6 is an angular variable that can be shifted by
0 — 0+ n2rx, n € Z, keeping the Lagrangian invariant. In
the third equality, we used the fact that both the Levi-Civita
symbol and the field strength tensor gain minus signs when
exchanging two of their indices, which cancel out.

In order to derive the generic structure of the f-term on
the lattice in the Hamiltonian formulation, one can start
with Peskin’s original lattice definition of the topological
charge in the Lagrangian formulation [40,51],

1
Oi = _W Z €yupaTr[Uﬁ,ﬂuUﬁ.pa]’ (26)

HV.p.0
and perform an expansion of the first plaquette variable,

ﬁ: 3271_2 Z €uvpo

u.v.p,6.b

Tr[(1+iga,a Frbr,ﬂpﬂb"“'“)Urf,pn]

- 1671'22 ik

i.j.k,b
Tr[(l—l—lgaao(Fbo v+ Ui ]
~ e ZZEUka [(14igaagE% 2°+...)Uy ]
i.j.k,b
_igaa T
9 2 > THEL A (Usp-UL )+ (27)
lJ_]J_kh

where a, = a, for y =0 and a, = a otherwise. At first
sight, it seems as if this naive expansion does not yield the
correct prefactor for the #-term in the Hamiltonian formu-
lation. Similarly, it seems as if a naive expansion of
Wilson’s lattice action in Eq. (5) does not yield the correct
prefactors for the electric and magnetic terms of the Kogut-
Susskind Hamiltonian in Eq. (24). From the transfer matrix
derivation in Sec. II we know that the magnetic term in the
Hamiltonian formulation has the same 1/¢? prefactor as in
the Lagrangian formulation, but the electric term acquires a
g* prefactor through the Gaussian integration in Eq. (23).
This apparent deviation can be explained by the fact that the
electric fields in the Hamiltonian and Lagrangian formu-
lations are defined differently.1 In particular, these two
electric fields are related via EZ, = (a®/g)E%, [52]. In
order to demonstrate that this is indeed the case [see
Eq. (35)], we will derive the topological f-term using
the transfer matrix method in the following.

The Euclidean lattice action, including the topological
charge in Eq. (26) with a vacuum angle 6, is [53]

S =Sy +i0)_0;. (28)

where the topological charge picks up a factor of i when
going from Minkowski to Euclidean spacetime [54].

Just as in the second line of Eq. (27), we isolate the
temporal components of Qj in the action,

Tr[Us ; Ui jx — Usio Ur'i,jk}
= Tr[Uj 0:Uji jx — Uj—;;()iUﬁ,jk]
= Tr[(Us 0 — U;,’ol)UﬁAjk]’ (29)
such that we can write the action as
§= SW Z £l/kTI' ,0i — Uﬁ ()l)Uﬁ,jk]' (30)

nt]k

Working in the temporal gauge, we write the transfer matrix
elements, which satisfy Eq. (11), as

T i
U:”UerU Ui,

(U |U) = et 2™

Xe]ﬁ,;ZZn:jkg’/kTr Uanm U U”' ﬁ-jk]

a
X ezg(z)n 7i.jk Tr [Unjk""U

i, /1\] (3 1)

In terms of the operators defined in Eqs. (13)-(18), we
write the transfer matrix as

'"We thank Artur Avkhadiev for pointing this out.
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A —Tr[gz+g; ]
T:H/ dgnz nl(gnz>ezq
=~ JgeCG

~ ”O o A
X el(»ﬂ Z/ i Trl (97— 05,) Ui ] X @2%a a7 4]

_H/ <denl> lzb niEr Xezj ag [ZCO“ZHSJ”)]

X e%ZM £ Tr[2isin (

xn zi n, /k] X eZq le"] k

In the continuum limit, as @, — 0, the integral is dominated
by the maximum of the cosine term. Expanding the cosine
and sine terms around xgi = 0, we obtain

: b b __a b b
T | |/ ( dxb >el beﬁ.iEﬁ.i 2R ay beﬁ.ixﬁ.i
n,i

% o2 Z/ o Eiiexl Te[20 U ]

x eista 2nin M0+ O] (33)
This Gaussian integral evaluates to

T o e~ 0lfixs DD e TrER 2 Unul}, (34)

We note that at first sight, it seems as if the

Gaussian integration yields an O(6*) term, which
comes from squaring the exponent in the second
line of Eq. (33). However, this term is proportional to
Zﬁ,i.j.k,l,m gijkEﬂmTfWUﬁ,jk]Tr[/lbUﬁ,Zm]’ where i is an
index of the integral variable. This term cancels exactly
due to ) ; & x€im = 6,10km — 6,0y Thus, we obtain the
topological #-term in the Hamiltonian formulation,’

ig*6
872 a.

00 = —

Z £,~jkTr[EZ~,iﬂb Uﬁ.jk]
J.k.b

- ;iiz S TeEL (U

n,b (i,j.k)€even

= U5 (39)

In the last line, (i, j, k) is summed over the set of even

permutations, and we have used Uj j = =0 Ak

*While our numerical calculations were already running, we
became aware of a recent arXiv paper [55] that independently
derived a result similar to Eq. (35) in a different context. The
authors extract elements from bilinear field strength tensor
combinations to study transport coefficients. While our derivation
is based on the standard transfer matrix technique and does not
rely on introducing the @-term as a small perturbation, their
perturbative method can in principle also be used to derive the 6-
term. We added a comparison between our derivation and the one
in Ref. [55] to Appendix A.

To improve the definition in Eq. (35), for each site 77, we
replace the outgoing electric field Eg_i with an average of

the incoming and outgoing electric fields, which better
approximates the field at each site, and obtain

ig*
Q2 Z Z
8z°a b (i,j.k)Eeven

Tel(E_, + E; )2 (Us = UL )1 (36)

00 =

Note that the #-term is not invariant under the CP trans-
formation U i = U;i, since the topological charge
changes its sign. This is due to the totally antisymmetric
€;jx symbol in Eq. (35), which changes its sign when
reversing two indices, corresponding to a parity trans-
formation. This CP violation manifests in the pseudovector
nature of the magnetic field, B; = ; ij jk» which
appears in the O-term, 00 «¢,,,F, ,,Fw xE-B. As
explained in the Introduction, the CP violating nature of
the 0-term is the origin of the strong CP problem, which is
the problem that QCD does not seem to distinguish matter
from antimatter [30].

Since continuous gauge groups lead to infinite-
dimensional Hilbert spaces, in order to simulate the
Hamiltonian on a finite-size classical or quantum computer,
it is necessary to truncate these to render the problem finite
dimensional. For any finite or compact Lie group, this can be
accomplished by expanding the electric field and link
operators in the group representation basis, and truncating
the irreducible representation labels. This method is detailed
in Ref. [56]. In this work, we choose to focus on the simplest
nontrivial truncation of the U(1) gauge group.

IV. MODEL AND METHODS

As aparticular example for the generic expression derived
in Eq. (36), we now numerically investigate a (3 + 1)D U(1)
lattice gauge theory. We use a single cube with periodic
boundary conditions (see Fig. 1) and explore the theory in
the Hamiltonian formulation at nonvanishing € using exact
diagonalization. In our computations, we set the lattice
spacing a = | and consider the Hamiltonian

. 1 5
Ap=52> > E (38)
522
A p S i
HB:_EZ Z (Uﬁ.jk"’_Uﬁ.jk)’ (39)
n jk=Lk>j
0

i (i,j.k)€even
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where 6 = 0/87%, f = 1/¢%, (i, j. k) is summed over the set
of even permutations, and the link operators satisfy the
commutation relation

A

Bz Uy = 638,05 (41)

j.
The eigenstates of the electric field operators
E; ,|Ez ;)

form a basis for the Hilbert space of the gauge fields. In this
basis, the gauge-field operators can be represented as

E;; = Z E; j|Eq ;) (Eq i, (43)
Eﬁ(jGZ

Usj = Z |Es.j — 1)(E - (44)
EﬁJGZ

It can be checked straightforwardly that these operators
satisfy the commutation relation in Eq. (41). In order to
represent the infinite-dimensional gauge-field operators on a
finite-size computer, their Hilbert space must be truncated at
a cutoff, s. Thus, the gauge-field operators become

Eyj= Z E; j|Eq j)(Ez . (45)

E;IA]-:—S

s

> |Eqy - D{Ezl. (46)

Ej j=—s+1

U;i.j -

Throughout this work, we choose the simplest nontrivial
symmetric truncation corresponding to s = 1.

Furthermore, the Hamiltonian is gauge invariant because
it commutes with Gauss’s law operators

3
Gy = Z(Eﬁ,i - E;; ), VO (47)

n—i,i
i=1

The gauge-invariant physical states |¥) are constrained by
Gauss’s law operators via the relation

G;¥) =0, V i (48)

However, the Hamiltonian acts on a Hilbert space that
contains many unphysical states, which violate the
gauge-invariance condition in Eq. (48). Therefore, the
spectrum of the Hamiltonian, without enforcing Gauss’s
law, will be contaminated by unphysical states. A possible
way to suppress the unphysical states is to diagonalize
H+rY; G% with 7 > 1, where the squared Gauss’s law
operators are included as a penalty term [57,58]. Since the
physical states lie in the kernel of Gauss’s law operators,

they will be unaffected by the penalty. We choose to use an
alternative and more resource-efficient way to incorporate
Gauss’s law into our Hamiltonian, following Ref. [47]. In
particular, we treat Eq. (48) as a set of constraints on the
electric operators

(Ez;—E;;,)=0, Vi, (49)

3
=1

1

and solve this as a system of equations over the electric
operators. Since the sum of all Gauss’s law constraints
evaluates to zero, Z%’:I G,; =0, there are only N —1
independent constraints on a lattice with N sites. Hence,
we can eliminate N — 1 arbitrary electric field operators by
expressing them in terms of the remaining ones [47]. Since
the eliminated electric field operators no longer contribute
directly to the dynamics, their corresponding link operators
become identities. In one dimension with open boundary
conditions, this method allows one to completely elimi-
nate the gauge fields, leaving only matter degrees of
freedom [9,59,60]. This method can be applied to higher
dimensions, as discussed in Refs. [52,61,62], and has
recently been demonstrated on a (2 + 1)D lattice gauge
theory [47]. For a 3D cubic lattice with periodic boundary
conditions, where N = L3, L3 — 1 out of 3L? link degrees
of freedom are eliminated, and thus, the Hamiltonian can be
expressed solely in terms of the gauge-field operators
acting on the remaining 2L3 — 1 links. Here, L denotes
the number of sites along each direction. Compared to the
penalty method, where the dimensions of the Hamiltonian
remain unchanged, this method reduces the number of basis

states from (2s + 1)3" to (2s + 1)2°-1,

V. RESULTS

In order to investigate the zero-temperature phase struc-
ture of the U(l) gauge theory in the presence of a
topological term on a periodic cube, we compute the
low-lying spectrum of the Hamiltonian in Eq. (37) using
exact diagonalization. In our numerical analysis, we focus
on the O-dependence of the energy spectrum and the
expectation value of various observables in the ground
state |¥,) of the Hamiltonian. In particular, we study the
plaquette expectation value

1 N
(P) = —V—ﬂ<‘P0|HB|‘P0>, (50)
where V is the number of plaquettes on the lattice, the bare
topological charge density

p

= =L (9|01, (51)

(Q)

the bare electric energy density
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S .
(&) = v (Wo|HE[Po), (52)
and the electric field expectation value

(€)= <‘P0|ZE;{,;|‘P0>~ (53)

We explore a wide range of couplings corresponding to
p €[0.005,0.75], and for each value of the coupling a
range of values & € [—0.5,0.5]. Figure 2 shows our results
for the topological charge density, the electric energy
density, and the plaquette expectation value. Focusing on
the regime f < 0.3, we see that the topological charge
density as well as the electric energy density show sharp
discontinuities at |0 ~0.333, as shown in Figs. 2(a)
and 2(b). Similarly, the plaquette expectation value has

1 ‘ ‘
- B=075 ———
0.8 % B=105 —— |
0.6 BN ,B =0.3 ~
4 B=0.1
0.4 B8 =0.05 .
0.2 8=001 —— ||
P * B8=10.005 —e—
o 0 . -
—0.4
—0.6 B
_ &
0.8 o
,1 i
—06 —-04 -02 0 02 04 06
0
(@)
100
e L e
10~1 %MWWM“\N
10-2
& 10 1
10" o Soc
PR I . S I S N S
1076
—06 —-04 —-02 0 02 04 06
0
()

FIG. 2.

distinct spikes at these points, as Figs. 2(c) and 2(d)
reveal. The sharp discontinuities in the electric energy
density and the topological charge density, together with
the spike in the plaquette expectation value indicate that a
phase transition is occurring at 9| ~ 0.333.

Going to smaller values of the coupling, or equivalently
increasing f beyond 0.3, we can clearly see that the distinct
features in all three observables eventually vanish and the
curves become smooth. In particular, the spikes in the
plaquette expectation value disappear, as the comparison in
Fig. 2(d) shows. Hence, our data do not show any signs of a
phase transition in this regime.

Comparing our numerical results to the analytical find-
ings of Refs. [42,43], we find qualitative agreement. These
references predict periodic behavior in € with a period of
2z, and a phase transition at § = z for large values of the
coupling, or equivalently small #. This transition should

0.35

0.3 ‘\ /‘
ol 7
02 \ :
N&)/ 0.15 E\\\ //g

N/

0.1 & i )Z
0.05
0 DX
—-0.6 —-04 -0.2 0 0.2 0.4 0.6
0
(b)
2x10~4 0.4
4 0.3
1x107% +
g 8x107° 102
6x107° |
4x107° |
1 1 1 1 1 01
—-0.6-04-0.2 0 0.2 04 0.6
0
(d)

(a) Bare topological charge density, (b) bare electric energy density, and (c) plaquette expectation value as a function of @ for

p < 0.75. (d) The plaquette expectation values for f = 0.01 (left y-axis) and 0.75 (right y-axis) are shown in greater detail to highlight
the change in the behavior as f§ increases. Note that in panels (a) and (b) the lines for § = 0.1, 0.05, 0.01 are covered by the red line.
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eventually vanish as one approaches the Coulomb phase at
small values of the coupling, corresponding to large fS.
The transition at € = x is, to the best of our knowledge, the
only transition that occurs at constant @ in a compact U(1)
gauge theory. Hence, despite a significant shift toward
larger values of 6, it seems likely that the transition we
observe corresponds to the theoretically predicted one at
6 = n. Moreover, while our data are not perfectly periodic
at large values of 0, we see the following symmetries in the
observables, i.e., (P(0)) = (P(-0)), (£2(0)) = (E*(-0)),
and (Q(0)) = —(Q(-0)). The oddness of the topological
charge density and the evenness of the plaquette expect-
ation and the electric energy density can be directly inferred

from Eq. (40). Indeed, the CP transformation U;; — U T

n,t

only changes the sign of the topological charge but leaves
the plaquette expectation and the electric energy density
unchanged. This leads to a linear behavior of (Q(0)) near
6 = 0, as observed in Fig. 2(a). Note that a similar behavior
has also been observed in lower-dimensional lattice studies
of topological terms, such as Refs. [13,63].

The shift in the transition point and the lack of perfect
periodicity in our data are likely to be caused by the
truncation of the electric field and by the small volume we
study. To probe how severely the electric field truncation
affects our results, we can investigate the expectation value
of the electric field (£). In particular, for f < 0.75, we
expect the ground state to have a significant overlap with
the electric vacuum, and thus, yield (£) = 0. For all values
of # and p explored in our numerical calculations, we
indeed observe that |(£)| < 7 x 10713, This suggests that
we are in a regime in which the electric field values are
small, and that truncation effects play an insignificant role
in our computations.

In contrast, we expect finite-volume effects to have a
larger impact. In particular, it has been observed in previous
studies of the (1 + 1)D Abelian-Higgs model with a f-term
that for very small volumes the model is only approx-
imately periodic in € with a period larger than 2z [63,64].
The perfect 2z-periodicity is only restored on large
lattices [13,63,64]. Furthermore, Ref. [64] found that the
predicted phase transition at @ = 7z is significantly shifted
toward larger values of € for small volumes. Once again,
these shifts eventually disappear for larger volumes. For the
(3 + 1)D model we study, we expect even stronger finite-
volume effects to take place, since the connectivity of each
lattice site is higher. This could explain why we do not
observe a transition at @ = r but rather at 8 ~ 0.333, which
is roughly a factor of 8 larger.

The nature of the phase transition at = x is unknown
from analytical predictions [41,42]. To get further insights
into the transition that we observe, we can study the low-
lying energy spectrum of the Hamiltonian. We focus on
p = 0.3, at which we still see clear signatures of a phase
transition, but which is already close to the point where the
abrupt changes in the observables begin to smoothen out.

0.6 T
EO —
0.4 E N
E,
0.2 Es =
0
—-0.2 N
—04 \\\\ i
—-0.6
-0.8 BN
—1
-1.2
0.31 0.32 0.33 0.34 0.35

0
FIG. 3. Low-lying spectrum as a function of & for g = 0.3. The

ground state and the first excited state show an avoided level
crossing at 6 =~ 0.333.

Figure 3 shows the results for the first four energy levels of
the Hamiltonian close to the observed transition point
0~ 0.333. As the figure reveals, there is an avoided level
crossing between the ground state and the first excited state
at the transition point. In particular, we do not find a level
crossing as one would expect for a first-order quantum
phase transition. The low-lying spectrum rather hints
toward a second- or higher-order phase transition causing
the features we see in Fig. 2 in the topological charge
density, the electric energy density, and the plaquette
expectation value for small . Furthermore, the theory at
6~ 0.333 would correspond to one with 6 =0 and a
negative fermionic mass once the U(l) gauge theory is
coupled to a fermion (see Appendix B for more details on
this correspondence). Future investigations of this claim
can be accomplished using quantum simulations and tensor
network simulations.

VI. CONCLUSION AND DISCUSSION

In this paper, we derived the topological #-term for
(3 + 1)D Abelian and non-Abelian lattice gauge theories in
the Hamiltonian formulation, using the transfer matrix
method. We then applied our derivation to the (3 + 1)D
pure compact U(1) lattice gauge theory and explored the
topological zero-temperature phase structure using exact
diagonalization for a single periodic cube. In our numerical
calculations, we obtained evidence for a phase transition at
constant values of 6 and for large values of the coupling g.
The transition appears in the form of an avoided level
crossing in the spectrum, discontinuities in electric energy
density and topological charge density, and a spike in the
plaquette expectation value. Our data suggest that the
observed transition corresponds to the analytically pre-
dicted one at @ = x for large values of g. The low-lying
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energy spectrum indicates that this transition is not of first
order. Decreasing the coupling and moving toward the
Coulomb phase, we observe that the transition eventually
vanishes, in line with the theoretical predictions of
Refs. [42,43].

Our work enables future investigations of topological
effects in lattice gauge theories via quantum and classical
algorithms, which are formulated in terms of the
Hamiltonian. On the classical front, our numerical results
can be cross-checked and extended to larger lattices using
tensor network methods developed for (3 + 1)D lattice
gauge theories in Ref. [8]. Furthermore, it will be
interesting to explore the 6-dependent phase structure
near the deconfinement transition at f~ 1 [65,66]. For
simulations of small lattices, one can include the extended
action described in Ref. [67] to enhance the deconfine-
ment transition and to counteract finite-size effects. The
extended Hamiltonian corresponding to the extended
action is derived in Appendix C. Furthermore, using
the magnetic basis devised in Ref. [47], one can further
explore the phase diagram in the Coulomb phase, where
p > 1, with a modest amount of computational resources
and minimal truncation effects. On the quantum front, our
derivations provide a necessary starting point for design-
ing quantum algorithms to simulate models with a
topological 0-term. Furthermore, our results demonstrate
that even a minimal (3 + 1)D lattice gauge theory for-
mulated on a single cube can already exhibit a nontrivial
topological phase structure. This is a valuable insight for
the development of quantum simulators, as it implies a
low overhead to realize interesting physical phenomena.
Finally, our work can be extended by constructing a finite-
dimensional representation of the 0-term in non-Abelian
theories for quantum simulations, using the method
described in Ref. [56].
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APPENDIX A: ALTERNATIVE TRANSFER
MATRIX DERIVATION OF THE
TOPOLOGICAL 6-TERM

In this Appendix, we show that using the analytical
method recently proposed in Ref. [55], one can derive
the same expression for the topological #-term in the
Hamiltonian formulation as we derived in Eq. (35). The
authors of Ref. [55] derived the Hamiltonian plaquette
formulation of >, nOJFii i in the context of studying
transport coefficients, and we became aware of their
results only recently, while running our numerical
calculations.

In Ref. [55], the authors introduce different bilinear
combinations of the field strength tensor as a perturbation
to Wilson’s lattice action S, from which they derive the
operators that correspond to the variables. While we adopt
Euclidean spacetime in the main text, Minkowski space-
time is adopted in the following, as in Ref. [55]. Briefly, if
the perturbed action is S 4 €O, where O is the perturbation,
the perturbed transfer matrix elements are

<U/|e—iaoﬁl"U> _ ei(S+eO)’ (Al)
where A’ is the perturbed Hamiltonian. Differentiating the
right-hand side with respect to e yields the operator
corresponding to O, up to a factor of i. Thus, the perturbed
Hamiltonian is

A A € A
H/:HKS__O‘

(A2)
ao

As such, one can add the topological term to Wilson’s
lattice action as a perturbation

S = Sy + eaya’ Z Tr[F% . F? . ]

il Ol 7, jk
i.i,jk.b
= Sw—7 ZTr (Usioi = Uy ) Wi = Us )]
n i,j.k
+ O(a) (A3)
using the relation
—i
b
M—M(Un, ut,) ZFMDA +O(a), (A4)
where a, = a if p# 0. One can see that the action in

Eq. (A3) is equivalent to the action in Eq. (30) that we used
for our derivation, up to O(a) discretization error, a factor
of ¢, and the Levi-Civita symbol. We note that our method
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does not require the topological term to be introduced as a
perturbation.

The transfer matrix can be obtained following the steps
in Egs. (31)—(33) and evaluates to

: 7 i frb b () Fri 2
. e—mo{Hxs—ﬁzﬁ,i,j,k_bTr[E;,iz (U5 s}, )1+O()

}. (AS5)
Keeping terms up to O(e) and using Eq. (A2), one can
identify the operator that corresponds to the perturbation in
Eq. (A3) as

i A A .
S > TRlEL 2 (U5 = O ),

ii,i.j.k.b

(A6)

which is structurally similar to Eq. (35). Note that when
applied to the f-term, the removal of the O(e?) does not
rely on the fact that the f-term is a perturbation, but is rather
due to the totally antisymmetric nature of the Levi-Civita
symbol in Eq. (35).

APPENDIX B: EQUIVALENCE OF NEGATIVE
FERMIONIC MASS AND TOPOLOGICAL
0-TERM WITH 0=r

In this Appendix, we discuss the well-known equiva-
lence of a gauge-field theory with a negative fermionic
mass term and the same theory with a positive mass term
plus a topological O-term at 6 = x. This equivalence
is given because the f-parameter can be rotated from
the O-term into the fermionic mass, m — m exp(if),
which changes the sign of the mass for 6=ux,
m — m exp(iz) = —m [68-71]. This equivalence holds
true for any gauge theory with a nontrivial topological
vacuum structure, such as the compact U(1) gauge theory
or (compact or noncompact) non-Abelian gauge theories,
including SU(2) and SU(3). Thus, in all of these theories,
we expect a rich phase structure, in particular a phase
transition at some critical coupling and negative mass
corresponding to 6 = x.

To demonstrate the equivalence of a negative mass and a
O-term at 8 = z, we need to consider the quantum anomaly
equation of the continuum theory in the Hamiltonian
formalism. For a massless fermion field y, we can perform
a chiral rotation of y without changing the classical
Hamiltonian,

- ey, (B1)
where a € [0, 2z] is an angular variable. Thus, this rotation
in Eq. (B1) is a symmetry of the classical Hamiltonian.
However, this symmetry only holds true on the classical
level and is violated on the quantum level.

If the rotation in Eq. (B1) were a true symmetry
of the quantum Hamiltonian, the divergence of the

fermionic current corresponding to this symmetry would
vanish,

(B2)

Zaﬂ}gt =0,
u

where }'5 = yy*y> is the chiral fermion current. However,
the presence of the quantum anomaly makes this term
nonvanishing, which yields the nontrivial quantum
anomaly equation for a massless fermion,

2
~ g ~ s
> 0.k = 8—7[22Fﬂ F (B3)
1z 122

where g is the coupling, F** is the field strength tensor,
and F =13 e°F, is its Hodge dual. This ano-
maly equation was first derived in the Lagrangian for-
malism, where instead of operators one has classical
variables [68—70], and it is equivalent to the one in the
Hamiltonian formalism [71]. Note that in contrast to the
main text, here we work in Minkowski spacetime. Thus,
we use the usual convention of having upper and lower
Lorentz indices, which are related by the metric tensor.

Now let us see what happens if we introduce a nonzero
mass for the fermion yr. First, we observe that the rotation
in Eq. (B1) shifts the fermionic mass term by

mifr — mije*r
= m cos(2a)y i +im sin(2a)yy i
R my i +i2emypy sy, (B4)

where the approximation holds true for o < 1.
Second, the fermionic mass perturbatively corrects the
quantum anomaly equation in Eq. (B3) by

2
Z ~ g Z Sy s . A
a”.]gt = g F”DF/” + lZml;/ysl// (BS)
T v

Using Eq. (B5), we can now demonstrate that the chiral
rotation in Eq. (B1) by a small angle @ <« 1 induces the
following shift in the Hamiltonian:

"
2
A ~ s 2
=H+ 8—iZZF””FW + Ramyysy. (B6)
8%

As expected, the last term in Eq. (B6) coincides with the
last term in Eq. (B4) and alters the fermionic mass term.
Moreover, we observe in Eq. (B6) that the chiral rotation
yields an additional term in the final Hamiltonian. This is
precisely the topological #-term, where 0 = 2a.
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Let us now assume that the initial Hamiltonian A in
Eq. (B6) has a negative mass term. According to Egs. (B1)
and (B4), we can change the sign of this mass term
with a chiral rotation by a = 6/2 = z/2, which yields
—m — —m exp(iz) = +m. As discussed, this rotation
gives rise to an additional term in the Hamiltonian,

_ B7
O=n 167r (B7)

which is the topological #-term at § = z. Thus, we have
shown that the theory with a negative mass term and
without a topological #-term is equivalent to the theory
with a positive mass term and the -term at § = 7. Note that
the f-term in Eq. (B7) is a total derivative and therefore
vanishes for gauge theories with a trivial topological
vacuum structure, such as the noncompact U(1) gauge
theory in (34 1)D

APPENDIX C: TRANSFER MATRIX
DERIVATION OF THE EXTENDED
HAMILTONIAN

In this Appendix, we derive the Hamiltonian correspond-
ing to the extended U(1) lattice action [67]

Z Ujuw +He.) = Z nW—I—H.C.),

v, Apw;
H>v p>v

(C1)

where = 1/g* and y are coupling constants. The U(1)
Kogut-Susskind pure gauge Hamiltonian can be derived
from the first sum using the transfer matrix method [39], as
shown in Sec. II. Here, we follow the same procedure to
obtain the Hamiltonian corresponding to the second sum
in Eq. (C1).

In the temporal gauge, the matrix elements of the transfer
operator (9) in the product basis is

(U0 = e 2ns VR VRAVR V)

rag

12
X e 2a )

2
aie Uit Ui

(€2)

In terms of the operators defined in Eqs. (13)-(18), we
write the transfer operator as

R \2 7ag 2 2
r= / Hdgnt 7, l(ga ')52“0 gl it X e f’vH(U"ﬂ‘+ka)
9€G 5

/de”l iX;,; ,,,+2a02 cos(2xz.1) « emo ﬁ,jk(Ui /A+Uﬁ /k)
(C3)

In the continuum limit, as a;, — 0, the integral is dominated
by the maximum of 2 cos(2x;;). Expanding around
x5,; = 0, where this maximum is located, we have

2 cos(2x;;) & 2 — dxj x5 . (C4)
Inserting the expansion into the integral, we obtain a
Gaussian integral, which evaluates to

P o om0 L Bt L Gatie) (s

From this, we can directly read off the Hamiltonian
corresponding to the second sum in Eq. (C1),

Z Z (U%  +He).

jk=Tik>j

H, SyaZZ
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