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Moments and saturation properties of eigenstates: Oscillator systems
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Eigenvalues are defined for any element of an algebra of observables and do not require a representation
in terms of wave functions or density matrices. A systematic algebraic derivation based on moments is
presented here for the harmonic oscillator, together with a perturbative treatment of anharmonic systems. In
this process, a collection of inequalities is uncovered which amount to uncertainty relations for higher-order
moments saturated by the harmonic-oscillator excited states. Similar saturation properties hold for
anharmonic systems order by order in perturbation theory. The new method, based on recurrence relations
for moments of a state combined with positivity conditions, is therefore able to show new physical features.
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I. INTRODUCTION

The usual derivation of eigenvalues in model systems of
quantum mechanics seems to suggest that spectral proper-
ties are a direct consequence of boundary conditions
imposed on wave functions. However, boundary conditions
are a property of representations of an algebra of observ-
ables A (with a unit I), while the spectrum of an operator
does not refer to a representation: For any algebra element
a € A, it can be defined as the set of all 1 € C such that
a — A does not have an inverse in .A. The main purpose of
this article is to show that it is not only possible to define
the spectrum directly for an algebra but also to compute it
without using a specific representation.

While this statement may seem formal, there are several
useful implications for physical considerations. In particu-
lar, (i) the algebraic derivation works for all possible
representations of the algebra, (ii) it applies equally to
pure states and mixed states, and (iii) it is available in
systems of nonassociative quantum mechanics that cannot
be represented on a Hilbert space [ 1-3]. The latter arena has
recently led to a new upper bound on the magnetic charge
of elementary particles [4] and is therefore physically
meaningful. Here, we demonstrate the new method used
in the latter result for standard associative systems, in which
we rederive known spectra but find new identities for
moments of eigenstates that can be interpreted as saturation
conditions of higher-order uncertainty relations. This result
helps to demonstrate a relationship between excited states
and generalized coherent states.

Our starting point is the algebraic definition of a state as a
(normalized) positive linear functional on the *-algebra A
of observables, that is a linear map (-): A — C with
(@'a) >0 for all a € A (and (I) = 1). (We denote the
x-relation by a T, following standard physics notation in
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quantum mechanics.) Physically, the positivity condition
implies not only that fluctuations (a?) — (a)? > 0 of self-
adjoint algebra elements are positive, but also, and slightly
less obviously, that observations are subject to uncertainty
relations; see for instance [5]: Any positive state obeys the

Cauchy-Schwarz inequality
(a'a)(b'b) > |(a'b)|” (1)

from which uncertainty relations can be derived by making
suitable choices for & and b.

The *-relation on .4 may be abstractly defined, or given
by the usual adjoint if A is represented on a Hilbert space.
For basic generators %; of 4, such as positions and
momenta, one can parametrize a state by its basic expect-

A

ation values (%;) and central moments

A ox) = (B = &) (B = E)) " hwey (2)

using completely symmetric (or Weyl) ordering. Coupled
equations of motion for basic expectation values and
moments follow from an extension of Ehrenfest’s theorem.
For instance, for canonical (x;) = (g, p) with [g, p] = i#l,
in addition to

d@) _ ([g.H]) d(p) _ ([p.H]) 3)
dr in dr ih
we have
dA(¢®) d((@) - @ (g~ H) . @)
a dr == Mo, @

for the position variance A(g?) = (Ag)?. As usual, the time
dependence in Ehrenfest-type equations may reside in the
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states used to compute expectation values (Schrodinger
picture) or in the operators (Heisenberg picture). To be
specific, we take the former viewpoint because it helps to
avoid addressing mathematical questions about suitable
topologies on the algebra that would be required to
define a time derivative of operators. Depending on the
Hamiltonian, the right-hand sides of (3) and (4) can be
expanded in moments and usually involve asymptotic
series of terms (unless the Hamiltonian is quadratic in
basic operators).

This formulation is especially useful for canonical
effective theories [6] and semiclassical expansions because
the condition A(x{"---x3") = O(A\@++®)/2) provides a
general definition of semiclassical (but possibly non-
Gaussian) states and allows tractable approximations of
the equations of motion order by order in 4. In the present
paper, as another new conceptual insight, we show that
interesting properties that can be obtained in this way are
not restricted to semiclassical ones: Harmonic and pertur-
bative eigenvalues can be derived as well, together with
relationships between their moments.

Uncertainty relations play a crucial role in this context,
as can be seen by the simple example of the ground state of
the harmonic oscillator with Hamiltonian

H=—p*+-ma*@. (5)
m

Using moments, the ground-state energy can be derived
from two conditions, namely that (i) the moments be time
independent for a stationary state, and (ii) the standard
uncertainty relation be saturated. Indeed, in this case the
second-order moments obey a closed set of evolution
equations

da(q?) _ , Algp)
dt =2 m (6)
dA(gp) _ 1, oy on( o
) L s —mara). ()
2
B — mera(gp), ()
Condition (i) implies A(gp)=0 and A(p?) =

m?>w?A(g?). Condition (i) then determines A(g?) =
h/(2mw) and A(p?) =imwh. Therefore, the energy
expectation value in such a state [with (§) =0 = (p)
by condition (i)],

N 1 1 1

H) = —A(p?) + =ma*A(g?) = =
(H) =5 A(p") +5mo’A(g") =5 ho,  (9)
agrees with the ground-state energy. It is not necessary to
compute the full ground-state wave function in order to find
the energy. However, the question of how to compute the

energy eigenvalues of excited states using moments is more
difficult: Their eigenstates are not Gaussian and therefore
do not saturate the standard uncertainty relation.

For the ground state of the harmonic oscillator, the
condition that Heisenberg’s uncertainty relation be satu-
rated can be replaced by a lesson from the variational
principle. The expectation value of the Hamiltonian is
minimized in the ground state. Since (9) is linear in
second-order moments, which take values in a region
bounded by the uncertainty relation, the expectation value
is minimized at the boundary allowed by this relation.
Saturation therefore need not be assumed but can be
derived from a fundamental principle. But again, for
excited states such a derivation based on moments seems
to be more complicated because one would somehow have
to restrict the moments to belong to a wave function
orthogonal to the ground state and all lower-excited states.
However, orthogonality relations are not available for
states at the algebraic level. Our procedure will instead
lead to certain higher-order uncertainty relations that,
regarding energy eigenstates, split the state space into
subsets much like the usual orthogonality conditions do
for wave functions.

For some time and in a slightly different context,
moments have been known to be useful for numerical
approximations of eigenvalues of excited states [7-10].
(See also [11,12] for recent work.) Here, we use some of the
same relations between moments of eigenstates, but in a
different way. As a result, our constructions have a more
fundamental flavor because they can serve as new defi-
nitions of eigenvalues and eigenstates in the algebraic
perspective, even while they do provide new computational
schemes as well. We are aware of at least two examples for
settings in which our constructions may be useful: In
canonical quantum gravity, the problem of time [13-15]
often makes explicit constructions of physical Hilbert
spaces and wave functions untractable, while moment
methods have been shown to present certain computational
advantages [16-19]. And in nonassociative quantum
mechanics, which plays a role in models with magnetic
monopoles [20] or of certain flux compactifications in
string theory [21-25], operators on wave functions (and
therefore the usual definition of eigenvalues) are in general
unavailable [23,26-29], but moments may still be
used [4,30,31].

The main new result we will be able to uncover here
for associative systems is a saturation property for any
harmonic-oscillator eigenstate. (For a detailed nonassocia-
tive example, see [32].) As part of our procedure, we
impose a set of inequality constraints involving the
moments, so as to ensure that they belong to an actual
state (a positive linear functional). These constraints
include the standard uncertainty principle as well as a
series of inequalities involving higher moments. Upon
imposing these conditions, we find that some of them
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are not only satisfied but also saturated by a harmonic-
oscillator eigenstate. This feature is reminiscent of the
saturation of Heisenberg’s uncertainty relation by the
ground state. As a related result, we show that excited
states of the harmonic oscillator are (limits of) generalized
coherent states as defined by Titulaer and Glauber [33]. In
an extension to anharmonic oscillators, we confirm that
such saturation properties continue to hold order by order in
perturbation theory by the anharmonicity.

At present, it is not clear how feasible it would be to
extend this method to nonharmonic systems beyond
perturbation theory. As an alternative, still algebraic pro-
cedure, we therefore show how eigenvalues can be derived
from convergence conditions for certain recurrence rela-
tions derived from positivity and boundedness conditions
of expectation values. The positivity of states used in this
construction is also the origin of uncertainty relations, but
in the alternative procedure we do not directly impose
uncertainty relations and therefore do not obtain new
saturation properties. However, the algebraic derivation
of eigenvalues and eigenstates is more tractable in this case
and applies not only to the harmonic example presented
here but also to the standard hydrogen problem [32].
Finally, our appendix presents an instructive finite-
dimensional example given by a fermionic system.

II. EIGENVALUES FROM MOMENTS

In the standard presentation of the problem, using wave
functions, eigenvalues A4 and eigenstates y, of a given
operator H are determine by a single equation,

[:Il///l = ;. (10)

This equation immediately implies that that all expectation
values of the form

A

(O(A =), = (walO(H = My;) =0 (11)

vanish for any operator O such that y, is in the domain of
O'. In our derivation, operators O polynomial in basic
operators g and p will be found to be sufficient. Even with
this restriction, an algebraic derivation of eigenvalues is not
obvious and requires two ingredients: (i) A way of
organizing infinitely many equations implied by (11) for
sufficiently many choices of O, and (ii) the imposition of a
condition that the expectation value in (11) indeed refers to
an admissible, that is, positive state.

In this section we present two methods for the same
system that differ in how both (i) and (ii) are addressed. In
our first derivation, we rewrite (11) as a system of
recurrence relations for moments of an eigenstate and
impose positivity through (generalized) uncertainty rela-
tions. In an alternative derivation in Sec. IIC we use
generating functions and impose positivity more indirectly

through continuity and boundedness conditions on a
suitably defined object.

A. Notation

Equation (11) immediately implies that eigenstates of a
self-adjoint H are stationary:

4(0); _ (0.H),
dr ih
(O — M), — (O (1 —AL); _

0. 12
in (12)
For the harmonic oscillator, this equation applied to g and p
implies that (§) = 0 and (p) = 0. Instead of using central
moments as in the Introduction, we can therefore work
directly with bare moments and zero basic expectation
values. We define

T

('\m'\n

qp )Weyl (13)

mmn T

where ¢ and p are the canonical position and momentum
operators, m and n are non-negative integers, and the
subscript indicates, as before, that the product is taken in
completely symmetric ordering. Note that through the
commutation relation [§, p] = i, products of the form
Tm‘nf"mr’,,r can always be rewritten as sums over individual
?m//,n/' of order m +n + m’' + n’ or less. See [34] for an
explicit statement of the relevant reordering identity.

Given a particular state, we define the bare moments
(about the origin) as

T = (Ton)- (14)

The collection of all such moments for a given state
provides a complete description of the state in the sense
that given the moments, it is possible (in principle) to
reconstruct the wave function. However, the moments are
not completely free. They must satisfy certain inequalities,
such as Heisenberg’s uncertainty relation, as well as a
number of other constraints involving higher moments. A
necessary and sufficient condition for a collection of
moments {7, ,} to correspond to a genuine quantum state
has been given in [35]. More recently, a similar result has
been developed from a different perspective in [36],
providing a generalized uncertainty principle that imposes
inequality constraints on higher moments. These results are
key for our further constructions.

Consider the column vector, €;, consisting of all oper-
ators YA’,,,’,, up to order m + n = 2J, where J is an integer or
half-integer. The generalized uncertainty principle states
that the (J+1)(2J+1)x (J+1)(2J+ 1) dimensional
square matrix M, = (€,€,") is positive semidefinite,

M;=EE"N>0 (15)
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where the expectation value is taken element by element.
Prior to taking the expectation value, the matrix elements
are products of the form Tm,n?m/,n/. As mentioned above,
these products can be rewritten as linear combinations of
individual 7', ,». The elements of M, are thus functions of
the moments. Since M; > 0 implies non-negativity of its
principal minors, the generalized uncertainty principle
yields a set of inequalities involving the moments.

As discussed in [37], it is useful to bring this matrix to
block diagonal form

where A, is an n+1 by n+ 1 matrix that contains
moments up to order 2n. This can be achieved by
repeatedly applying the following identity

A C A 0
L Li= (17)
C B 0 B-CA™'Cf

to M;, where
1 0
L= . 18
(—CA‘1 1 > (18)

This identity holds whenever the matrix on the left-hand
side of Eq. (17) is Hermitian. We then have that M; > O if
and only if A, >0 for all n <2J. The generalized
uncertainty principle may thus be rephrased as

A,>0 foralln>0. (19)

If the state under consideration is known to be an
eigenstate of a Hamiltonian, H, then we can obtain an
additional set of constraints. For all m, n > 0 we have

A

(Ty0(H = 21)), =0 (20)

where 1 is the eigenvalue of the state (-), under consid-
eration. In order to rewrite this set of equations as a
collection of constraints on the moments, we express H
in terms of the Tm‘n and reorder the product Tm_nI:I into a
sum over individual Tmr,nr. Equation (20) then implies
recurrence relations for 7', , which depend on the system
under consideration.

B. Application to the harmonic oscillator

We now show how the considerations outlined above can
be used to find the eigenvalues of the harmonic-oscillator

Hamiltonian. The idea is to use (20) to solve for the
moments in terms of the eigenvalue A and then apply (15) to
obtain information concerning the allowed values of 4 (as
yet unspecified). This combination is the basis of our new
method.

1. Recurrence relations

For the sake of mathematical clarity, we use the
Hamiltonian A = (p*> 4+ §*)/2. The usual parameters
given by the mass m and frequency @ can be reintroduced
by a suitable canonical transformation of ¢, p if we also
understand H as the energy divided by . Our g and p then

both have units of v/, such that T, , has units of A("+")/2,
Imposing (20) results in the following relations between the
moments:

-1
Tm+2~n + Tm,n+2 = 2/1Tmn =+ n(nT)hsz,n—Z
-1
+ ’n(mf) hsz—Z,ny (21)
nTm+l.n—l = me—l.n+l (22)

which hold for all m, n > 0. Two constraints are obtained
because (20)—defined without symmetric ordering of the
product Tm,nI:I—has both real and imaginary parts. From
(22), starting with m =0 or n =0, we find that the
moments are zero unless both m and n are even. For even
and nonzero m = 2j and n = 2k, we then define S ; such
that

2/)!1(2k)!
Tyjou = (}#S}k- (23)

For these coefficients, (22) implies the simple relation

Sitik = Sjkt1s (24)

which in turn implies that S; , depends only on j + k. There
are, therefore, dimensionless coefficients b; depending
only on a single integer, such that

(27)1(2k)! .
Tajok = ik A D (25)

For convenience, it is useful to define a second set of
coefficients, a;, such that

G+h
(2j +2k)! 0

(26)

Jt+k

or
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CIRIG+R!

Jp— e 27
2026 =50k (25 + 2k)! A (27)

For instance,
sz’() = fljaj (28)

and
oa;

Tjp = W =L 29
2j,2 2] +1 ( )

have more compact coefficients than the equivalent expres-
sions in terms of b;.

As a consequence of (21), the remaining coefficients, a,,
are subject to a difference equation in a single independent
variable:

(26 + 1)
Z+1

2 + 1)(26)(2¢ — 1)
ae 8(7+ 1) Gz-1-
(30)

ary1 =

Given the two initial values a, = 1 (as a consequence of
normalization of the state, Toy = 1) and a; = 1/h (as a
consequence of 2ha, = Ty + Ty, = 2(H), = 24), (30)
determines all orders of moments in terms of the parameter
A. It is clear from the recurrence and its initial values that a,
is a polynomial in 4 of degree £. It has only even terms for £
even, and only odd terms for # odd.

In terms of by, the recurrence relation is slightly simpler,

A 1
(l’erl)berl_ﬁbf_Efbf—l =0, (31)

and can be solved via the generating function f(x)=
%, bex” subject to the differential equation

(1-762) =3 (3 +5x)r0 @

and initial conditions f(0) =by =1, f(0) =b, =52

The solution,

1
2

(1 + x/4)M/h=172

fx) = (= xjayimizz (33)

has the Taylor expansion

& [(—x\C (£ =2/h—1/2)!
flx) = ; <T) (=2/h — 1/2)1£!
X F V(R4 1)2, 60 h+1)2 = £,-1)  (34)

and determines the b, in terms of hypergeometric
functions.

2. Positivity

We now apply the generalized uncertainty principle (15)
to these moments. Note that M; > 0 implies that M/, > 0,
where M/, is a matrix formed by deleting from M, any
number of rows and their corresponding columns.
Equivalently, M/, may be defined as the matrix formed

by deleting entries from E 7 to form a new vector é} and then
taking

M) = EE]). (39)

In particular, consider the matrix M, formed by taking E'J
to contain only operators of the form A~/ 2Tm,0 and
2T, 11 up to m = 2J. While &, has

N,=(J+1)2J+1) (36)
components, &,’ has
N,=4J+1=N;-J(2J-1) (37)

components. (The number N/, is by definition given by one
plus twice the maximum number 2J of factors of g included
in ?m,o for a given EJ. It also equals N, =N, —N,_;.)
Therefore, M', # M, if and only if J > 1.

For example, for J = 0 we have M{, = 1, not implying
any nontrivial uncertainty relation. For J = 1/2, we have

1L g/Vh p/VR
a/Nn @/h ap/h (38)
p/VR pa/n p*/h

M/1/2 =M, =

where the expectation value is taken element by element. A
suitable minor of M/ P being positive semidefinite,

det<<<§2> <<Elf>> )=Taotua= (i3 ) (s —5in)

h2
=Ty0To,—T3, —Z>Ov (39)

is equivalent to Heisenberg’s uncertainty relation. Taking
J =1 as another example (the simplest case in which
M, # M), we have

1
T1o/VR
To./Vh (40)
TZ,O/h
Tl,l/h

£ =

which gives
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1 To/Vh Toa/vVh Too/n T,/
Tio/Vh  TioTio/h TioToi/h TigTag/? Ty 0Ty, /0>
My=\ | Toy/Vh  ToiTio/n ToiTor/h ToiTao/B? ToiTy,/0? (41)
Too/t TogTio/B3? TogTo /02 TogTao/n*  TooTy /7
Tl,l/h 7\-vl,lj\—'l,()/h?’/z TI.ITO.l/h3/2 TI,ITZ.O/hZ j\—'l.]i—‘].l/h2

where as before the expectation value is taken element by
element.

In order to derive the generic structure of M’,, we use the
relations

L 1
Tioley =Tiyen — ElkthJrf—l.O’ (42)

. 1 )
TiiTey =Tipes+ El(f —k)AT oy

which follow from the general ordering equations given in
[34] (or [37]). For fixed J, we can express the nonconstant

components of &' =:& as

A

B/ — pnd { oo
fll/4T(n_3)/2’1 if nodd

if neven
(44)

where 2 < n <4J + 1. Excluding (for now) the first row
and column of M ;" which contain at most one factor of Tm.n

1 5 d therefore do not require any reordering, this operator-
—kCh*T,. s 5, 43 an q y g, p
* 4 k=20 (43) valued matrix has the components
|
TA"(,H,,) /2.0 if m,neven

1/4% ;
M P g h_(m+">/4 ) h / T(m—3)/2.1Tn/2,0
mn gm gﬂ 1/4 A A
W 20T (n-3) 2.1
P2T 3y 01 T =3y

A

T(1n+11)/2,0

— p(min)/4

1

fll/4T(m+n—3)/2,1 + % inh5/4’iw(m+n—5)/2,0

h]/4iw(m+n—3)/2,l — % imh5/4?(m+n—5)/2,0

if moddandneven
if mevenandn odd

if m,nodd

if m,neven
if moddandneven

if mevenandnodd

A, —m s - m=3)(n-3 5 .
2T i) o0+ F2 P T (g1 + 30D 52T a0y i monodd

(45)

Taking expectation values and setting all 7, , = O unless m and n are even, we obtain

T min) 20

1: 25/4
M= p(mn)/4 3P T 415)20

—3imP AT (0520

PY2T 620 + 75 (m = 3)(n = 3)1 T (4 0_10) 20

if m,neven

if m odd and n even

. (46)
if mevenand n odd

if m, nodd

Some components M, are zero for certain values of m and n, which can be seen by refining the parametrization
such that m = 4g + o and n = 4r + f with integer ¢ and r and 0 < a, f < 3. For fixed ¢ and r, we obtain the 4 x 4

block
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hq+rM£¥q+a,4r+/}
Taig1r0 —iqhTs41r-1)0 0 0
| A0 Tagger-na+ (g =3)(r=)PTagir-2)0 0 0 (47)
0 0 A Tagiri1)0 —i(q+3)T2(g4n0
0 0 i(r + %)TZ(q+r),0 h_lTZ(q+r).2 + qrhT2(q+r—1),0

where rows and columns are arranged according to the values of a and f. (The full 4 x 4-blocks appear in M, only for
g > 1 and r > 1, while parts of these blocks make up the first three rows and columns of M’.) Using (28) and (29), we

obtain the blocks

q+ragq!
h M4q+a.4r+/f

Agtr —1qa44r-1

iraq+r—1 (2(q + r) - 1)_1aq+r + (q - %)(}" - %)aq+r—2

0 0
0 0

If J = 1, for instance, we have the matrix

0 0 a 0
a %l
M, = -1i q (49)
a 0 0 a) ia1
0 0 0 =—iagy fay+1

It is block-diagonalized by identifying C' in (17) with the
vector CT = (0,0, a;,0):

1 0 0 0 0

0 a ii 0 0
LMLi=10 -%i a 0 0 (50)

0 0 0 a-da iaq

0 0 —ia; Ltay+1

Its determinant is equal to
det(L,M'L})
= % A/ +1/2)2(A/h —1/2)*(A/h +3/2)(A/h = 3/2)
(51)

using the solution a, = 3 (4%/#* + 1/4) of the recurrence
relation (30).

0
0
(48)

Agtr+l _i(q +%)aq+r

i(r+g)ag, (2(g+r)+1)"ag 1 +qrag,

3. Eigenvalues

For any J, we may block diagonalize M, as in Eq. (16),
except that each A}, will be a 2 x 2 matrix since we are
working with the reduced matrix, M’,. We then have

det(A)) >0 (52)
for all n. For a fixed n, this inequality is a constraint
involving moments up to order 2n. All of these moments

can in turn be written in terms of A using (27) and (30).
From explicit computations, we infer the general result

L [/n - a)w/n+ o)

d, = det(A},) = —
k=1

=7

(53)

where a;, = (2k — 1)/2 are the odd half-integer multiples.
[The polynomial (51) is equal to d;d,.] Considered as a
function of 4, this expression has nodes at the a;, up to some
maximum k that depends on the particular value of n.
Between nodes, the function is nonzero, and it alternates in
sign depending on the value of n. In particular, because
dyiy =4d,(A*/h* —a}) implies sgnd, ; = —sgnd, if
|A|/h < a,, sending n — n + 1 causes the sign to alternate.
This behavior combined with the non-negativity of det(A},)
implies that the only allowable values for 4 occur at the
nodes. We can exclude negative values of A by appealing to
the non-negativity of the first leading principal minor of A
(which in this case is a 1 x 1 “block™ consisting simply of
A), which gives the constraint A > 0. We thus have that the
only possible values for 1 are
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1 3 5
/1—2h, 2h, 271,... (54)
in agreement with the well-known eigenvalues of the
harmonic-oscillator Hamiltonian (divided by w).

Since eigenvalues occur at the nodes of positivity
conditions, all excited states obey saturation conditions
of higher-order uncertainty relations. We will explore these
relations further in Sec. III, but first give an alternative
moment-based derivation of eigenvalues because we have
found it to be difficult to construct a general analytic proof
of our crucial equation (53).

C. Alternative derivation

We now present an alternative algebraic derivation of
eigenvalues and eigenstates of the harmonic oscillator that
appears to be more tractable but does not give as direct
access to saturation properties as the previous method. We
still impose the two main conditions stated at the beginning
of this section, Eq. (11) combined with positivity of states,
but do so in an alternative way. The recurrence relations for
moments will be replaced by recurrence relations for
coefficients of a suitable generating function, and positivity
will be evaluated by means of boundedness and continuity
of a certain expectation value of a 1-parameter family of
operators.

Given an energy eigenstate of the harmonic oscillator
with eigenvalue A, consider the function

Ly(y) = (exp (1 +7)3*/n)),. (55)

For fixed A, this function of y is well defined for y < —1
because exp ((1 + y)§*/h) is then an algebra element that
quantizes a bounded function, with L,(—1) =1 by nor-
malization and lim,_,_., L,(y) = 0. (Any positive state is
continuous [38].) Positivity of the state also implies that
L,(y) increases monotonically. We will show that these
properties, implied by boundedness and positivity, can
replace the uncertainty relations used in the preceding
section in an algebraic derivation of eigenvalues. This
method can also be applied to nonharmonic systems,
including the standard hydrogen problem [32].

1. Recurrence relations

The moment expansion

(1+7y)
!

Ly(y) = i": h(G);
=0

:iaj(l JJT!W (56)

J=0

is readily obtained from the Taylor series of the
exponential function, followed by the identification

h(g¥) = W ITy;o = a; according to (28). Using the
recursion relation (30) for the a; we obtain the differential
equation

3L, +3(9 + 9y + 42/R)L, + 8(2 + A/h
+y(6+3y+4/n)L] +4y(1+y)2+y)LY =0
(57)

where primes indicate derivatives by y. Motivated by the
behavior of L,(y) as y - —oo, we rewrite this function as

L) =3 (=) (58)
n=0

where the constant s takes into account a possible rootlike
pole at y - —co. The o, are then subject to the relation

8(n+s)(n+s—A/h)a,
—(14+2n+25)((3+6n+6s—44/h)a,
- (3+2n+2s)a,,,) =0.
Inserting n = —1 and requiring that this sequence of

numbers terminates before n = 0 in backwards recurrence
implies s = % With this knowledge we can rewrite L as

[Se]

Ly(y) =) A1) (59)

n=0

where A, = a,,;/,. The preceding recurrence relation then
turns into

(14+2n)(1+2n-24/h)A,
~2(14+m)((3 4 3n = 24/R)A,cy — (24 m)A, ) = 0.
(60)
In the large-n limit, Eq. (60) simplifies to
4A, —6A, | + 24,,, = 0. Therefore, for very large n,

A, ~c;+2"c,. If ¢y #0or ¢, # 0, this asymptotic behav-
ior is problematic as it would cause

(e1(=p) "2 42", <—y)—n—%>

n=M
M-1 M
2Y¢
=N A, (=) = ()M (G 2> 61
N (=t e I
to diverge on values of y, y = —1 and y = -2, where it

ought to be between zero and one.
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Therefore, both ¢, and ¢, have to be strictly zero: after a
certain n all the A, should vanish. Let N be the lowest
integer such that Ay = 0. (Such an N always exists because
the normalization condition L;(—1) = 1 cannot be satisfied
if all A,, are zero.) We then obtain the consistency equation

(2N = 1)(2N =1 = 22/h)Ay_, =0 (62)

from inserting n = N — 1 in (60). By definition Ay_; is
nonzero. Combined with the fact that N is an integer greater
than zero, we find the familiar spectrum (54).

2. Coefficients

Based on this result, the coefficients introduced in (59)
seem to be more tractable in the eigenvalue problem
compared with our original a;. These sets are strictly
related to each other, but not in a simple way. Using
Cauchy’s formula to invert (59), we first write

-1 n+1
A, :( ) j{ L;(z)z"dz
2 |z|=1

; n o 4, ad i0\j ,i(n
=i(-1) HZ?}!A (1 + e?)/eiln1/2)040

Z (—Lin+1/2,j+1) (63)

Jj=

using also (58), where B is the incomplete beta function.

In order to check convergence, we write (1 + ¢)/ =
2/¢'%/2 cos(0/2)/ and show that the second factor can be
approximated as cos(6/2)/ ~ exp(—j6?/8). It is straight-
forward to confirm that these two expressions match to
second order of a Taylor expansion in 8 around 8 = 0. The
local maxima of the difference of cos(6/2)/ and
exp(—j6?/8) are at some O, such that

J0?/8))o—

mdx

0 = dy(cos(8/2)/ — exp(—

= 4 (O XD (=03 /8) = 210(Ore/2) €05 (B /2)")
or
0.2
0 A VAL — —i6%. /2).

Therefore, the difference is bounded by

Aj= sup |cos(6/2) —exp(—j6/8)]

0€|—n.x)

= | co8(Omax/2)’ — exp(—j62ax/8)]

_ maX/ .
= (1= ey ) i)

This expression goes to zero for large j because of the
exponential factor, unless 0,,,, — 0 in which case the first
factor in A; approaches zero. We conclude that the differ-
ence of the two functions cos(6/2)/ and exp(—j6#?/8)
converges to zero in L®[—x, z] when j goes to infinity.
Now, writing

(1+ €%)) <2/ exp(—j6*/8 +ij0/2) + 2/eVP12A;
beta function and
1)/2)0)dé < 2z, we have

in the incomplete

—1)" JZexpli(n + (j +

-1 [ U
( lin+= ,]‘l‘]) ( 2) / (1+ezﬂ)jez(n+l/2)6d9
S

using

—1)"

/ 2 exp(—j6?/8+ij0/2)e'"1/20d0 + 2z A

(1+j+2n)?

= \/2_ﬂ(—1)”2—jexp< o

)+2ina,
(64)

The first term goes to zero for fixed n and large j. From the
recursion relation for the a;, we then see that the series (63)
for A, has to converge as well, as the numerator grows at
most exponentially with j, while the denominator contains
ajl

Conversely, we have

aj = <;—7ij1(7’))

I
:

:t>
—
\_/

nMg
/|\

S

|

N —
\/

(65)

where x(") is the nth Pochhammer polynomial. As we have
seen, only a finite number of the A, are nonzero, and
therefore this sum is clearly well defined.

3. Probability density

The alternative method based on (55) allows a more
direct derivation of the probability density of eigenstates
compared with reconstruction from the moments of
Sec. II B.

In order to reconstruct the probability density of the N
energy level, we first solve the recurrence relation for the
coefficients A,. Once N is fixed for a given eigenstate, we
know that the N coefficient, Ay, is the highest nonzero
one. Its exact value will be fixed later by normalization.
Running through the recursion relation (60) with the known
eigenvalue 2 = f(N +1), we can then work backward,
starting with n = N — 1, until we reach the Oth coefficient
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Ay using (60) for n = 0. After that, the recurrence termi-
nates automatically: For n = —1 in (60), we obtain A_; = 0
because of an overall factor of (1 + n) in the second part of
(60), and for n = —2 we obtain A_, = 0 because A_; is
zero, as just shown, and there is a factor of (n + 2) in front
of the Ay = A, in this case. All coefficients of orders less
than —2 then vanish because the recurrence is of second
order. As an example, we consider N = 4 and find

Az = —172144,
Ay = gAm
Ay = §A4

The coefficients A, then determine the function L,(y), in
which we can impose normalization by requiring
L;(-1)=(I), = 1. Continuing with our example of
N =4, we find

35 + 60y + 42y + 12¢° + 3y*
A —
8(—r)"?

(66)

The probability density then requires an inversion
of the integral that defines the expectation value taken
in L,().

In order to do so, we first note that the Hamiltonian
commutes with the parity operator, such that the probability
density of any eigenstate has to be even. We therefore

write
o (1
Ll(y)zz/ exp< T7 e
0 n

in order to introduce the probability density P,(x).
Substituting u = x> and t = —(1 + y)/h, where all expres-
sions are well defined if Re(r) > 0, we obtain

The probability density is therefore obtained by an inverse
Laplace transform, for which we can use Mellin’s inverse
formula (with a suitable 6):

)P,l(x)dx (67)

du. (68)

P Y im [T e L (21— o
x(x)*z—mTl_{go o e L;(—=1—nt)dt

Noox SHT ]
- Z— lim / e A, (1 + hr)™"2ds
— 2mi T J5 i1

—ZA 2n!(2x) Q”exp(—xz/fz). (69)
= V7 (2n) s

Proceeding again for our example of N = 4, we have

P, (x) = exp(—=x*/h) (3 122x" 424x* 60 8x° 35 162"
g Vzh  \8 8 n  83m> 815K ' 8 105k
exp(—x?/h) ( x* x exp(—x?/h) < x )2 5
=" L (3-120 44 ) =L H,( =) = : 70
YW PR s e T\ 7 lwa (x)] (70)

The method introduced in the present subsection is more
efficient than the moment method, and perhaps more
powerful because it provides a more direct route to
probability densities of eigenstates. However, the key
definition (55) of the function L,(y) was made with the
benefit of knowing that the operator exp((1 +y)g?/h)
should be useful, based on the known form of wave
functions for harmonic-oscillator eigenstates. While this
alternative method is fully algebraic, just like the moment
method, it is not completely independent of standard
derivations of eigenstates.

We note at this point that other algebraic derivations
of eigenvalues and eigenstates of the harmonic oscillator
exist in the literature, such as [39]. However, they
are based on ladder operators in Hilbert space and
therefore require representations of the algebra of
observables.

II1. SATURATION OF INEQUALITIES

An interesting result that emerges from the solutions in
Sec. I B is a saturation property of the first n eigenstates
that obey d, = 0, and therefore saturate the generalized
uncertainty relation det(A),) > 0 given in (53). For n =1,
this condition is just the well-known statement that the
harmonic-oscillator ground state saturates Heisenberg’s
uncertainty relation. For each n > 1, we have an inequality
involving higher moments that is saturated by the first n
eigenstates. (This saturation property is different from the
one found in [40]. Moreover, it sharpens a saturation
property found in [37], which is true for all energy
eigenstates of the harmonic oscillator.) Motivated by this
finding, we return to the full generalized uncertainty
principle and analyze its behavior for the harmonic oscil-
lator eigenstates, as well as related properties.
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A. Principal minors and pure states

As is evident from our derivations in the previous
section, we need to make use of only a submatrix of

M, corresponding to moments in é ;' with at most one
insertion of a momentum operator. [A related computa-
tional fact is that M; has an eigenvalue zero with degen-
eracy D = J(2J — 1).] Computational experiments indicate
that the remaining conditions do not impose additional
restrictions on the allowed values of A, which is consistent
with the fact that (54) is the full set of harmonic-oscillator
eigenvalues.

Still, for an application of the method without prior
knowledge of the spectrum, it would be of interest to
understand these features in more detail. In particular, it
remains unclear to us how a suitable subset of independent
inequalities can be selected from the generalized uncer-
tainty principle that would be sufficient for determining all
eigenstates of a given Hamiltonian.

The observation that the matrices M, suffice to find all
relevant conditions on eigenvalues can be interpreted as
follows: For pure states, the moments T, = (§") allow
one to reconstruct the norm of the wave function according
to the Hamburger problem, while the additional moments
T, ={(g"p) with a single momentum operator can be
used to determine the phase; see for instance [6,41]. The
other moments are therefore not independent parameters if
the state is known to be pure. (They would be independent
for mixed states.) The observation that M’; suffices to find
all conditions on eigenvalues, at least for the harmonic
oscillator, can therefore be interpreted as saying that mixed
states cannot provide eigenstates in this case.

B. Saturation from ladder operators

With hindsight, it is possible to obtain a saturation result
for energy eigenstates of the harmonic oscillator by means
|

of the usual ladder operators,

|
_\/—2_7’1((1_11))' (71)

(We still assume m = 1 and @ = 1.) Let a be the lowering
operator and take
f=a"+a', g=a"—a'. (72)
If a state |yp) is a linear combination of the first n
eigenstates of the  harmonic  oscillator, then

Flw) = —gly), which implies (7'7)(5"g) = (7'9)(@"])-
Thus, the Cauchy-Schwarz inequality

F' %) = (7 a)P (73)

is saturated. Explicit expressions for given n imply higher-
order uncertainty relations, which must then also be
saturated by the first n energy eigenstates of the harmonic
oscillator.

The first three inequalities obtained in this way are as
follows. The nth inequality is saturated by any linear
combination of the first » harmonic-oscillator eigenstates.
For n =1,

(@) (P?) 2 1[4+ (4 P)ivey (74)

4
2 h2(<ﬁ2> + <q2>)2 + (<ﬁ@3>Weyl - <ﬁ3@>Weyl)2 (75)

() + (@) = 20w + 1) (<ﬁ2a2>wwl " h)

and for n = 3,

1. 2, . dn . . 1, 2, 4. o n . .
(5% =50 hwen + 0 + 0+ 1207 ) (5 (5°) =3 0P + (P + 125%) + 12007 )

9 3 3
o1, 1. o n 2 | R 1, .. 10, ... 2
> 12 (5 430 45 @+ PP ) + (307D + 5 0 Dwen =g PP - (76)

Except for n = 1, there is no obvious relationship with
minors of the matrices M/, introduced in (35), which were
found to be relevant for eigenstates in our previous analysis.

C. Generalized coherent states

The saturation property of the harmonic-oscillator
ground state, which by definition satisfies ay =0, is
maintained by coherent states defined by v2hay = ay
with a complex number a = (g) + i(p). Similarly, satu-
ration properties of higher-order uncertainty relations

obeyed by the first n — 1 excited states, all subject to the
condition a"yw =0, can be maintained by generalized
coherent states, for which

(V2ha)"y = oy (77)

We will first show that these generalized coherent states
indeed obey higher-order uncertainty relations.
As in the case of a = 0 in the preceding subsection, we

introduce two new operators, f = (24)"/2(a" 4+ a™) — o
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and § = (2h)"?(a@" — &™) — ”. In a state y that satisfies
(77), we again obtain j‘y/ = —gy and therefore
Fhe'e) =Taeh=17ar 8
saturating (73) as before.
The form of these uncertainty relations saturated by a
generalized coherent state depends on the parameter

a = (g) + i(p). For instance, for n = 1, we do not directly
obtain the standard uncertainty relation but rather compute

(f'F) = (48> - 2(a + a")g + |a)
= 4(Aq)* +(q)* + (P)*, (79)
(G'9) = 4(Ap)* + (@)* + (p)*. (80)

= icqp —2n - <@>2 - <ﬁ>27 (81)

with the covariance C,, = A(gp). The saturated uncer-
tainty relation obtained immediately from (78) then takes
the form

(Aq)*(Ap)* = C3,
1

1
+70@)° +(p))((Aq)* + (Ap)* —h) = 1% (82)
This equation is equivalent to saturation of the standard
uncertainty relation because (Ag)?> =h/2 = (Ap)* in a
coherent state such that (77) holds with n = 1.

It is possible to evaluate the condition for generalized
coherent states explicitly in terms of energy eigenstates,
following the usual procedure for n = 1. We will denote
these states as |a, k), anticipating the presence of a second
(integer) parameter k because the condition (77) does not
uniquely determine a state for n > 1 even if a has been
fixed. Using the energy eigenstates |m) as a basis, we first
compute, for integer 0 < £ < k, the inner products

1
(kn+72)!
1 a
T @R fkn 1 £)1
okn \/Ef
R3]
w_ V!

= ch (83)

(kn + ¢|a, k) = (@) +710))"|a. k)

kn

(0la”

k)

(¢, k)

with k independent constants C, (which are related to one
another only by normalization). We then write

1
[M]s
B

R
»

)

3
<H3

T
Ol

Il
§
[M]s

T
- o
=
]
[}
—
A
S
N
S—

I
@)
=

-10) (84

iy
=}
3
Il
=}

The infinite series Y % (aa®)¥** /(kn + £)! in this last
expression is related to the exponential function applied to
multiples of aa’, but it is not a single such function because
n in the usual series is replaced here by kn + £. The series
encountered here therefore makes use of only a subset of
the expansion terms of a single exponential function. Using
the basic kth root of unity u;, = e>*/¥ it is possible to write
our series as a superposition of exponential functions,

kn+f k 1

2’0: kn—t—f kZuk exp(ujaa’) (85)

n=|

in which coefficients have been chosen so as to make
unwanted terms cancel out. Indeed,

k—1 )
E , u_j exp( ukaa E ( E
=

N:() =

>) (aa®)™  (86)
implies the desired Eq. (85) because

k=1 if N — ¢ = knfor some integer n
Zu]iN ¢) { g (87)
= 0 otherwise

thanks to properties of roots of unity, uy.

,k) and
write
k-1 711 k=1 . o
s >: ny; Mk exp(ukaat)|0>
£=0 =0
1 o k-1 ;
=3¢ ZDj|uka> (88)
=0

with the standard coherent states |§) = e~2/” exp(fa’)|0)
and new constants

k—1 \/ﬁ .
DJ = ZTMk]fo. (89)

Multiplying the parameter a = (§) + i(p) of a standard
coherent state with a power of a basic root of unity u, in the
superposed coherent states |uia> of (88) rotates the peak
position ({g), (p)) in phase space by a multiple of a fixed
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angle 27 /k. According to (88), a generalized coherent state
a, k) is therefore a superposition of k standard coherent
states with peaks ((g), (p)) placed at equal distances on a
circle of radius |a|. The kth eigenstate of the harmonic
oscillator is the limit of such a state in which these peaks
approach one another at the center, for suitable C,. Using
[42], these generalized coherent states are the same as those
introduced by Titulaer and Glauber in [33]; see also [43].
However, to the best of our knowledge, the relation to
saturated uncertainty relations and energy eigenstates
is new.

n(n—1)

Tm+2,n + Tm.n+2 - TTm,n—Z -

+ e<zfm+4,n —3n(n = )T pas +

and

mfm—l.rﬁl = nTm+l,n—l
+ 6(4nTm+3,n—1 —n(n—=1)(n=2)T143)
(91)

Setting n = 0 in (90) and n = 1 in (91) while shifting m
to m + 1, and combining to eliminate T, , gives

m+2) m(m—1)
ﬁ Tm+2.0 - 2A'Tm,() - T Tm—Z,O
(m+3)
+ zem Tm+4,() = 0 (92)

Then using (91) with n shifted to n 4+ 1 and m to m — 1
results in

(n+1)

Tm—2.n+2 = m Tm,n

(n+1)
+ €<4 (m _ l) Tm+2,n -

(n+1)(n)(n=1)
(I’I’l —_ 1) Tm,n—2> .

(93)

‘We now assume an expansion for the moments in powers
of e

Tpn =Y Tine* (94)
k

and similarly for the eigenvalues,

A= Zﬂ(k)d{.
k

(95)

m(m—1)
TTm—Z,n

IV. ANHARMONIC OSCILLATORS

We now demonstrate that the methods developed in
Sec. II can be used to find perturbed eigenvalues
for an anharmonic oscillator. Here we take

H =1(4*+ p?) + eq*.

A. Moment method

Using the same techniques as for the harmonic oscillator
(but now setting 7 = 1), we obtain the following recurrence
relations for the moments:

- Zle,n

ln(n —1)(n=2)(n- 3)Tm’n_4) =0

g (90)

|
Using Eqgs. (92)—(95), we can solve order by order for the
moments in terms of the A).

For the odd moments, we first note that, at zeroth order,
all of them are zero (as we know well from the harmonic
oscillator):

0 0) 0
T(()d)d,odd = T( T( ) 0.

odd.even —  even,odd —

(96)

Then setting m =0 and n =1 in (91) gives T(lf()) =0.
Using this and (92) with m odd gives T}, , = 0. Taking
n=01in (91) gives T,,; = 0 at all orders in ¢. Combining
these two results with (93) implies that the rest of the odd

moments vanish:

— 7 0.

even,odd —

1 1
T(()d)d,odd = T( )

odd,even —

97)

We can apply this argument repeatedly to find that the odd
moments vanish at all orders in e.

Using the recurrence relations following the procedure
detailed in Sec. II, we find to first order in ¢

1 1
det(A’l) = </1(0) - 5) </1(0) + E)

1
— 1640 (1245 =81 +3) + 0(e).  (98)

1 3 | 1 3
det(4;) =7 (’1(0> - 5) </1<0) - §> </1<0> + 5) (Mo) + §>

1
~ 33 00) (8085, = 32041y + )

402 +3) + O(e2). (99)

At zeroth order in e, we recover our results for the
harmonic oscillator. Setting 4oy = 1/2, we find
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det(A]) = e<z(1) - %) +0(e?), (100)

det(A}) :e@—;zm) +o@). (101

Pos1t1v1ty of these determinants then yields 4(;) > 3/4 and
) < 3/4. Hence, 4y = 3/4. Performmg the same proc-

ess with det(A}) and det(A}) using Ay = 3/2 yields
A1y = 15/4. Thus we have
Eo=ti2eto@) (102)
072 74¢
3 15
El==-+— 103
>+ 4e—|—0( €?) (103)

in agreement with the results from ordinary perturbation
theory.

Note that at first order in €, the energy eigenstates
saturate the inequalities just as they did for the harmonic
oscillator. Computations at higher order indicate that
similar saturation results hold at each order in perturbation
theory, although for higher orders in e, one must go to
higher n in order for det(A},) > 0 to be saturated.

B. Commutator method

An alternative route to perturbated eigenvalues, which
may sometimes be more feasible, proceeds by applying
suitable commutator relationships. Following [7], we can
derive recurrence relations for moments of energy
eigenstates: We have (n|[H, W]|n) =0 for any operator
W, with eigenstates |n) of A = 2m~'p? + V(g). Choosing
W, = g2 and W, = gk 1p, respectlvely, for some fixed
k, we obtain

L k=2

e (k=2) (k=3
qk—3p hz( )( )
m

2m

gt (104)

[.W,] = =2in(k=1)§ (0 - V()

_ el D(k=2)

53 p 4 ihgk1 V! 105
. 9 p+ihg (g). (105)

We combine these two equations (set equal to zero) and
(divided by ih) write

0=-2(k=1)E, (g%, +2(k=1)(g"*V(2)),
k—1)(k-2)(k=3) , ,_ ke A
-l DD ey 4 (1),
m
(106)
For a quartic anharmonicity, such that

V(g) = imw’q* + eq*, we have

0==2(k=1E ("),
hz

= (k=1)(k=2)(k=3) (4",

+ ma?k(%*), —|—2e(k+1)< k+2y (107)

Starting with k = 1, the first four recurrence steps are

0= mo(a), +4e(d),. (108)

0= —-2E, +2ma*(3*), + 6¢(g*),, (109)

0= ~4E,(3), + 3me (@), + 8c(d),. (110

0 = —6E, (%~ o 4 4mo (4, + 10e(i),. (111

Assuming ¢ to be small and expanding (gf), =

®o(@"), €/, we have (g),,=0 from (108), which
implies (§°),o =0 from (110), such that (g),, =0
from (108).

For even powers, (%), = E,/m* from (109) and
(@%),0 =3 EX/m*@* +30? /m*w?* from (111). This value
then appears in (%), | = =3(&*), o/mw?* from (109). We
obtain some of the moments including p from (104) and
(105). Setting k = 4 in (104) shows that (g p+p g), =0
in all energy eigenstates. Setting k = 2 in (105) and not
using H|n) = E, implies

(P*)n =

the final equality for our anharmonic oscillator. Using the
results for low orders of ¢ moments, we have

m(GV'(q)), = m*@*(@?), + 4me(q*),.  (112)

<ﬁ2>n,0 = m2w2<qz>n,0 = mEn’ (113)
<ﬁ2>n.l = m2w2<q2>n,1 + 4m<£14>n,0 = m<q4>n,0' (1 14)
To first order in €, we therefore compute
<612>n - <q2>n.0 + €<q2>n.] + 0(62)
E 9
— T (4E2 4 R20?) + O(¢?), (115)
mw-  8m’w
(P?)n = (P*)no + €<f?2>n 1+ 0(e)
=mE, + o3 C (4B +10?) + 0().  (116)
The uncertainty relation implies
E2  3¢E n?

<212>n<i72>n = _; -

(117)
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At zeroth order in e, this implies E, > L hw. If we use an e

n=7
expansion of E, = ) 22 E, ;¢/ at this stage, we obtain

3 eh?

1
E, Zihw+zm+0<€2). (118)

The present formulas indicate that neither the moments
nor the uncertainty relations and bounds on eigenvalues are
analytic in w, such that we cannot take a @ — 0 limit for a
single quartic potential.

V. DISCUSSION

We have presented a new method that allowed us to
rederive known results about energy eigenvalues using only
properties of the algebra of observables. The results are
therefore representation independent, and the method can
be applied to systems that do not have a Hilbert-space
representation, for instance owing to violations of associa-
tivity. Even in standard, associative quantum mechanics,
we have been able to derive new results related to how
excited states saturate higher-order uncertainty relations, as
well as connections between excited states and generalized
coherent states.

As stated at the beginning of Sec. II, an algebraic
derivation of eigenvalues imposes two conditions,
Eq. (11) as well as positivity of a state. The first condition,
assuming some fixed eigenvalue 4, implies recurrence
relations for moments of an eigenstate, or for expectation
values of polynomials of basic operators. Depending on
how these relations are set up, they may pose various
challenges to finding sufficiently general solutions. In
particular, if anharmonicity is introduced, independent
recurrence relations in this system are more strongly
coupled to one another, complicating the solution process.

Such difficulties can be addressed in two ways: First, a
perturbative treatment may use solutions known for a less-
coupled system to introduce approximate corrections for
the more coupled one. We have demonstrated this option
for anharmonic oscillators, which also by general methods
require perturbation theory or numerical methods for a
determination of eigenvalues. Secondly, it may be possible
to rearrange the recurrence relations in a more suitable form
that makes them solvable. There is no systematic method
for decoupling recurrence relations with nonconstant coef-
ficients, as we are dealing with here. However, it may be
possible to take some inspiration from other known proper-
ties of the given system and introduce convenient generat-
ing functions through expectation values of suitable
operators. Here, we have demonstrated this method
for the same harmonic oscillator used for the first method,
but its broader applicability has already been shown
by a successful application to the standard hydrogen
problem [32].

At the current stage of developments, the general range
of applicability of algebraic methods to derive eigenvalues

is far from being completely circumscribed. In addition to
reorganizing recurrence relations by means of suitable
expectation values as generating functions, we mention
the possibility of using ladder-type operators for non-
harmonic systems. Since our harmonic-oscillator example
in Sec. III showed how properties of ladder operators may
be related to saturation properties similar to those we found
with our first method, such algebraic derivations may have
a range of applicability beyond strictly harmonic or
perturbative anharmonic systems, but a detailed extension
requires further work.

We finally discuss the possibility that not only the
tractability but even the overall applicability of our methods
may be limited, depending on the Hamiltonian H whose
eigenvalues are to be determined. To see this, we go back to
the starting point of our method, given by the algebraic
definition (11), or

(A(H - 1)), =0, (119)

for an eigenstate |), with eigenvalue A, which has to be
satisfied for all algebra elements A. Tn particular, the
definition is tailored to strict eigenstates which are normal-
izable since (I), must be finite for the equation to be
meaningful for all A (including A =1). The method can
therefore be used only for eigenvalues in the discrete part of
the spectrum of H.

If we try to work out the algebraic conditions for
eigenstates in simple cases which are known to imply
continuous spectra, we can easily find inconsistencies. For
instance, taking A = p as the momentum operator of a
particle on the real line and A= g in (119), we obtain the
equation

1

m{4(p — ) = 5 (4. 5]) = 35

5 (120)

while the eigenvalue condition for 4 would require the left-
hand side to equal zero. .
For the free-particle Hamiltonian, H = p?, we obtain

(p*) =2 =0 from (119) with A =1, and

tm(a p(p? = 1)) = 5[4, 5°) - 2d. )

= AB - =0 (21)

from A = § p. Combining these two equations, only 4 = 0
is allowed, such that (p?) = 0. However,

(122)

then implies (Ap)? =0, which is not consistent with
Heisenberg’s uncertainty relation.
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It is not surprising that an algebraic method for comput-
ing eigenvalues fails for operators that have a continuous
spectrum in an irreducible representation on a separable
Hilbert space (spanned by a countable basis) because the
corresponding eigenfunctions require a generalized inter-
pretation as distributions. However, it is possible for an
operator to have a continuous spectrum with normalizable
eigenfunctions if the Hilbert space is not separable or if the
representation is not irreducible. (The set of eigenvalues by
itself does not uniquely determine whether it is discrete or
continuous because the real line can be equipped with
discrete or continuous topologies.)

Since the algebraic condition for the spectrum is repre-
sentation independent, an algebra that has a continuous
family of inequivalent irreducible representations, or one
that can be represented on a nonseparable Hilbert space
may lead to a continuous set of eigenvalues for normal-
izable eigenstates. In this case, (119) would be well defined
even if it permits a continuous range of values for 1. As an
example, consider a particle moving on a circle. The
corresponding algebra can be generated by three basic
operators, p, S and C, with relations 2 S’] = —ihC,
[p.C] = inS and [C,8] =0. (The operators § and C
quantize the sine and cosine of the angle.) This linear
algebra has the Casimir element K = §2 + €2 which we
may require to equal K =1 as a further relation in the
generated algebra. Our Hamiltonian is A = p.

The condition (p"~'(H — 1)) = 0 for n > 1 implies that
(p") = A" = (p)", and therefore all central p moments
((p—(p))") = 0 vanish. More generally, it follows that
(A(p = (p))) = (A(H = 2)) = 0 for all A. All generalized
uncertainty relations are therefore identically satisfied
because the lower bound in the Cauchy-Schwarz inequality

(1), without loss of generality applied to an operator b that
contains at least one factor of p — (p), is always zero for
eigenstates. For any real 4, there is therefore an eigenstate
with this eigenvalue.

This result is in agreement with Hilbert-space represen-
tations of the algebra, which are not unique up to unitary
equivalence. Its inequivalent irreducible representations are
labeled by a real number 0 < € < 1, such that the momen-
tum spectrum in the representation determined by e is
Z +e. The direct sum of all inequivalent irreducible
representations is a reducible representation of the algebra
on a nonseparable Hilbert space. In this reducible repre-
sentation, which contains all inequivalent irreducible ones,
the spectrum of p contains all real numbers 1 as eigen-
values, but it is still discrete because eigenfunctions of p are
normalizable.

We have obtained the same result in our algebraic
derivation, which is representation-independent and there-
fore implicitly takes into account all irreducible represen-
tations. Comparing with our first example of a continuous
spectrum (the standard momentum operator for a particle

on the real line), we see that the algebraic treatment
correctly recognizes the important distinction between a
continuous and discrete spectrum: For a continuous spec-
trum (particle on the real line), the algebraic equations have
no consistent solution owing to a lack of normalizability of
eigenfunctions. For a discrete spectrum (particle on a
circle), the algebraic equations show that all real numbers
may consistently be realized as eigenvalues. This distinc-
tion is subtle in algebraic form because it is usually based
on properties of Hilbert-space representations, in particular
on normalizability of eigenfunctions.

As these examples demonstrate, the spectrum cannot
always be fully analyzed based on the algebraic condition
(119), unless it is strictly discrete. As a consequence, it
remains an open question how the continuous spectrum
could be defined in nonassociative quantum mechanics.
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APPENDIX: EIGENVALUES IN A FERMIONIC
SYSTEM

It is instructive to compute eigenvalues in a fermionic
system which has a finite-dimensional Hilbert space in its
standard representation, making use only of the defining
Grassmann algebra. For a finite number of fermions we
have a finite-dimensional Hilbert space, in which our
general method can easily be illustrated. This simplicity
comes at the expense of requiring a careful discussion of
anticommutation relations.

The single degree of freedom ¢ included in the system we
use here is subject to anticommutation relations

[g,%h =nh, [%v g]+ =0= [%T9%T]+' (Al)

It generates a four-dimensional unital *-algebra with

vector-space basis given by I ;3 %T and & % As a
Hamiltonian, we choose

1

= S0~ 8) = 0Bt~ ol = 0B 1 hol

(A2)

o

1. Hilbert-space representation

For comparison, we briefly summarize the standard
representation on a two-dimensional Hilbert space.
Commutators of & and & with A show that we can use
the former as ladder operators: we have [, H] = hwé. We
define |—) such that £|=) = 0, and |+) as &'|-) = V/A|+).
These two states are the only independent ones since
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VRET[+) = (E")2]=) = 0. The eigenstates of H are then
given by |+) with eigenvalues
1

E. =+ ho. (A3)

The action of the ladder operators, &|+) = v/A|-) and

= \/h|+), follows from normalization of |+) and

&-)
A A 1 1
801 = €8, = (B +zh0) =n (a9

1P =) = (<5 3h0) =n. (a9

A general state can be written as

,s) = cos r|—) + e sin r|+),
s

(A6)

parametrizing all normalized states up to a phase.
Expectation values in these states are given by

B)(r.5) = 5 VRsin(2r)e® = (E)(rs), (AT
(E"&)(r,s) = hsin?r, (A8)
(EE"N(r,s) = hcos? . (A9)

States are subject to uncertainty relations, which will
play a major role in our new method. Define u = Afv and

w = A&y for some state v, where A& =& — (&) with
(&), = (v|€v), and compute
P 1
(ulu) = (AF'AE) = AETE) +5h (AL0)
s A 1
(wlw) =(A2AF) = A€ +5h  (AlL)
(ulw) =(AEAE) =0 (A12)
with the (graded) covariance
. 1 nin an AL n A n
A(ETE) =5 ((E€ = &) = (8 (0) + (0&)")
I ain 2n A
=5 (-0 - @@ (A13)
Expanding A(,@TAE in order to express equations such as

(A10) in terms of A(ETE) requires anticommutation rela-

tions not only between 2’ and 2* as provided by the original
Grassmann algebra but also between these operators and
their expectation values. The equations shown here assume

the convention that (&) and (&) are Grassmann numbers

which anticommute with each other and with % and ;ﬁ.
[This convention is consistent with equations such as

(E*) = ££* used in relating AETAE to A(E7E).)
The Cauchy-Schwarz inequality implies
1
0 = [{ulw)* < (ulu){wlw) = —A(E76)* + 112 (A14)
and therefore
1
A <. (A15)

Both eigenstates of A saturate this inequality.

2. Algebra

Let us now proceed algebraically. We introduce a phase-
space version of the fermion system by defining two
Grassmann numbers, & = (&) and & = (£). Any operator
in the algebra A defines a function on the space of states on

the algebra by evaluation, A((-)) = (A). The equation

{(A).(B)}. === (A16)

therefore defines a bracket on the space of states, which can
be extended to arbitrary functions on states by using the

(graded) Leibniz identity. Applied to our basic operators 2

and ET, this bracket implies standard relations with anti-
Poisson brackets

{&8 =i, {88, =0={¢¢)

for basic expectation values. The bracket can be extended to

(A17)

an anti-Poisson bracket on moments of & and & by using
the Leibniz rule. As already stated, the basic expectation
values anticommute with ff and ;“T.

There is only one nonzero moment:

P |
A(EE) = 5 (AF'AE - ABAE) = (Ad'Ag) -5 h

[\)

= —(AEAE) + zfl,
using A& = & — £ and [AET, A%Lr = h. The dynamics now
follows from the usual derivation given by a commutator
with the Hamiltonian:

(A18)

()
E="p T e

(A19)

implies £(7) = &y exp(—iwt), or r(t) = ry, s(t) = 59 —
in the parameerization of (A6). Also, A(&E)(t) = (E )( )
because A(E£) = w'H — |&* depends only on A and
constants.

Assume now that we have an eigenstate of H with
eigenvalue A. In this state,

)
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0= (H-1) = 0§ 5 ho =4
= —w(EE) + Lo - A, (A20)
0 =(§(H - 1)) = th—ﬂ)g, (A21)
0 =(E"(H - ) = —thu)g*, (A22)

0= (@& - ) = (jh0-2) €8

LY "

0 (&1 - m) == (30 +2) &)
. Uil (A24)

using the first equation in the last step of (A23)
and (A24). The last equation implies 1. = :l:%ha). For
A_=—3hw, (A21) implies £ =0 and (A23) implies
(£'&) =0, so that (&) = A from (A20). For 1, = L hw,
(A22) implies & = 0 and (A24) implies (¢£7) = 0, so that
(E'&) = h from (A20).

In this example, we have managed to compute all
eigenvalues of the Hamiltonian using only the (anti)com-
mutator relationships. If we try the standard method of
ladder operators in a system with an infinite-dimensional
Hilbert space, it is well known that we need normalizability
conditions in order to derive discrete eigenvalues. These
conditions are available only for wave functions in the
Hilbert space but do not have an analog in the algebra of
observables. The main body of this paper shows how the
new methods of using moments and uncertainty relations can
produce the correct discrete spectra without an explicit
normalizability condition even in systems with an infinite-
dimensional Hilbert space.
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