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Prior to the epoch of reionization, the 21-cm signal of the cosmic dawn is dominated by the Lyman-α
coupling and gas temperature fluctuations caused by the first sources of radiation.While early efforts tomodel
this epoch relied on analytical techniques, the community quickly transitioned to more expensive
seminumerical models. Here, we reassess the viability of simpler approaches that allow for rapid explorations
of the vast astrophysical parameter space. We propose a new analytical method to calculate the 21-cm power
spectrum based on the framework of the halomodel. Both the Lyman-α coupling and temperature fluctuations
are described byoverlapping radiation flux profiles that include spectral redshifting and source attenuationdue
to look-back (light-cone) effects. The 21-cm halo model is compared to the seminumerical code 21 cmFAST
exhibiting generally good agreement, i.e., the power spectra differ by less than a factor of 3 over a large range
of k-modes and redshifts.We show that the remaining differences between the twomethods are comparable to
the expectedvariations frommodelinguncertainties associatedwith the abundance, bias, and accretion rates of
haloes. While these current uncertainties must be reduced in the future, our work suggests that inference at
acceptable accuracy will become feasible with very efficient halo models of the cosmic dawn.

DOI: 10.1103/PhysRevD.103.083025

I. INTRODUCTION

Current andupcoming radio interferometer telescopes such
as the Low Frequency Array (LOFAR) [1,2], the Murchison
Widefield Array (MWA) [3,4], the Hydrogen Epoch of
Reionization Array (HERA) [5], or the Square Kilometre
Arrray (SKA) [6] are expected to detect for the first time the
strongly redshifted 21-cmclustering signal duringandprior to
the epoch of reionization. Thesemeasurementswill open up a
new window on the Universe [7,8], providing insights into
both astrophysics [9–11] and cosmology [12,13]. Next to the
very first stars and galaxies [14,15], the 21-cm signal has the
potential to find evidence for exotic sources of radiation
[16,17], new signs from the dark matter sector [18–22], or
other deviations from the standard Λ-cold-dark-matter
(ΛCDM) cosmological model [23–25].
Predicting the 21-cm signal of the cosmic dawn, how-

ever, remains a challenging task. On the one hand, the
complicated physics of radiation-hydrodynamics combined
with the enormous ranges of relevant scales make brute-
force simulations extremely difficult. On the other hand, the
poorly known characteristics of early star-forming sources,

as well as the complicated interplay between gas cooling
and feedback, add important uncertainties that need to be
either understood or properly parametrized.
First attempts to predict the 21-cm clustering before

reionization were based on analytical techniques, using a
combination of cosmological perturbation theory and
excursion-set modeling prescriptions for the sources
[14,26,27] (for a more recent attempt see also Ref. [28]).
While these calculations were able to predict many impor-
tant features of the 21-cm power spectrum–such as the
characteristic double-peaked shape due to the Lyman-α
coupling and heating epochs–it remains unclear how well
they agree with more detailed calculations [29].
A further important step towards more realistic predictions

of the 21-cm signal at cosmic dawn was taken with the
development of seminumerical methods such as 21 cmFAST
[30,31] orsimfast21 [32] (see also Refs. [33–35] for other
seminumerical methods). These models numerically evolve
the matter perturbations, Lyman-α coupling, and temperature
fluctuationson a grid,where the source distributions are either
obtained via a halo catalogue fromN-body simulations or via
an excursion-set recipe. Seminumerical techniques consist of
a major improvement with respect to analytical approaches,
mainly because they follow the evolution of the spin
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temperature in configuration space and are therefore able to
produce maps of the 21-cm signal.
In principle, more accurate predictions can be obtained

by postprocessing numerical N-body simulations using
radiative-transfer (RT) calculations. This is the strategy
followed e.g., by Grizzly [36,37], C2-Ray [38,39], and
CRASH [40]. While the former code is based on approxi-
mate but faster one-dimensional RT calculations, the latter
two follow a full three-dimensional ray-tracing approach.
First results for the epoch of prereionization can be found in
Refs. [37,41], as well as Refs. [42,43].
Full radiation-hydrodynamical simulations, including

self-consistent formation of sources, are becoming an
increasingly common tool to study the process of reioniza-
tion (e.g., Refs. [44–48]). However, for the prereionization
epoch of cosmic dawn, such simulations remain rare [49].
This is because they require narrowly binned multifrequency
RT calculations in a simulation box that resolves the
minihaloes hosting the first sources and that accounts for
the large distances traveled by Lyman-α and x-ray radiation.
In thispaperweproposeananalytical approach topredict the

21-cm global signal and power spectrum at cosmic dawn.
While being potentially less accurate than the different nume-
rical techniques mentioned above, such a model has the
advantageof providing fast predictionsbasedonawell-defined
framework. Different parametrizations of the source modeling
or effects fromvarying cosmology can be readily implemented
and tested.An analyticalmethod is also particularlywell suited
for parameter inference, which is an important aspect of 21-cm
cosmology due to the large uncertainties related to early-
Universe galaxy formation that have to be parametrized and
marginalized over. Comparing multiparameter models with
observations requires a very large number of calculations that
can only be performed with fast prediction routines.
Our method is inspired by earlier work of Holzbauer and

Furlanetto [50] who used the halo model to predict the
clustering from the Lyman-α coupling between the gas and
the first starlight at cosmic dawn. We extend this approach
adding a description for the temperature fluctuations, as well
as an improved modeling of the halo accretion and the star
formation rates. With this at hand, we obtain a complete
prediction of the 21-cm power spectrum at cosmic dawn.
The paper is structured as follows. In Sec. II we discuss

the source modeling including halo mass function, bias, gas
accretion, and star-formation efficiency. Section III summa-
rizes the derivation of the differential brightness temperature.
In Sec. IV we present the halo model of flux profiles, and we
show results for the 21-cm power spectrum assuming
different star-formation efficiencies. We then go on and
compare our model to other analytical and seminumerical
methods in Sec. V before concluding in Sec. VI.

II. SOURCE MODELING

Accurately quantifying the abundance, distribution, and
emission of sources is a crucial step for any method

predicting the 21-cm signal. The source distribution, for
example, can be readily quantified using prescriptions for
the halo mass function and the halo bias. Regarding the
source emission, analytical, and seminumerical models
usually rely on estimates for the halo accretion rates
combined with a parametrization of the star-formation
efficiency. While the former describes the accretion of
primordial gas onto the parent halo, the latter generically
parametrizes all star formation and feedback processes.
In the present section, we will first discuss the halo mass

function and biasing model before we describe and com-
pare different estimates for halo mass accretion rates. At the
end we present our parametrization for the star formation
efficiency parameter.

A. Halo mass function and bias

Both the halo mass function and the halo bias are central
ingredients of the halo model, which our method is based
on. For the halo mass function, we assume the standard
form motivated by the extended Press-Schechter (PS)
approach [51,52], i.e.,

dn
d lnM

¼ 1

2

ρ̄

M
fðνÞ d ln ν

d lnM
; ð1Þ

where the peak height of perturbations is defined as
ν ¼ δcðzÞ2=σ2 with δcðzÞ ¼ 1.686=DðzÞ, DðzÞ being the
cosmological growth factor. The variance of the density
field (σ2) is defined as

σ2ðMÞ ¼
Z

d3k
ð2πÞ3 PðkÞW

2ðkjMÞ; ð2Þ

where PðkÞ is the linear power spectrum at redshift zero and
WðkjMÞ is the Fourier transform of the top-hat window
function. The first crossing distribution (f) is given by

fðνÞ ¼ A

ffiffiffiffiffiffiffiffiffi
2
qν
π

r
½1þ ðqνÞ−p� expð−qν=2Þ; ð3Þ

which comes with two free model parameters q and p (see
Ref. [53]). The factor A is fixed via the relation
A ¼ ð1þ 2−pΓð1=2 − pÞ= ffiffiffi

π
p Þ−1.

Using the peak-background split model introduced in
Ref. [54], the halo bias can be described within the same
extended PS formalism, leading to the relation (see e.g.,
Ref. [55])

bðMÞ ¼ 1þ qν − 1

δcðzÞ
þ 2p
δcðzÞ½1þ ðqνÞp� : ð4Þ

In the following, we use the values q ¼ 0.85 and p ¼ 0.3
unless stated otherwise. We have verified that this setup
provides a better fit to the halo mass function of the high-
redshift N-body simulations from Refs. [20,56] than the
original Press-Schechter [51] or Sheth-Tormen [53] mass
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functions (which are characterized by q ¼ 1, p ¼ 0 and
q ¼ 0.707, p ¼ 0.3, respectively).

B. Halo mass accretion

There exists different ways to analytically quantify the
growth of haloes. Here we discuss three models that are
used in the literature, and we compare them to results from
N-body simulations.

1. Exponential (EXP) halo growth

The simplest way to obtain a halo accretion history is to
assume that haloes grow exponentially. This assumption
has been shown to provide a good match to simulations,
especially at high redshifts (see e.g., Refs. [57–59]). We
consider the following equation,

MacðM; zÞ ¼ M exp ½αðz0 − zÞ�; ð5Þ

whereM is the halo mass at the final redshift z0. The factor
α can be determined using simulations and has been shown
to be only weakly mass dependent at high redshift.
Following Ref. [58] we therefore assume α ¼ 0.79 inde-
pendent of the halo mass M.
In the left-hand and center panels of Fig. 1 we show the

redshift evolution of the halo mass (Mac) and the accretion
rate ( _Mac). The dash-dotted lines correspond to the EXP
growth model of Eq. (5). The model is in very good
agreement with the numerical N-body simulations from
Behroozi et al. [60][B20] (orange lines). Note, however,
that the simulations do not cover all redshifts and mass
ranges of interest to the present study.

2. Extended Press-Schechter (EPS) method

Halo accretion rates can also be obtained by means of the
EPS formalism. For example, Neistein and van den Bosch

[61] calculated an ensemble of EPS merger trees and
determined the average growth of their main branches.
Based on this, they proposed the equation

dMac

dz
¼ −

ffiffiffi
2

π

r
Macffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

SðQMacÞ − SðMacÞ
p dδcðzÞ

dz
; ð6Þ

where S≡ σ2 at redshift zero (see also Ref. [62]). This
differential equation can be solved assuming MacðM; z0Þ≡
M, where z0 designates the final redshift of interest. The
value of Q has to be selected empirically, and we use
Q ¼ 0.6. This number is larger than the range Q ¼
0.43–0.5 proposed by Neistein and van den Bosch [61],
but it provides a better agreement with the simulations from
B20 (see orange lines in Fig. 1).
The predicted EPS halo growth and accretion rates are

shown as solid lines in the left-hand and central panels of
Fig. 1. The evolution is similar to the exponential model
except at small masses, where the halo growth is less
pronounced. The model is in good agreement with the B20
simulations, which should not come as a surprise since
we have recalibrated the Q-parameter according to these
simulations.
The advantage of the EPS model compared to the much

simpler exponential model lies in the fact that Eq. (6) is, in
principle, sensitive to changes in cosmology. Whether the
true cosmology dependence of the mass accretion rate can
be accurately reproduced by the EPS model remains,
however, to be tested.

3. Abundance matching (AM) method

The final method we are investigating here is inspired by
the AM technique [63] and was first applied in Ref. [64] as
a measure of high-redshift galaxy growth. The method aims
to connect haloes between different redshift bins (zn) by
matching

FIG. 1. Halo growth, mass accretion rate, and star-formation rate density (SFRD) for the three different models discussed in Sec. II B.
Left: halo mass as a function of redshift for four different final massesM (green, brown, red, and blue lines). The orange lines correspond
to the mean halo growth from the B20 [60] simulations. Center: mass accretion rates for the same models and halo masses. Right: SFRD
for the three different mass-accretion rate models [see Eq. (13)].

HALO MODEL APPROACH FOR THE 21-CM POWER … PHYS. REV. D 103, 083025 (2021)

083025-3



Z
∞

Mn

dM
dn
dM

ðM; znÞ ¼
Z

∞

Mn−1

dM
dn

d lnM
ðM; zn−1Þ; ð7Þ

where the halo mass function dn=dM is obtained via
Eq. (1). Connecting all masses Mn at different redshifts
zn allows us to estimate the accretion rate of haloes. Note
that the AM method connects haloes in a strictly hierar-
chical way, which means that the i-largest halo at the final
redshift z0 will be assumed to stay the i-largest halo at all
higher redshifts. As a consequence, the model implicitly
assumes haloes to exclusively grow via smooth accretion
since halo mergers cannot be accounted for.
In Fig. 1 the halo growth and accretion rates of the AM

model are shown as dashed lines. Compared to the other
methods, the AM model predicts significantly slower halo
growth over all redshifts and mass ranges. The AM results
do not match the B20 simulations very well. Note that our
findings are in qualitative agreement with Ref. [65], where
the AM model was compared to a fitting function of
Ref. [59].

C. Star-formation efficiency
and stellar-to-halo mass ratio

The halo growth rate discussed above provides an
estimate of the amount of total matter accreted onto a
halo. However, we still need to parametrize the star-
formation efficiency, i.e., how much of that accreted matter
will be transformed into stars that emit radiation. Following
Refs. [66–68], we define

f�ðMÞ≡ _M�= _Mac; ð8Þ

where _M� and _Mac are the stellar and halo accretion rates.
Note that Eq. (8) is different from the stellar-to-halo mass
ratio

f̃�ðMÞ≡M�=Mac; ð9Þ

often used in the literature (see e.g., Ref. [11,69]). The star-
formation efficiency and the stellar-to-halo mass ratio can
be connected by the integral

f̃�ðMÞ ¼ 1

Mac

Z
f� _Macdt: ð10Þ

Note that for the simple case of a redshift-independent star-
formation efficiency, Eq. (10) leads to f̃� ¼ f�. A more
general study of the relation between star-formation effi-
ciency and stellar-to-halo mass ratio, including explicit
redshift dependencies motivated by feedback processes,
can be found in Refs. [64,70].

In this paper, we use the functional form

f�ðMÞ ¼ 2ðΩb=ΩmÞf�;0
ðM=MpÞγ1 þ ðM=MpÞγ2

× SðMÞ ð11Þ

as a parametrization for the star-formation efficiency.
Equation (11) consists of a double-power law, multiplied
with a small-scale function,

SðMÞ ¼ ½1þ ðMt=MÞγ3 �γ4 ; ð12Þ

that may provide either a suppression or a boost at the
truncation mass scale Mt. A suppression at small scales
could naturally occur at scales where atomic cooling
processes become inefficient. A small-scale boost, on the
other hand, could emerge due to the presence of population
III stars in minihaloes.
Note that Eq. (11) does not depend on redshift, and we

can therefore set f� ¼ f̃� in this paper. We will, nonethe-
less, formally distinguish between f� and f̃� in order to
avoid confusion and to acknowledge the fact that a more
realistic description of the star-formation efficiency may
well include an explicit redshift dependence.

D. Star-formation rate density and collapse fraction

With the halo mass function, accretion rate, and star
formation efficiency at hand, it is possible to calculate the
mean SFRD, which is an important ingredient for calculat-
ing the global 21-cm signal (see Sec. III). We define the
SFRD as the integral over the halo mass function weighted
by the star-formation efficiency and the accretion rate, i.e.,

_ρ�ðzÞ ¼
Z

dM
dn
dM

f�ðMÞ _MacðM; zÞ: ð13Þ

The definition above differs from the relation _̃ρ�ðzÞ ¼
ρ̄dfcoll=dt, which is based on the global collapse fraction
(fcoll) and is often used in the literature (e.g., Refs. [14,71]).
The collapse fraction is given by the integral

fcollðzÞ ¼
1

ρ̄

Z
dMf̃�ðMÞ dn

dM
M; ð14Þ

providing the total ratio of stars to matter in the Universe.
Note that Eq. (14) includes the stellar-to-halo mass
ratio inside of the integral and is therefore slightly different
from the standard definition in the literature (see e.g.,
Refs. [72,73]).
The star-formation rate densities based on the three

different mass accretion models introduced above are
shown as black lines in the right-hand panel of Fig. 1.
While they have similar general trends, the EXP growth
model is about a factor of 2 larger than the method based on
AM. The EPS model lies in between, being closer to the
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AM method at very high and closer to the EXP model at
lower redshifts.
The differences between the star-formation rate densities

shown in Fig. 1 directly affect the modeling of the Lyman-α
coupling, gas heating, and ionization. This is one of the
main reasons why comparisons between different methods
to calculate the 21-cm signal are hard to interpret when they
are using different implementations for the star-formation
rate (as we will see in Sec. V).

III. 21-CM BRIGHTNESS TEMPERATURE

The 21-cm differential brightness temperature (T21) is a
function of the background radiation (Tγ), the spin temper-
ature of the gas (Ts), the neutral hydrogen fraction (xHI),
and the gas density field (δb), which all depend on redshift z
and position x. Following, e.g., Ref. [74], the brightness
temperature can be written as

T21ðx; zÞ ¼ 27xHIð1þ δbÞ

×

�
Ωbh2

0.023

��
0.15
Ωmh2

ð1þ zÞ
10

�1
2

�
1 −

Tγ

Ts

�
ð15Þ

in millidegrees Kelvin [mK]. Assuming a standard ΛCDM
model without exotic radio sources, the background tem-
perature is dominated by the cosmic microwave back-
ground radiation. The rightmost expression in Eq. (15) can
be written as

�
1 −

Tγ

Ts

�
≃

xtot
1þ xtot

�
1 −

Tγ

Tk

�
; ð16Þ

where xtot ≡ xα þ xc (xα and xc denoting the radiative and
collisional coupling coefficients). Throughout this paper,
we set the collisional coupling to zero, as it is only
important at very high redshifts beyond z ∼ 30.
The gas temperature (Tk) is obtained via the differential

equation

3

2

dTkðx; zÞ
dz

¼ Tkðx; zÞ
ρðx; zÞ

dρðx; zÞ
dz

−
Γhðx; zÞ

kBð1þ zÞH ; ð17Þ

where ρ is the matter density and Γh the heating source
term. The latter is given by the sum

Γhðx; zÞ ¼ 4π
X
i

fifX;h

×
Z

∞

νith

dνðν − νithÞhPσiðνÞJX;νðx; zÞ ð18Þ

with i ¼ fH;Heg, i.e., the hydrogen and helium compo-
nents with fractions fi ¼ n0i =n

0
b, threshold energies

νithhP ¼ f13.6; 26.5g eV, and cross sections σiðνÞ. For
the fraction of x-ray energy deposited as heat, we assume
fX;h ¼ x̄0.225e , where x̄e is the free electron fraction (see

Fig. 4 in Ref. [75]) that is calculated according to Eqs. (12)
and (13) in Ref. [73].
The radiation coupling coefficient, induced by the

Wouthuysen-Field effect [76,77], can be written as

xαðx; zÞ ¼
1.81 × 1011

ð1þ zÞ SαJαðx; zÞ; ð19Þ

where Sα is given by Eq. (55) in Ref. [78].
The gas temperature and Lyman-α coupling depend on

the flux terms JX and Jα. While the former is dominated by
x-ray radiation between a few hundred to a few thousands
eV, the latter stems from the narrow spectral range between
the Lyman-α and the Lyman-limit frequencies.
We parametrize the spectral energy distributions of the

Lyman-α and x-ray flux as simple power laws

IsðνÞ ¼ Asν
−αs ð20Þ

with s ¼ fα; Xg. The normalization As is defined so that
integrating IsðνÞ over the corresponding energy range
becomes unity (see Ref. [79]). The number emissivity of
UV photons between the Lyman-α and Lyman-limit range
is given by

εαðνÞ ¼
Nα

mp
IαðνÞ; ð21Þ

where Nα is the number of photons per baryon emitted in
the range between the Lyman-α (να) and the Lyman-
limit (νLL) frequencies. The energy emissivity of x-ray
photons is

εXðνÞ ¼ fXcX
IXðνÞ
νhP

; ð22Þ

where fX is a free parameter of order unity and cX is a
normalization factor constrained by observations. It is set to
cX ¼ 3.4 × 1040 erg yr s−1M−1

⊙ based on the findings
of Ref. [80].

A. Global Signal

The global differential brightness temperature is directly
obtained by averaging Eqs. (15) and (16). We thereby set δb
to zero and assume spatially averaged values for the gas
temperature and coupling coefficient. The Lyman-α cou-
pling is obtained via Eq. (19), where the mean Lyman-α
flux is given by

J̄αðzÞ ¼
ð1þ zÞ2

4π

Xnm
n¼2

fn

Z
zðnÞmax

z
dz0

cεαðν0Þ
Hðz0Þ _ρ�ðz0Þ ð23Þ

with ν0 ¼ νð1þ z0Þ=ð1þ zÞ. The recycling fractions fn are
taken from Ref. [71] with the sum truncated at nm ¼ 23.
The integration limit is given by
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zðnÞmax ¼ ð1þ zÞ½1 − ðnþ 1Þ−2�=ð1 − n−2Þ − 1; ð24Þ

designating the maximum redshift from which photons can
Doppler shift into the Lyman resonances.
The global x-ray number flux per frequency is given by

the relation [69]

J̄X;νðzÞ ¼
ð1þ zÞ2

4π

Z
∞

z
dz0

cεXðν0Þ
Hðz0Þ e−τν _ρ�ðz0Þ: ð25Þ

Here we have introduced the optical depth parameter τ
defined as

τνðz; z0Þ ¼
Z

z0

z
dz00

dl
dz00

X
i

niσiðν00Þ; ð26Þ

where i ¼ fHI;HeIg and where ν00 is the frequency
redshifted from the source at z0 to z00. Plugging Eq. (25)
into Eq. (18) leads to the mean heating rate Γ̄hðzÞ. The
global temperature evolution is finally obtained by solving

3

2

dT̄k

dz
¼ 3T̄k

ð1þ zÞ −
Γ̄hðzÞ

kBð1þ zÞH ; ð27Þ

which corresponds to Eq. (17) at order zero in density
perturbations.
The solution of Eq. (27) together with x̄α from Eq. (23)

allows us to obtain the global differential brightness
temperature (T̄21). Examples of the T̄21 signal are shown
in the bottom-left panel of Fig. 4.

B. Power spectrum

The 21-cm brightness temperature defined in Eq. (15) is
a function of both redshift and position. At linear order, the
21-cm perturbations are given by

δ21ðx; zÞ ¼ βbδb þ βαδα þ βhδh þ βpδp − δdv: ð28Þ

This expansion is identical to the one proposed in Ref. [72],
except that, for reasons that will become evident later on
(see Sec. IV C), we furthermore separate the temperature
fluctuations into a heating (δh) and a primordial (δp) term:

δT ¼ fTδh þ ð1 − fTÞδp; ð29Þ

where fT ≡ ðT̄k − T̄pÞ=T̄k. In this context primordial
means prior to any heating from sources, i.e., the regime
where the gas cools adiabatically and the temperature
fluctuations are seeded by the matter perturbations. Note
furthermore that Eq. (29) is a direct consequence of the
assumption Tk ¼ Th þ Tp.
The other terms of Eq. (28) designate the baryon

perturbations (δb), the Lyman-α coupling perturbations
(δα), and the perturbations due to the line-of-sight velocity

gradient (δdv) caused by redshift-space distortion effects.
At linear order and in Fourier space, δdv is simply given by
δdv ¼ μδm, where μ is the cosine of the angle between the
wave vector k and the line of sight [81].
The prefactors of the individual perturbations in Eq. (28)

are given by

βb ≃ 1; ð30Þ

βα ¼
x̄α

x̄totð1þ x̄totÞ
; ð31Þ

βh ≃ fT
T̄γ

ðT̄k − T̄γÞ
; ð32Þ

βp≃ð1 − fTÞ
T̄γ

ðT̄k − T̄γÞ
; ð33Þ

and only depend on redshift z but not on the position
vector x.
Based on Eqs. (28) and (29), it is straightforward to

calculate the power spectrum and to sort all components
with respect to their power of μ. Taking the average over the
angle then leads to [82]

P21 ¼ Pαα þ Phh þ Ppp þ Pbb

þ 2ðPαh þ Pαp þ Pαb þ Php þ Phb þ PpbÞ

þ 2

3
ðPαm þ Phm þ Ppm þ PbmÞ þ

1

5
Pmm: ð34Þ

In the next section, we propose a method to calculate
all individual auto and cross power spectra of Eq. (34) in
order to obtain a fast analytical estimate for the power
spectrum of the 21-cm brightness fluctuations. Note,
furthermore, that when talking about the 21-cm power
spectrum, we will mean either P21 or the expression T̄2Δ2

21,
depending on the context. The dimensionless quantity Δ2

21

is defined as Δ2
21 ≡ k3P21=ð2π2).

IV. HALO MODEL

In the framework of the original halo model, haloes are
considered as the building blocks of the Universe (see e.g.,
Ref. [55]). The halo abundance, distribution, and internal
profiles are used to calculate the matter power spectrum at
both linear and nonlinear scales. In the context of 21-cm
clustering, however, the focus is not so much on haloes
per se, but rather on the sources inhabiting haloes, which
emit radiation, thereby affecting the gas cells around them.
Instead of halo profiles, we therefore consider radiation
profiles around sources that extend into the intergalactic
space far beyond the halo limits. This means that there will
typically be several overlapping radiation profiles from
different sources affecting any single gas volume.
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Although the picture of overlapping radiation profiles is
rather different from the original halo model, it turns out
that the 21-cm power spectrum can be described in a very
similar way. In this section, we first introduce the formal-
ism before going into the details of the source profiles and
the description of temperature fluctuations. At the end we
show the resulting 21-cm power spectrum assuming three
benchmark models with different astrophysical parameters.

A. Power spectrum description

In the context of the 21-cm halo model, the power
spectra of different components can be calculated in the
following way:

P1 h
XYðk; zÞ ¼

βXβY
ðρ̄fcollÞ2

Z
dM

dn
dM

f̃2�M2juXjjuY j;

P2 h
XYðk; zÞ ¼

βX
ðρ̄fcollÞ

Z
dM

dn
dM

f̃�MjuXjbX

×
βY

ðρ̄fcollÞ
Z

dM
dn
dM

f̃�MjuYjbY × Plin;

PXYðk; zÞ ¼ P1 h
XYðk; zÞ þ P2 h

XYðk; zÞ; ð35Þ
where PlinðkÞ is the linear matter power spectrum,
uX;Yðk;M; zÞ the Fourier transformed flux profile, and
bX;YðM; zÞ the halo bias. The subscripts X and Y refer
to the mass (m), baryon (b), Lyman-α (α), and heating (h)
components. Note, furthermore, that Eq. (35) describes
both auto and cross spectra depending on whether X ¼ Y or
X ≠ Y. This means that the halo model provides all
components of Eq. (34), except the ones that include the
primordial gas temperature (p). We will derive these in
Sec. IV C.
In the halo model framework, the one-halo term (P1 h

XY )
describes the clustering within one single source profile,
while the two-halo term (P2 h

XY ) accounts for the signal
induced by different sources. As a consequence P1 h

XY and
P2 h
XY dominate at small and large scales, respectively, with a

transition region corresponding to the typical size of the
source profiles. Not surprisingly, only the two-halo term
carries information about the spatial distribution of sources
via the components bX;Y and Plin. The one-halo term, on the
other hand, carries information about the shot noise of
sources, and its shape is only controlled by the Fourier
transformed radiation profiles.

B. Flux profiles

The key components of the halo model are the radiation
profiles around sources. Following Holzbauer and
Furlanetto [50], the profile of the Ly-α radiation can be
written as

ραðrjM; zÞ ¼ 1

4πr2
Xnm
n¼2

fnεαðν0Þf� _Macðz0jM; zÞ ð36Þ

with ν0 ¼ νð1þ z0Þ=ð1þ zÞ. The profile is proportional to
the halomass accretion _Mac and exhibits the characteristic r2

decrease with radius r. It, furthermore, depends on the look-
back redshift z0 ¼ z0ðrÞ that corresponds to the redshift
when a photon at radius r has been emitted at the source. At
the emission redshift z0, the source is in an earlier stage of
evolution (compared to the redshift of the signal z), which
means that its accretion rate is smaller aswell. The look-back
redshift is obtained by inverting the comoving distance

rðz0jzÞ ¼
Z

z0

z

c
Hðz00Þ dz

00; ð37Þ

which has to be done numerically.
The shape of the Lyman-α flux profile is plotted in the

left-hand panels of Fig. 2, where the top and bottom panels
specifically highlight the dependencies on redshift (z) and
halo mass (M). Here we have used the EPS mass accretion
model, but the plots look very similar if another model is
applied instead. All Lyman-α profiles are characterized by a
1=r2 decrease close to the source, which becomes gradually
steeper towards the outer parts. The steepening is a direct
result of the radiation originating from the source at a
higher redshift (z0) when the accretion rate onto the source
was smaller. At around 200 Mpc=h, the profiles exhibit a
steep drop that is due to the photons having redshifted out
of the Lyman-α series. At very high redshift beyond
z ¼ 25, the dropoff shifts towards much smaller radii
below 100 Mpc/h because the source is so young that
the radiation did not have time to expand further. Note that
this effect is not limited to the Lyman-α radiation but is also
visible in the x-ray and heating profiles discussed below.
A closer inspection of the Lyman-α flux profiles in Fig. 2

reveals small discontinuities in the form of steplike features
between r ¼ 0.1–100 Mpc=h. These small steps are a
consequence of the sum in Eq. (36) and have been predicted
in earlier work (see Ref. [50]).
The heating of the gas depends on the flux of x-ray

radiation and can be defined similarly to the Lyman-α
profile, i.e.,

ρxrayðrjM; zÞ

¼ 1

r2
X
i

fifX;h

×
Z

∞

νith

dνðν − νithÞhPσiðνÞεXðν0Þe−τνf� _Macðz0jM; zÞ;

ð38Þ
where i ¼ fH;Heg and νithhP¼f13.6;26.5geV Compared
to Eq. (36), there is an additional attenuation term due to the
optical depth defined in Eq. (26).
The shape of the energy deposition profile (ρxray) is shown

in the middle panels of Fig. 2, the top and bottom panels
again highlighting its redshift and mass dependencies. As a
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general trend, the profile extends further in radius (to around
500 Mpc=h) and is more gradually suppressed than the
Lyman-α coupling profile. This is due to the fact that hard x-
ray radiation can travel large distances until it is deposited as
heat, and x-ray photons do not redshift out of a well-defined
spectral range. Since the large distances traveled by x-ray
photons also lead to increased look-back redshifts (the
difference between z and z0), the energy deposition profile
shows a stronger attenuation towards large radii.
The energy deposition from x-ray emission leads to a

strong increase of the temperature fluctuations around
sources. The corresponding profile can be obtained via
the differential equation

3

2

dρhðrjM; zÞ
dz

¼ 3ρhðrjM; zÞ
ð1þ zÞ −

ρxrayðrjM; zÞ
kBð1þ zÞH : ð39Þ

The first term on the right-hand side of this equation
describes the cooling due to the expansion of space; the
second term corresponds to the energy deposition from
x-ray radiation. The solution of Eq. (39) is called the
heating profile (ρh) in agreement with the notation of
Sec. III B, where we separated the temperature fluctuations
into a primordial and a heating term [see Eq. (29)].

The heating profile is illustrated on the right-hand side of
Fig. 2, where the top and bottom panels again show the
dependency with redshift and halo mass. The shape of the
heating profile (ρh) is similar to the energy deposition
profile (ρxray), which is not a surprise since x-ray radiation
is assumed to be the only source of heating in Eq. (39).
The source profiles of Eqs. (36) and (39) are key

ingredients of the halo model. However, in order to
substitute them into Eq. (35), we need to first calculate
their normalized Fourier transforms. They are given by

uiðkjM; zÞ ¼
R
drr2ρiðrjM; zÞj0ðkrÞR

drr2ρiðrjM; zÞ ; ð40Þ

where j0ðxÞ ¼ sinðxÞ=x is the spherical Bessel function of
order 0. The subscript i either stands for α or h, denoting the
Lyman-α emission and heating profiles.
In Fig. 3 we show the Fourier transformed profiles with

their redshift and halo mass dependencies. All profiles go to
unity at low k-modes, a key characteristic that is guaranteed
by the normalization of Eq. (40). Towards higher values of
k, the profiles become strongly suppressed. In general, the
Lyman-α profiles are more suppressed than the heating
profiles, which is a consequence of the fact that soft x-ray

FIG. 2. Normalised Lyman-α coupling (left), x-ray energy deposition (center), and heating (right) profiles. In the top row we vary the
redshift at fixed halo mass, and in the bottom row we vary the halo mass at fixed redshift.
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photons do not travel far before being absorbed by the gas.
This early absorption leads to an excess of small-scale
clustering compared to the more freely emitted Lyman-α
flux. One exception to this behavior becomes visible at
z ¼ 30 (see red lines in the left-hand panel), where both
profiles have a very similar shape. This is not surprising
because at very high redshifts, the shape of the profiles is
driven by the emission of a very young source with photons
that did not have time to travel far.
Figure 3 shows a clear redshift dependence of the

normalized Fourier profiles with more small scale cluster-
ing towards higher redshifts. The mass dependence, on the
other hand, is very weak. This means that, in principle, the
halo model of Eq. (35) could be simplified considerably by
assuming the profiles ui not to depend on halo mass. Note,
however, that for the sake of completeness we keep the full
mass dependence in our model.

C. Temperature fluctuations

In Sec. III B, we have separated the temperature fluctua-
tions into a heating (δh) and a primordial (δp) term.While the
heating term is sourced by the x-ray flux emission and can
therefore be readily described by the halo model, the
primordial fluctuations are driven by the matter fluctuations
and canbedirectly solvedviaEq. (17) at the linear level. Since
we have separated out the contribution from the sources, we
can set Γ ¼ 0. After linearizing T ¼ T̄ð1þ δpÞ, as well as
ρ ¼ ρ̄ð1þ δÞ, we obtain the solution

δp ¼ ð1þ δÞ2=3 − 1 ð41Þ

for the primordial (prior to sources) temperature fluctuations.
Note that in Fourier space, thematter perturbations are readily
obtained by setting δ ¼ ffiffiffiffiffiffiffiffiffi

Pmm
p

.With this at hand,we can now
derive the remaining auto and cross power spectra of Eq. (34),
which include the primordial heating term and are thus not
covered by Eq. (35). They are given by

Pppðk; zÞ ¼ βpðzÞ2δpðk; zÞ2; ð42Þ

PXpðk; zÞ ¼ βpðzÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PXXðk; zÞ

p
δpðk; zÞ; ð43Þ

where X again stands for fα; h; b;mg.

D. Results

Based on the formalism derived above, it is now possible
to calculate the 21-cm power spectrum for a given set of
model parameters. In this section, we will first present our
choices of parametrization before showing the power
spectrum for a selected set of redshift and k-modes.
For the Lyman-α sources, we assume Nα ¼ 10000

evenly distributed (αα ¼ 0) over the energy range between
the Lyman-α and Lyman-limit frequencies [see Eq. (21)].
The x-ray energy emission is defined by fX ¼ 1 plus a
power-law spectral energy distribution with αX ¼ 1.5 over
the range E ¼ 0.5–5 keV [see Eq. (22)]. Regarding the
halo mass function, we assume the Sheth and Tormen (ST)
[53] prescription [Eq. (1)] with modified parameter
q ¼ 0.85. The halo bias is model based on the peak-
background split approach [Eq. (4)] with the same param-
eters of what is used for the halo mass function.
In order to highlight the sensitivity of the results to the

source parametrization, we focus on three benchmark
models (A, B, and C) that are characterized by different
star formation efficiencies (f�). All models have the same
large-scale behavior given by the double power law of
Eq. (11) with f�;0 ¼ 0.3, γ1 ¼ 0.49, γ2 ¼ −0.61, andMp ¼
2 × 1011 M⊙=h (see Ref. [68]). At small mass scales,
however, model A assumes a strong additional suppression
(with Mt ¼ 5 × 107 M⊙=h, γ3 ¼ 1, γ4 ¼ −4) mimicking
the effects of inefficient cooling processes. Model C, on the
other hand, is characterized by a boost of f� towards very
small masses (withMt ¼ 107 M⊙=h, γ3 ¼ 1, γ4 ¼ 1). Such
a behavior can be motivated by the presence of population

FIG. 3. Normalized Fourier transforms of the Lyman-α (solid) and the heating profiles (dashed). In the left- and right-hand panels we
vary redshift and halo mass while keeping the other one constant.
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III stars in minihaloes. Model B finally shows neither
additional suppression nor boost of f� but a continuation of
the power-law decrease down to the smallest masses (i.e.,
γ4 ¼ 0). All models are truncated atMmin ¼ 5 × 105 M⊙=h
(which roughly corresponds to the smallest halo mass
where stars can form via molecular gas cooling).
The star-formation efficiencies of the three benchmark

models are plotted in the top-left panel of Fig. 4. The
typical shape from the double-power law prescription is
visible at large masses above ∼109 M⊙=h. At smaller halo
masses the models diverge showing the characteristic
suppression, power-law continuation, and boost of the
benchmark models A, B, and C described above.
The effect of the different star-formation efficiencies on

the global differential brightness signal is illustrated in the
bottom-left panel of Fig. 4. While model A leads to a
narrow absorption signal at a rather low redshift of z ∼ 14,
model B and C show wider troughs shifted towards z ∼ 17
and z ∼ 21, respectively [83].
The 21-cm power spectra as a function of k-values are

plotted in the remaining top-panels of Fig. 4 with increas-
ing redshift from left to right. Many of the lines have a
wavelike feature with a local flattening or minimum at
k ∼ 0.1–1 h=Mpc. This feature is located at the transition
where the 1-halo starts to dominate over the 2-halo term.
The remaining panels at the bottom of Fig. 4 show the

power spectra as a function of redshift for the three specific
k-modes. At k ¼ 0.01 h=Mpc (left) and 0.1 h=Mpc
(middle) the power spectra show the characterized dou-
ble-peak feature, which indicate the two characteristic

epochs where the Lyman-α coupling and the x-ray heating
dominate. At k ¼ 1 h=Mpc the two peaks have merged into
one single broader peak in qualitative agreement with other
work from the literature (see e.g., Refs. [29,42]).
The results presented in Fig. 4 are based on the EPS mass

accretion model plus the halo mass function and bias
parameters described above. However, it is important to
notice that these modeling choices introduce significant
uncertainties regarding the 21-cm power spectrum. In the
Appendixes A and B, we quantify the effects due to the
choice of the mass accretion model, the halo mass function,
and halo bias. The bottom line of this analysis is that
modeling choices, such as switching from Sheth-Tormen to
Press-Schechter halo prescription, or using the AM instead
of the EPS accretion rate modeling, has an effect on the
21-cm power spectrum that can in some cases be as large as
a factor of ∼10. The difference can be significantly reduced
if the flux parameters Nα are readapted so that the global
signals are forced to match but a remaining difference of the
power spectrum of about a factor of ∼2 remains.

V. COMPARISON WITH OTHER APPROACHES

In this section we compare the 21-cm halo model with the
analytical model from Refs. [14,27] (abbreviated to BLPF
model) and with the seminumerical code 21 cmFAST
[30,31]. While the former is more of a general consistency
check, the latter consists of a true test for our model. Note,
however, that the comparison with 21 cmFAST is not
straightforward, mainly because there are subtle differences

FIG. 4. Leftmost panels: star-formation efficiency (top) and resulting global signal (bottom) for the three benchmark models with
suppressed, unchanged, and boosted small-scale behavior (blue, cyan, and magenta). Remaining panels: power spectra as a function of
k-modes (top) and redshift (bottom) for the same models.
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in the parametrization of source properties which cannot be
fully accounted for without changing the code itself, some-
thing we postpone to future work.

A. Comparing to the analytical approach of BLPF

A first analytical calculation of the 21-cm power spectrum
at cosmic dawn has been performed by Barkana and Loeb
[14], focusing on the perturbations induced by the Lyman-α
coupling. Their model has been extended to include temper-
ature fluctuations by Pritchard and Furlanetto [27], which is
why we abbreviate it as BLPF. In contrast to the halo model
approach, which is centered on the radiation sources as
building blocks, the BLPF approach focuses on the gas, cal-
culating the light-cone effects from the surrounding sources.
A good summary of the model can be found in Ref. [69].
For this comparison we have implemented the BLPF

model, mostly following the descriptions in Ref. [27]. The
source parametrization, however, which includes the halo
mass function, the bias, and the spectral energy distribution,
has been adapted to the description presented in this paper.
We, furthermore, omit any shot-noise corrections since there
is no fullyworked-outmodel that includes both shot noise of
the Lyman-α and temperature fluctuations [27]. Finally, the
star-formation rate density is based on the EPS accretion rate
modeling [see Eq. (13)] and not on the time derivative of the
collapse fraction. These changes with respect to the original
work of Refs. [14,27] allowus to carry out a fair comparison,
where any resulting discrepancies can be fully attributed to
differences between the methods and are not the result of
different source descriptions.
The comparison between the BLPF model and the halo

model is performed using the source parametrization of
benchmark model B. This means we assume the radiation
flux parameters Nα ¼ 10000 and fX ¼ 1, a nontruncated
double-power law for the star-formation efficiency, as well
as power-law spectra with indices αα ¼ 0 and αX ¼ 1.5 for
the UV and x-ray radiation. See Sec. IV D for more details
about the parametrization.
The global signal is shown in the top-left panel of Fig. 5.

Since we use the exact same source modeling and the same
calculation for the SFRD, it is not surprising that both
approaches yield the exact same result. This perfect agreement
is very convenient because it guarantees that any changes at the
level of the power spectrum are not induced by different
amplitudes of the global differential brightness temperature.
The central-top panel of Fig. 5 shows the 21-cm power

spectrum as a function of k-modes for a selection of four
different redshifts. The redshift values are chosen to lie in
the heating dominated regime (z ¼ 13), in the transition
regime of maximum absorption (z ¼ 16), in the Lyman-α
regime (z ¼ 19), and at the epoch of the very first stars
(z ¼ 22). The solid lines correspond to the 21-cm halo
model, while the colored bands show the results from the
BLPF model. In general, the BLPF model predicts less
power, especially during the heating (black) and, to a lesser

extent, during the Lyman-α epochs (dark green). The
differences between the models are typically of the order
of a few, but they can grow to about an order of magnitude
for specific redshifts and k-ranges.
The right-hand panel in the top row of Fig. 5 illustrates

the 21-cm power spectrum, this time as a function of
redshift for the selected modes k ∼ 0.01, 0.06, 0.2, and
0.95 h=Mpc. As before, we observe a good qualitative
agreement between the models, both of them showing a
characteristic double-peak feature for low k-modes merg-
ing into one single peak at k ∼ 1 h=Mpc. A closer look
reveals, however, that the double-peak feature survives to
higher k-values in the halo model compared to the BLPF
model. In general, we conclude that the two models differ
by no more than a factor of a few in their redshift evolution
with some exceptions, where the difference can grow to
about an order of magnitude at most.
In the middle and bottom rows of Fig. 5 we show the auto

and cross power spectrum for the individual components α,
T, and m. We observe as a general rule that the halo model
and BLPF power spectra are well converged at the largest
scales (lowest k values) before they start to slowly diverge
towards higher k-values. Beyond k ∼ 1 h=Mpc, the diver-
gence is accentuated, which is due to the dominance of the
one-halo term. The largest differences are visible in the Pαα

and PTT auto spectra, as well as the PαT cross spectrum.
We conclude that the 21-cm halo model predictions are

in qualitative agreement with the results from the BLPF
model. In general, the halo model power spectrum is larger
by a factor of a few, and for exceptional k and z-values, the
differences can grow to about an order of magnitude. We
want to emphasise, however, that at this point we do not
know which of the two models is more accurate. Although
former findings by Ref. [29] suggest that the BLPF model
lacks power with respect to seminumerical calculations as
well, we want to remind the reader that these findings were
based on a different source parametrization and are there-
fore not directly comparable.

B. Comparing to 21 cmFAST

The code 21 cmFAST [31,84] is based on a seminumerical
approach to predict 21-cm maps by solving the spin temper-
ature evolution and the reionization process on a three-
dimensional grid. The matter field is evolved according to a
first-order Zel’Dovich displacement [85]. The sources are not
resolved individually, but their distribution is calculated using
an excursion-set method directly applied to the matter field.
A one-to-one comparison between our model and

21 cmFAST is not straightforward because of subtle
differences in the parametrization and implementation that
may significantly affect the results. For example, we do not
exactly know which halo bias and halo mass function
agrees best with the excursion set implementation used in
21 cmFAST. Furthermore, there are small differences in the
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parametrizations of the spectral energy distributions and the
star-formation efficiency that might be of relevance.
For the 21 cmFAST run, we assume the fiducial model

from Ref. [11], whose astrophysical parameters guarantee
an agreement with the observed luminosity function at
z ¼ 6–10. At the same time, it leads to a prereionization
signal that is shifted to somewhat lower redshifts compared
to the benchmark models introduced above. The stellar-to-
halo mass ratio assumed by Ref. [11] corresponds to a
power law, followed by an exponential cutoff towards small
scales (with parameters f�;10 ¼ 0.05 for the amplitude,
α� ¼ 0.5 for the power-law index, andMturn ¼ 5 × 108 M⊙
for the mass scale of the exponential downturn, see Eq. (2)
in Ref. [11]). We attempt to reproduce the same functional
form without changing the parametrization described in
Eq. (11). The best agreement is found with the parameters

f�;0 ¼ 0.05, Mp ¼ 1010 M⊙, γ1 ¼ −0.5, γ2 ¼ −0.5,
Mt ¼ 2 × 108 M⊙, γ3 ¼ 1.4, and γ4 ¼ −4. A comparison
of the two functions is shown in the top-left panel of Fig. 6.
Regarding the halo mass function, we use the Sheth-

Tormen model with q ¼ 0.707 and p ¼ 0.3. Although this
mass function is not such a good fit to high-redshiftN-body
simulations (see Ref. [20,56] and discussions in Sec. II A),
it is used as the reference for the collapse fraction calculated
in 21 cmFAST (see e.g., Eq. (14) in [31]). For the halo bias,
on the other hand, we apply Eq. (4) with the PS parameters
q ¼ 1 and p ¼ 0. This is because in 21 cmFAST, sources
are populated with respect to the PS conditional mass
function. Finally, we do not know which prescription for
the halo-accretion rate is supposed to match best with the
algorithm of 21 cmFAST. For this reason we decide to
show the EPS, as well as the EXP approach since both are

FIG. 5. Comparison between the 21-cm halo model developed in this paper (solid lines) and the BLPF method from Refs. [14,27]
(colored bands) assuming astrophysical parameters from the benchmark model B (see Fig 4). Top panels: global signal (left) and the total
21-cm power spectrum with respect to k-modes (center) and redshift (right). Middle panels: auto power spectra of the Lyman-α coupling
(left), temperature (center), and mass (right) components. Bottom panels: corresponding cross power spectra of the individual components.
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in good agreement with high-redshift N-body simulations
(see Sec. II B).
In order to allow for a meaningful comparison, we select

the flux parameters Nα ¼ 1400 and fX ¼ 0.26 so that we
obtain a good match to the 21 cmFAST global signal. The
spectral energy range and power-law index of the x-ray
radiation, on the other hand, is kept fixed at the default
values of 21 cmFAST (which are Emin ¼ 0.5 keV,
Emax ¼ 2 keV, and αX ¼ 1).
In the top-right panel of Fig. 6, we plot the global

differential brightness temperature. The results from the

21-cm halo model with EPS and EXP accretion are shown
as solid and dash-dotted lines, while the global signal from
21 cmFAST is plotted as a broad blue band. Although the
agreement between the lines and the band is very good
(which is not so surprising since we have selected the flux
parameters Nα and fX to obtain the best fit to the
21 cmFAST global signal), the curves are not identical.
The differences are of order 10% or less and could either
stem from unaccounted deviations in the source para-
metrization or from the different ways the global signal
is calculated.

FIG. 6. Comparison between the halo model and 21 cmFAST. Top left: star-formation efficiency of Eq. (11) fitted to the one from
21 cmFAST (blue line and band, respectively). Top right: global differential brightness temperature obtained by assuming the EXP and
EPS accretion rates (dash-dotted and solid lines) and matched to the 21 cmFast results (band) by refitting the total Lyman-α and x-ray
photon numbers. Center and Bottom: corresponding power spectra as a function of k-modes and redshift. Note that redshifts below
z ∼ 10 should not be trusted since effects related to reionization become important.
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The central panel of Fig. 6 shows the power spectrum as
a function of k-modes for three different redshifts, repre-
senting the regime dominated by heating (z ∼ 10.8, purple),
the transition regime where the global absorption signal is
at its maximum (z ∼ 12.9, blue), and the regime dominated
by the Lyman-α coupling (z ∼ 15.0, cyan). The results from
21 cmFAST are again shown as broad colored bands. Note
that we plot two runs with boxsize L ¼ 300 and 450 Mpc,
respectively (where the number of low- and high-resolution
cells are kept constant at 3003 and 12003). The resulting
power spectra from the 21-cm halo model are plotted as
solid and dashed lines.
The bottom panel of Fig. 6 illustrates the power

spectrum, this time as a function of redshift. At large
scales (low k-values) the two characteristic peaks due to the
Lyman-α coupling and the heating epochs are clearly
visible at z ∼ 11 and 14. Around k ∼ 0.3 h=Mpc, a con-
tinuous transition from two to one prominent peak is visible
in both models. The agreement between 21 cmFAST and
the 21-cm halo model is best at very large and very small
scales. In between, at the transition scale (see k ¼ 0.2 and
0.44 h=Mpc), there are some visible discrepancies between
the two models with 21 cmFAST predicting more power by
a factor of a few between z ∼ 11 and 13. Furthermore, there
are increasing differences towards very low and very high
redshifts. Note, however, that at redshifts below z ∼ 10 the
halo model results cannot be trusted because effects from
reionization are ignored. At very high redshifts, on the
other hand, both predictions from 21 cmFAST and the halo
model become increasingly uncertain due to the poor
knowledge of source numbers and distributions.
As a summary, let us emphasize that we find good

qualitative agreement between 21 cmFAST and the 21-cm
halo model. At the quantitative level, the differences do not
exceed a factor of ∼3, except at very low and very high
redshifts, where the models cannot be fully trusted. Note
that this level of disagreement is of the same order of the
expected systematic effects due to modeling choices
regarding the halo accretion, the halo abundance, and
the halo bias (see Appendix A and B for more details).
We therefore conclude that at the current stage it is
impossible to know if the observed differences between
the 21-cm halo model and 21 cmFAST are a result of
different modeling choices or if they hint towards more
fundamental issues regarding the halo model approach.

VI. CONCLUSIONS

Fast and sufficiently accurate predictions for the 21-cm
clustering signal are important in order to develop a better
understanding of the cosmic dawn, the epoch of the high-
redshift Universe right before the phase transition from
neutral to ionized hydrogen. Many important aspects of the
prediction pipeline, especially related to the source model-
ing, remain unknown, and fast models may help to explore
the vast parameter space of possibilities.

In this paper we present a new analytical method based
on the framework of the halo model, where Lyman-α
coupling and temperature fluctuations are described with
the help of overlying flux profiles that properly include
redshifting and source attenuation due to the expansion of
the Universe and the finite speed of light. The model
provides a natural framework to predict all auto and cross
power spectra of the Lyman-α coupling, the temperature
fluctuations, and the matter perturbations. The temperature
fluctuations are separated in a primordial component
sourced by the matter perturbations and a heating compo-
nent induced by the first sources. The effects from the
process of reionization could, in principle, be added to the
framework, but this is left as future work.
A distinctive advantage compared to other analytical

methods is that the halo model approach naturally includes
shot-noise effects induced by the low number of sources in
the early Universe. This is important for high redshifts and
small scales, especiallywhen investigatingmodelswith very
luminous sources. The influence of shot noise on the power
spectrum is model dependent and can only be quantified in
combination with the assumed astrophysical parameters.
Next to presenting the framework of a 21-cm halo model,

we investigate the effects of the stellar accretion, the source
abundance, and the halo bias. We show that different
choices regarding these model ingredients can strongly
affect both the global signal absorption trough and the
21-cm power spectrum. If the flux parameters are refitted to
correct for the shift in the global signal, then the effect on
the power spectrum becomes smaller, but the difference can
still be as large as a factor of a few. This means that
analytical and seminumerical methods require a precise
understanding of structure formation at very early times in
order to avoid significant systematic errors.
In order to check the general validity of the 21-cm halo

model, we compare it to the earlier analytical model by
BLPF introduced in Refs. [14,27]. In general, we find good
qualitative agreement between the two approaches regard-
ing both the k-mode and redshift evolution. At the
quantitative level, the halo model predicts a somewhat
larger clustering signal compared to the BLPF model.
However, the difference is no more than a factor of a few,
except for specific redshifts and k-values where it can grow
to about an order of magnitude.
Furthermore, we compare the 21-cm halo model to the

seminumerical code 21 cmFAST [31,84]. Although an
exact comparison between the two methods is currently
unfeasible due to small differences in the source para-
metrizations, we nevertheless find a very encouraging
agreement. At redshifts before the onset of reionization,
the difference between the halo model and 21 cmFAST
stays below a factor of ∼3 (being considerably better than
this at most k-modes and redshifts). Whether the remaining
differences between the models are due to the specifics of
the source modeling or whether they are a sign for a more
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fundamental failure of the halo model remains to be
investigated in the future.
In general, a detailed apple-to-apple comparison including

analytical, seminumerical, and full simulation-based calcu-
lations of the 21-cm signal would be extremely beneficial for
the community. Only a combined use of accurate but very
expensive simulations together withmuch faster approximate
methods will lead to a more complete understanding of

the complex and rich signal from the epoch of the cos-
mic dawn.
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FIG. 7. Mass accretion modeling and how it affects the 21-cm signal assuming the source parameters of fiducial model B. Top left:
halo growth for the three accretion models EPS, EXP, and AM (see Sec. II B). Top center: star-formation rate density for the same
models. Top right: resulting global 21-cm signal, where the flux parameters of the EXP and AMmodels (Nα, fX) are either kept the same
(solid lines) or where they are modified so that the minimum of the absorption signal lie at exactly the same redshift like the one from the
EPS model (dashed lines). Center and Bottom: resulting power spectra as a function of k-modes and redshift.
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APPENDIX A: EFFECTS FROM THE MASS
ACCRETION MODELING

In Sec. II B we have investigated different modeling
choices for the halo growth rate based on an EPS
prescription, an EXP accretion rate, and an AM technique.
We have compared these cases to simulations of B20 [60]
before selecting the EPS model as our standard method for
the paper.
In this Appendix we have a closer look at the EPS, EXP,

and AM halo accretion rates, focusing on how they affect
the 21-cm global signal and power spectrum. We, thereby,
assume the fiducial model B for the source parameters.
More details about model B can be found in Sec. IV D.
The top panels of Fig. 7 show the halo growth (left), the

star-formation rate density (center), and the global 21-cm
signal (right) for the EPS, EXP, and AM models. Note that
the absorption trough of the global signal is shifted towards
higher redshifts when going from the AM to the EXP
prescription.
In order to discriminate between effects originating from

the global signal and the ones affecting the power spectrum,
we allow the Lyman-α and x-ray flux parametersNα and fX
to be renormalized so that the global signal absorption
troughs of the AM and EXP models are aligned with the
ones from the EPS model. The resulting signals from such a
renormalized flux analysis are given by the dashed lines
in Fig. 7.
The power spectrum as a function of k-modes and

redshift obtained from the different accretion rate models
are plotted in the middle and bottom panels of Fig. 7.
There are large differences of up to an order of magnitude
between the models, clearly exceeding the differences
observed in the global signal alone. The differences are
smaller but still significant when looking at the models
with matching global signals due to renormalized flux
parameters (see dashed and dark-green solid lines). The
power spectrum from these models can still differ by
about a factor of 3 at most. We therefore conclude that the
mass accretion rate has to be modeled at high accuracy in
order to obtain reliable predictions of the 21-cm power
spectrum.

APPENDIX B: EFFECTS FROM HALO BIAS
AND MASS FUNCTION PRESCRIPTIONS

In Appendix A we have shown that modeling choices
regarding the mass accretion rate may significantly affect
the 21-cm signal. Here we focus on another central
modeling component: the halo mass function and corre-
sponding bias prescription introduced in Eqs. (1)–(4).
In order to test the sensitivity of the21-cmglobal signal and

power spectrum,wevary the freemodel parametersq andp of
the first crossing distribution fðνÞ of Eq. (3). We, thereby,
investigate three main cases: the original Press and Schechter
[51]model (q ¼ 1,p ¼ 0), the Sheth and Tormen [53]model
(q ¼ 0.707, p ¼ 0.3), and an intermediate model (q ¼ 0.85,
p ¼ 0.3) that is in best agreement with results from high-
redshift simulations (see discussion in Sec. II A).
The corresponding halo bias and mass functions of the

three models are shown in Fig. 8 (top-left and top-center
panels). Note that the difference between the models
becomes quite large in both cases, especially towards large
halo masses. As a result, the global 21-cm signal is shifted
substantially, the maximum of the absorption trough mov-
ing from z ∼ 16 to z ∼ 18 for the case of the ST instead of
the PS prescription. In order to counteract this effect at the
level of the global signal, we show two more models where
the flux parameters Nα and fX are modified in order to
bring the absorption trough back in line with the inter-
mediate model (dashed lines). Note, however, that there are
remaining differences in the shape of the absorption signal
that cannot be absorbed by such a simple recalibration.
In the remaining panels of Fig. 8, we show the 21-cm

power spectrum as a function of k-modes and redshift. There
are significant differences, especially between the STmodel
(brown line) and the other two cases (solid red and purple
lines). The recalibrated models, on the other hand, are much
closer together but differences of about a factor of 2 remain.
We conclude that next to the halo accretion rate, the halo

bias and mass functions need to be known to good accuracy
in order to avoid large modeling errors with the halo model
approach. Note that similar uncertainties also exist for
seminumerical methods or even simulation results that may
only be trusted if they have realistic halo abundance and
distributions.
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FIG. 8. Effects from the mass function and bias modeling on the 21-cm signal, assuming source parameters from the fiducial model B.
Top left and center: halo bias and mass functions for different values of q and p. The purple and brown lines correspond to the Press-
Schechter (q ¼ 1, p ¼ 0) and Sheth-Tormen (q ¼ 0.7, p ¼ 0.3) mass functions, while the red line shows a case in between (q ¼ 0.85,
p ¼ 0.3), which is in better agreement with high redshift simulations. Top right: global 21-cm signal resulting from these mass function
and bias prescriptions, where the flux parameters (Nα, fX) are either kept the same (solid lines) or where they are changed so that the
absorption troughs lie at the same redshift (dashed lines). Center and Bottom: resulting power spectra as a function of k-modes and
redshifts.
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