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We compute the nucleon axial and induced pseudoscalar form factors using three ensembles of gauge
configurations, generated with dynamical light quarks with mass tuned to approximately their physical
value. One of the ensembles also includes the strange and charm quarks with their mass close to physical.
The latter ensemble has large statistics and finer lattice spacing and it is used to obtain final results, while
the other two are used for assessing volume effects. The pseudoscalar form factor is also computed using
these ensembles. We examine the momentum dependence of these form factors as well as relations based
on pion pole dominance and the partially conserved axial-vector current hypothesis.
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I. INTRODUCTION

A central aim of on-going experimental and theoretical
studies is the understanding of the structure of the proton
and the neutron arising from the complex nature of the
strong interactions. The electron scattering off protons is a
well developed experimental approach used in such studies.
An outcome of the multiyears experimental programs
in major facilities has been the precise measurement of
the electromagnetic form factors, see e.g., Refs. [1-8].
However, despite many years of experimental effort, new
features are being revealed by performing new more precise
experiments as, for example, the measurement of the
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proton charge radius [9-11]. Experimental efforts are
accompanied by theoretical computations of such quan-
tities [1,12—16]. However, the theoretical extraction of
such form factors is difficult due to their nonperturbative
nature. The lattice formulation of quantum chromodynam-
ics (QCD) provides the nonperturbative framework for
computing nonperturbative quantities from first principles.
Lattice QCD computations using simulations at physical
parameters of the theory of electromagnetic form factors is
a major recent achievement [17-21].

While the electromagnetic form factors are well mea-
sured and are being used to benchmark theoretical
approaches, the nucleon axial form factors are less well
known. The axial form factors are important quantities for
weak interactions, neutrino scattering, and parity violation
experiments. Neutrinos can interact with nucleons via the
neutral current of weak interactions, exchanging a Z° boson
or via the charged current of weak interactions exchanging
a W* boson. The nucleon matrix element of the isovector
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axial-vector current A, is written in terms of two form
factors, the axial, G,(Q?), and the induced pseudoscalar
Gp(Q?). The axial form factor, G,(Q?), is experimentally
determined from elastic scattering of neutrinos with protons,
v, + p — p" +n [22-24], while G»(Q?) from the longi-
tudinal cross section in pion electroproduction [25-27].
At zero momentum transfer the axial form factor gives the
axial charge g, = G 4(0), which is measured in high precision
from f-decay experiments [28—31]. The induced pseudosca-
lar coupling g can be determined via the ordinary muon
capture process = + p — n + v, from the singlet state of the
muonic hydrogen atom at the muon capture point, which
corresponds to momentum transfer squared of Q% = O.SSmﬁ
[32-36], where m,, is the muon mass.

Besides experimental extractions, phenomenological
approaches are being applied to study the axial form
factors. Chiral perturbation theory provides a nonperturba-
tive framework suitable for low values of Q2 up to about
0.4 GeV? [27,37,38]. Other models used include the
perturbative chiral quark model [39], the chiral constituent
quark model [40] and light-cone sum rules [41].

As already mentioned, lattice QCD provides the ab initio
nonperturbative framework for computing such quantities
using directly the QCD Lagrangian. Early studies of the
nucleon axial form factors were done within the quenched
approximation [42,43], as well as, using dynamical fermion
simulations at heavier than physical pion masses [44]. Only
recently, several groups are computing the axial form
factors using simulations generated directly at the physical
value of the pion mass [20,21,45-49]. Such simulations at
the physical pion mass can check important phenomeno-
logical relations, such as the partially conserved axial-
vector current (PCAC) relation that at form factor level
connects G,(Q?) and Gp(Q?) with the pseudoscalar
Gs(Q?) form factor. At low Q? and assuming pion pole
dominance (PPD) one can further relate G ,(Q?) to Gp(Q?)
and derive the Goldberger-Treiman relation. These rela-
tions have been studied within lattice QCD and will be
discussed in this paper. The computation of the form factors
is performed using one ensemble of mass degenerate up
and down quarks, and a strange and a charm quark
(Ny=2+1+1) with masses tuned to their physical
values, referred to as a physical point. In addition, we
present results for two ensembles of N, = 2 light quarks
tuned to the physical pion mass. They have the same lattice
spacing a but different volumes in order to check for finite
size effects. Final results are given for the Ny =2+ 1 + 1
ensemble where high statistics are used and systematic
errors due to excited states are better controlled.

The remainder of this paper is organized as follows:
In Sec. II we discuss the PCAC and PPD relations
and in Sec. III the parametrization of the Q? dependence.
In Sec. IV, we explain in detail the lattice methodology
to extract the axial and pseudoscalar form factors.

The renormalization of the operators is discussed in
Sec. V. In Sec. VI, we explain how we extract the energy
of the excited state and in Secs. VII and VIII we show
results for the nucleon state matrix elements of the axial-
vector and pseudoscalar currents. We compare our results
of the three ensembles in Sec. IX and present the final
results in Sec. X. A comparison with other studies is
undertaken in Sec. XI. Finally, we conclude in Sec. XII.

II. DECOMPOSITION OF THE NUCLEON
AXTAL-VECTOR AND PSEUDOSCALAR
MATRIX ELEMENTS INTO THE FORM

FACTORS AND THEIR RELATIONS

In this work we will consider the isovector axial-vector
operator given by

A, = iy, ysu—dy,ysd, (1)

where u and d is the isospin double of the up and down
quark fields. In the chiral limit, where the pion mass
m, = 0, the axial-vector current is conserved, namely
0"A, = 0. For a nonzero pion mass the spontaneous
breaking of chiral symmetry relates the axial-vector current
to the pion field y,, through the relation

MA, = Fmiy,. (2)

We use the convention F, = 92 MeV for the pion decay
constant. In QCD the axial Ward-Takahashi identity leads to
the partial conservation of the axial-vector current (PCAC)

A, = 2m,P, (3)

where m, = m, = my is the light quark mass for degenerate
up and down quarks. Using the PCAC relation it then
follows that the pion field can be expressed as

2qu

= 5.
Fﬂ'mﬂ

4)

Yo

The nucleon matrix element of the axial-vector current of
Eq. (1) can be written in terms of the axial, G,(Q?), and
induced pseudoscalar, Gp(Q?), form factors as

(N(p'.s")|AuIN(p.5))
Qu

=iy(p',s') J’yGA(QZ)—mGP(QQ) rsun(p,s), (5)

where uy is the nucleon spinor with initial (final) momen-
tum p(p’) and spin s(s’), ¢ = p’ — p the momentum
transfer and g*> = —Q?. The nucleon pseudoscalar matrix
element is given by

(N(p'.s")|PsIN(p.s)) = Gs(Q")uy(p'. s )rsun(p. s).

(6)
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where Ps = iiysu — dysd is the isovector pseudoscalar
current. The PCAC relation at the form factors level relates
the axial and induced pseudoscalar form factors to the
pseudoscalar form factor via the relation

2 m
GA(Q*) - 5 Gp(Q?) :m—;Gs(Qz)- (7)

2
4my,

Making use of Eq. (4) one can connect the pseudoscalar
form factor to the pion-nucleon form factor G,yy(Q?) as
follows:

G5(0?) = LM Cuun (). ®)

2 2
mg  mz+Q

Equation (8) is written so that it illustrates the pole structure
of Gs(Q?). Substituting G5(Q?) in Eq. (7), one obtains the
Goldberger-Treiman relation [44,50]

g 1 G, 2)Fomy
Ga(0) 25 Grl?) =BV (9

The pion-nucleon form factor G,y (Q?) at the pion pole
gives the pion-nucleon coupling g,yy = Gyy(Q? = —m2).
In the limit Q> — —m?2, the pole on the right-hand side of
Eq. (9) must be compensated by a similar one in Gp(Q?),
since G 4 (—m?2) is finite. Therefore, if we multiply Eq. (9) by
(Q? + m?) and take the limit towards the pion pole we have

lim (Q%+m2)Gp(Q?) = 4myF gvy  (10)

Q*——m;

and, thus, one can extract g,yy from the induced
pseudoscalar form factor too. Close to the pole, pion pole
dominance means that Gp(Q?) = 4myF,G,yn(0?)/
(m2 + Q?). Inserting it in Eq. (9) we obtain the well-known
relation [51]

myG4(Q?) = FGoyn(0?), (11)
which means that G»(Q?) can be expressed as [52]

2
4my,

GP(QZ) =

From Eq.
expressed as

(11), the pion-nucleon coupling can be

guny = MyGa(=mz)/F. (13)
In the chiral limit, lim,, _,,G, (=m2) — g, and we have that

m
9zNN :?NQA- (14)

T

At finite pion mass Eq. (14) receives corrections. The
deviation from equality is known as the Goldberger-
Treiman discrepancy given by

gamy

Agr=1- .
o gﬂ'NNFﬂ

(15)

It is estimated to be at the 2% level [53].

III. Q> DEPENDENCE OF THE AXIAL AND
PSEUDOSCALAR FORM FACTORS

For the parametrization of the Q dependence of the
axial and pseudoscalar form factors typically two func-
tional forms are employed, the dipole ansatz and the model
independent z expansion [54,55].

The dipole ansatz is given by

G(Q?) = , (16)

(1+2)?

with m the dipole mass. In the case of the axial form
factor G ,(Q?), its value for Q> = 0 gives the axial charge
ga = G4(0) and the dipole mass m is the axial mass my.

Customarily, one characterizes the size of a hadron
probed by a given current by the root mean square radius

(r.m.s) defined as /(r?). The radius of the form factors can
be extracted from their slope as Q? — 0, namely

6 dG(Q%)

"6 a0

(17)

0*~0

Combining Eq. (16) and Eq. (17) one can show that the
radius is connected to the dipole mass as

() =—. (18)
m
In the case of the z expansion the form factor is expanded as

kmax

G(0*) =D @i (0Y), (19)

k=0

where

_ V tcut + Q2 - \/G (20)
View + Q% + VTew

imposing analyticity constrains, with 7., the particle
production threshold. For f.,, we use the three-pion
production threshold, namely 7., = (3m,)> [55]. The
coefficients «a; should be bounded in size for the series
to converge and convergence is demonstrated by increasing
kmax- Since the possible large values of the a; for k > 1 can
lead to instabilities, we use Gaussian priors centered

2(0%)
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around zero with standard deviation w max(|ao|, |a,|) [56],
where w controls the width of the prior. The value of the
form factor at zero momentum is G(0) = a,, while the
radius is given by

3a1
2aOtcut '

() =~ (21)
In the case of the axial form factor, a, and a; should have
opposite signs leading to positive radii. By comparing
Eq. (21) to Eq. (18), we define the corresponding mass

determined in the z expansion to be

8aOtcut
N 22
m=,| a (22)

In the case of Gp(Q?) and Gs(Q?), the pion pole is first
factored out and thus (Q* + m2)Gps(Q?) could be fitted
using the dipole and z-expansion functions.

IV. LATTICE METHODOLOGY

In this section we describe the lattice QCD methodology
to extract the form factors, presenting the construction of
the appropriate three- and two-point correlation functions,
the procedure to isolate the ground state and the details
about the ensembles used.

A. Correlation functions

The extraction of the nucleon matrix elements involves
the computation of both three- and two-point Euclidean
correlation functions. The two-point function is given by
C(Ty. P t5.1y) = Ze—t@:—fro)ﬁ

X Tr[To(T n (25, ) T w (10, X0))]s (23)

where with x is the source and x, the sink positions on
the lattice where states with the quantum numbers of the
nucleon are created and destroyed, respectively. The
interpolating field is

TIn(t.3) = eeu? (x)[u’! (x)Crsd(x)].  (24)

where C is the charge conjugation matrix and I'y is the
unpolarized positive parity projector I'y =3 (1 + y,). By
inserting the unity operator in Eq. (23) in the form of a sum
over states of the QCD Hamiltonian only states with the
quantum numbers of the nucleon survive. The overlap
terms between the interpolating field and the nucleon state
IN;) as (Q|Jy|N;) are terms that need to be canceled to
access the matrix element. It is desirable to increase the
overlap with the nucleon state and reduce it with excited
states so that the ground state dominates for as small as
possible Euclidean time separations. This is because

the signal-to-noise ratio decays exponentially with the
Euclidean time evolution. To accomplish ground state
dominance, we apply Gaussian smearing [57,58] to the
quark fields entering the interpolating field

G(x.1) =Y [1+acH(F.5;U@)Yeq(3.1), (25)

y

where the hopping matrix is given by

3
H(X,y:U(1)) = Z [Ui(x)8,,; + Ul (x = 1)8,,.3]- (26)

The parameters a; and N are tuned [17,59] in order to
approximately give a smearing radius for the nucleon of
0.5 fm. For the links entering the hopping matrix we apply
APE smearing [60] to reduce statistical errors due to
ultraviolet fluctuations.

For the construction of the three-point correlation func-
tion the current is inserted between the time of the creation
and annihilation operators giving

Cﬂ(r‘lw éa ﬁ/; I Tings tO)
— Z ei(}ins_}0)‘§e_i(’_€x_}0)'5,
)?ins-fs

X Tr[rk<‘-7N(ts’ }s)Aﬂ(tinsv }ins)jN(th )_50)>]7 (27)

where I', = il'gy57;. The Euclidean momentum transfer
squared is given by Q%> = —¢> = —(p' — p)% and from
now on we will use p' = 0.

B. Treatment of excited states contamination

The interpolating field in Eq. (24) creates a tower of states
with the quantum numbers of the nucleon. Gaussian smear-
ing helps to reduce them but we still need to make sure that
we extract the nucleon matrix element that we are interested
in and that any contribution from nucleon excited states
and/or multi-particle states are sufficiently suppressed.

In order to cancel the Euclidean time dependence of
the three-point function and unknown overlaps of the
interpolating field with the nucleon state, we construct
an appropriate ratio of three- to a combination of two-point
functions [61-64],

R[l (Fkv C—i; ts, tins)
— Cﬂ(rk’ Zi; Iy, tins)
C(Ty, 0;1,)

% \/C(Fo, Ggs ty — tins)C(F076; tins)C(FOv6; t,)
C(FO’ O; ts - tins)C(FO’ Zi; tins)C(FO’ Ei; ts)

(28)

Without loss of generality, we take ¢, and #;, relative to the
source ctime f(, or equivalently 7, is set to zero. The ratio in

034509-4



NUCLEON AXIAL AND PSEUDOSCALAR FORM FACTORS FROM ...

PHYS. REV. D 103, 034509 (2021)

Eq. (28) is constructed such that in the limit of large time
separations (¢, — f;,s) > a and f;,¢ > a, it converges to the
nucleon ground state matrix element, namely

R (Fk’ q;1; tms) - " Il_";>>a

e Wleg).  (29)
How fast we ensure ground state dominance depends on the
smearing procedure applied on the interpolating fields, as
well as on the type of current entering the three-point
function. In order to check for ground state dominance we
employ three methods as summarized below:

Plateau method.—Keeping only the ground state in the
correlation functions entering in Eq. (28) we obtain

11, (T ) + O(e78F7m)) 4 O(em8Fm), (30)

where AFE is the energy gap between the nucleon first
excited state and the ground state. Assuming that the
exponential terms in Eq. (30) are small we can extract
the first term that gives the matrix element of interest by
looking for a range of f,,, for a given ¢, for which Eq. (28)
is time independent (plateau region) and fit to a constant
(plateau value). We then increase 7, until the plateau values
converge. The converged plateau values determine the
ground state nucleon matrix element of the current
considered.

Summation method.—The insertion time, #;,,, of the ratio
in Eq. (28) can be summed leading to [65,66]

Ry (T git) = D Ru(Ts G5 s i)

fing=a

= c+11,(Ty; q) x t,+ O(e™8E6). - (31)

Although we also take into account only the lowest state,
the contributions from excited states decay faster as
compared to the plateau method. Since f;, is taken around
t,/2 the summation method may be considered equivalent
to the plateau method with about twice z,. If e 2F%s is
sufficiently suppressed in Eq. (31) the slope gives the
ground state matrix element. We probe convergence by
increasing the lower value of ¢,, denoted by 7°¥ entering in
the linear fit. The disadvantage of the summation method is
that one needs to do a linear fit with two parameters instead
of one as for the plateau method. This leads to an increased
statistical error.

Two-state fit method.—In this approach one considers
explicitly the contribution of the first excited state. Namely,
the two-point function is taken to be

C(p,t;) = co(p)e BoPs 4 ¢y (p)e Pl (32)

and the three-point function

VASﬂ(rk’6)e—m00f4mQ—Edqﬁm

+ AYN(Ty, §)emolts—tns) = @i
+ AT, Ge —E " (0) (£~ tins )= Eo (@) fing
+ A (T g)e

CM(F/U &» Iy, tins) =

_E?pl(ts_tins)_E?pl(‘I)tins ,
(33)

where contributions from states beyond the first excited
state are neglected. As will be discussed in detail in the
following sections, we allow the first excited state in the
three-point function to be in general different from that of
the two-point function. The coefficients of the exponential
terms of the two-point function in Eq. (32) are overlap
terms given by

ci(p) = Tr[F0<Q|jN|Ni(ﬁ)><Ni(l_5)|«_7N|Q>]» (34)

where spin indices are suppressed. The i index denotes the
ith nucleon state that may also include multiparticle states.
The terms A"/ appearing in the three-point function in
Eq. (33) are given by

A (T4 §) = Te[C QLT IN:(0)) (NV;(0) | AN, (B))
x (N;(P)| T w9, (35)

where (N ,(6) |A,IN;(p)) is the matrix element between ith
and jth nucleon states.

Multiparticle states are volume suppressed and are
typically not observed in the two-point function. How-
ever, if they couple strongly to a current they may
contribute in the three-point function. As pointed out in
Refs. [67,68], this may happen for the case of the axial-
vector current considered here. In order to include the
possibility that multiparticle states contribute to the three-
point function, we perform the following types of fits:

M1: We assume that the first excited state is the same in

both the two- and three-point functions. In this case,
we first fit the two-point function extracting ¢,(p)
and E(p) and then use them when fitting the ratio of
Eq. (28). We also fit the zero momentum two-point
function to determine the nucleon mass and then use

the continuum dispersion relation Eq(p) = \/m3, + p*

to determine the nucleon energy for a given value of

momentum. The continuum dispersion relation is

satisfied for all the momenta considered in this work

as can be seen in Fig. 2. We will refer to this as fit M1.

M?2: We allow the first excited state to be different in the

two- and three-point functions. In this case, the first

excited energy of the three-point function is left as a fit
parameter. We will refer to this as M2 fit.

In Fig. 1 we show the energies extracted from the nucleon

two-point function as well as the two-particle noninteract-

ing zN energies computed as the sum of the pion and

nucleon energies. We show these energies for both the

charged and neutral pions. As can been seen, the first
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excited state E%pt( p) extracted from two-point function
coincides with that of the Roper resonance at the same
momentum. The lowest two-particle states are not visible in
the two-point functions, although they are much lower than
the energy of the Roper. This is expected since they volume
suppressed. We note that the energies of the z+N and 2N
system are consistent within errors.
More details on these two fit approaches are given
in Sec. VL
|

C. Extraction of the axial and induced
pseudoscalar form factors

While the pseudoscalar matrix elements lead directly to
the G5(Q?) as given in Eq. (B4), the matrix element of the
axial-vector current in general contributes to both axial and
induced pseudoscalar form factors, as given in Egs. (B1)
and (B2). A procedure to extract the two form factors is to
minimize y> given by

2@ ) =Y Y | 0.9

ku Geo?

where w, (I, G; 1, tiys) is the statistical error of the ratio
R, (T, G 1. tins) of Eq. (28) and F(Q% 1y, fy) is a two
component vector of the axial form factors

GA(Q%: 1. ing) ) )

F(Q%;t,, tys) = (

( ’ IHS) GP(Qz; Iy, tins)
The definition of the coefficient matrix G, (I, g) that has
the kinematical factors is given in Eq. (B3). Minimization

of the y? defined in Eq. (36) is equivalent to a singular value
decomposition (SVD), where

: %
1 6 B EE E! T
1.5 q

i Z

— F I
% 14F b

S * %
L £ i

5 1.3 I

g

w 1.2 b

)
=
T
| |
I

1.0 I = T
= p=(1,0,0)

N N NTo

FIG. 1. We show the lowest two nucleon energies (red) and the
energies of the non-interacting 7= N (orange) and z°N (blue) for
the case of the cB211.072.64 ensemble for the smallest total
momentum p = {1,0,0}. The value of the 7, mass is taken from
Ref. [69]. The nucleon energies are extracted from a three-state fit
to the nucleon two-point function. The black horizontal lines with
the gray bands are the experimental values of nucleon and Roper
energies.

Q Iy, tms) - R/l (r‘lw é; Ly, tins):| 2

(36)
M(Fk’ q. 1, [ins)

F(Qz; Iy, tins) = Z Z G;l(rk’ é)kﬂ(rkv Zj; Iy, tins) (38)

ku Ge@?
and
G=UsV with G'=vslUt, (39)

where

R}l(Fk7 Zi; Ly, tins)
(40)

Rﬂ (Fk’ 6; Iy, tins) = [Wﬂ(rk’ Zi; Iy, tins)]_l

and

Gu(Tx. @) = W, (o )] 7' Gu(Th @) (41)

U is a Hermitian N x N matrix with N being the number of
combinations of u, k and components of g that contribute to

1.4

1.3F

1.0+

0.0 0.2 0.4 0.6 0.8 1.0
p*[GeV?]

FIG. 2. Red points show the energy of the nucleon Ey(p?) in
GeV as extracted from finite momentum two-point functions
and the gray band shows the dispersion relation Ey(p?) =
\/m% + p? as a function of p* in GeV2. The results are from
the Ny =2+ 1+ 1 ¢B211.072.64 ensemble.
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TABLE L

Simulation parameters for the N =2 + 1 + 1 ¢cB211.072.64 ensemble [69] and the two Ny = 2 ensembles, cA2.09.48

[71] and cA2.09.64. cgy is the value of the clover coefficient, f = 6/g where g is the bare coupling constant, N is the number of
dynamical quark flavors in the simulation, a is the lattice spacing, V the lattice volume in lattice units, m, the pion mass, my the nucleon
mass, and L the spatial lattice length in physical units. The systematic error on the determination of the lattice spacing, a, of the
cA2.09.48 and cA2.09.64 ensembles arises from the slight extrapolation of m, to match the physical value [71]. For the cB211.072.64
ensemble the deviation from the physical point is negligible and thus this systematic error does not enter.

Ensemble Csw p Ny v m,L a [fm] my/my am, amy m, [GeV] L [fm]
cB211.072.64 1.69 1.778 2+ 141 64% x 128 3.62  0.0801(4) 6.74(3) 0.05658(6) 0.3813(19) 0.1393(7)  5.12(3)
cA2.09.64 1.57551 2.1 2 643 x 128 3.97  0.0938(3)(1) 7.14(4) 0.06193(7) 0.4421(25) 0.1303(4)(2) 6.00(2)
cA2.09.48 1.57551 2.1 2 483 %96 2.98 0.0938(3)(1) 7.15(2) 0.06208(2) 0.4436(11) 0.1306(4)(2) 4.50(1)

the same Q. ¥ is the pseudodiagonal N x 2 matrix of the
singular values of G and V is a Hermitian 2 x 2 matrix since
we have two form factors. Typically, N > 2 for finite
momenta. In our analysis, we use the SVD to extract the
form factors since it does not need any minimization
algorithm that might depend on the initial parameters. In
addition, using the SVD approach for a relatively small
matrix is much faster than using minimization algorithms.

In the following sections, results are presented for the
ratios of G4 and Gp as described by Eq. (37).

D. Parameters of the gauge configuration ensembles

In this work we analyze an Ny = 2 + 1 + 1 twisted mass
clover-improved fermion ensemble. The parameters are
given in Table L. In addition, we analyze two N, =2
ensembles with the same light quark action, referred to as
cA2.09.48 and cA2.09.64 ensembles. They have the same
lattice spacing and two different volumes to check for finite
volume effects. The physical volume of the cB211.072.64
ensemble is in between the volume of the two N, =2
ensembles. Results on the axial form factors for the
cA2.09.48 ensemble have been presented in Ref. [45]
but are reanalyzed in this study and the results are used
for the volume comparison. For both N =2+ 1 + 1 and
N; = 2 ensembles the lattice spacing is determined using
the nucleon mass. More details on the lattice spacing
determination are given in Refs. [17,59,69,70].

The gauge configurations were produced by the
Extended Twisted Mass Collaboration (ETMC) using the
twisted mass fermion formulation [72,73] with a clover
term [74] and the Iwasaki [75] improved gauge action.
Since the simulations were carried out at maximal twist, we
have automatic O(a) improvement [72,73] for the physical
observables considered in this work.

E. Three-point functions and statistics

Since in this work we study only isovector combinations,
only connected contributions are needed. For their evalu-
ation we employ standard techniques, namely the so-called
fixed-sink method using sequential propagators through
the sink. In this method, changing the sink-source time

separation ¢, the momentum, the projector or the inter-
polating field at the sink requires a new sequential

inversion. We, thus, fix the sink momentum p’ = 0 and
use four projectors, namely the unpolarized I'; and the three
polarized projectors I';. In the case of the cB211.072.64
ensemble, we perform the analysis using in total seven
sink-source time separations, f,, in the range 0.64 to

TABLE II. Statistics used for evaluating the three- and two-
point functions for the three ensembles. Columns from left
to right are the sink-source time separation, the number of
configurations analyzed, the number of source positions per
configuration chosen randomly and the total number of mea-
surements for each time separation. Rows with “All” in the first
column refer to statistics of the two-point function, while the rest
indicate statistics for three-point functions.

t.v/a Nconf Nsrcs Nmeas
cB211.072.64: Ny =2+ 1 +1, 643 x 128
Three-point correlators
8 750 1 750
10 750 2 1500
12 750 4 3000
14 750 6 4500
16 750 16 12 000
18 750 48 36 000
20 750 64 48 000
Two-point correlators
All 750 264 198 000
cA2.09.64: Np = 2, 643 x 128
Three-point correlators
12 333 16 5328
14 515 16 8240
16 515 32 16 480
Two-point correlators
All 515 32 16 480
cA2.09.48: Ny =2, 483 x 96
Three-point correlators
10,12,14 578 16 9248
Two-point correlators
All 2153 100 215300
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1.60 fm. In order to better isolate the contribution from
excited states, we need to compute the three-point functions
at similar statistical accuracy. However, the signal-to-noise
ratio drops rapidly with 7, and, thus, we increase statistics
as t, increases, keeping approximately the statistical error
constant. The number of configurations analyzed for the
Ny =2+ 1+ 1 ensemble is kept at 750 for all values of 7.
Statistics are increased by increasing the number of source
positions per gauge configuration after checking that the
error continues to scale as expected for independent
measurements. For evaluation of the statistical errors we
have employed the jackknife resampling method. The
statistics used for all the three ensembles for the compu-
tation of the connected contribution per 7, are shown in
Table II.

V. RENORMALIZATION FUNCTIONS

Matrix elements computed in lattice QCD need to be
renormalized in order to extract physical observables. The
renormalization functions, or Z factors, for the N, =2
ensembles have been computed previously [45]. A detailed
description about our procedure can be found in Ref. [76].
Here we present a summary on the evaluation of the Z
factors for the Ny =2+ 1+ 1 ¢B211.072.64 ensemble.
For this work in the twisted mass formulation, we need the
renormalization functions Zg used for the renormalization
of the pseudoscalar form factor Gs(Q?), Zp used for the
renormalization of the bare quark mass and Z, used to
renormalize the axial-vector current.

We employ the Rome-Southampton method or the so-
called RT' scheme [77], and compute the quark propagators
and vertex functions nonperturbatively. This scheme is
mass independent, and therefore, the Z factors do not
depend on the quark mass. However, there might be
residual cutoff effects of the form a”mj [78] and, for the
scale dependent renormalization functions Zg and Zp, the
RI-MOM Green’s functions have also a dependence on
m? /u*. This is why the RI-MOM renormalization functions
must be explicitly defined in the chiral limit. If not, the
scheme would not be mass independent. To eliminate any
systematic related to such effects, we extract the Z factors
using multiple degenerate-quark ensembles. We use five
Ny =4 ensembles generated exclusively for the renorm-
alization program at the same f value as that of the
cB211.072.64 ensemble. These are generated with quark
mass which is less than half of the strange mass, in order to
suppress the m?, / p? for to scale-dependent renormalization
functions, and the lattice artifacts O(a?m2). These ensem-
bles are generated at different pion masses in the range of
[366-519] MeV and a lattice volume of 243 x 48 in lattice
units. Having five pion masses enables us to perform
the chiral extrapolation to eliminate from the Z factors
any residual cut-off effects. It should be noted, that the
extrapolation in the Z factors does not have an impact on

the nucleon matrix elements, which are calculated directly
at the physical point.
In this study, we use the operators

- b
_ 'y b=1,2
oy =z ={"" (42)
—ipysly b=3
- b
_ wysty b=12
0~ sty ={ 7" #3)
—ipyly b=3
wysy,ww b=1
O =y = —wrsya'y b=2  (44)
Wy, Ty b=3

written in the twisted (y, y) and physical basis (y, ) with
and y the u and d doublet and 7° are the three Pauli
matrices. In the chiral limit, the renormalization functions
become independent of the isospin index b, and can be
dropped. We use the combination #I'd, which is extracted
from =2 45”2. Thus, the operators jy, Ty, ¥ T x, Xvsty are
used to obtain Z,, Zg, and Zp, respectively.

We note that the PCAC relation in the twisted basis is
given by

AL = 2mpcacP? + 2im 5080 + Oa),  (45)

where the axial-vector current A} = Z,¥y,rst’y, the
pseudoscalar operator P? = Zpyyst’y and the scalar
89 = Zgyy. For the isovector flavor combination b = 3
and at maximal twist where the PCAC mass mpcac is tuned
to zero, Eq. (45) reduces to

HAY =2im,S° + O(a?), (46)

where m, the renormalized quark mass determined from
the twisted light quark mass parameter y as m, = u/Zp.

The aforementioned operators are renormalized multi-
plicatively with Z», using the condition

1
2y Zo T (pNIP | =10 (47)
0
where
1
7 —=—_—T L —1 ¢Born . 4
o= TS ) IS )

St(p) and Tt (p) are the quark propagator and amputated
vertex function, respectively, while SB°™(p) and I'B°™ are
their tree-level values. The trace is taken over spin and color
indices and the momentum p is set to be the same as the RI'
renormalization scale p,. For the nonperturbative calcu-
lation of the vertex functions we use momentum sources
[79] that allow us to reach per mil statistical accuracy
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FIG. 3. Chiral extrapolation of Z, for a selected value of

(apo)* = 2.06 in the RI' scheme. We use a linear fit (indicated
with the dashed line) with respect to (am,)?, and the extrapolated
value in the massless limit is given by the open blue circle.

with O(10) configurations [80,81]. High statistical preci-
sion means that one has to sufficiently suppress systematic
errors. We choose momenta in a democratic manner,
namely

. 2n,+1 n, n, n,
(ap)=27r< 2T /a ’L/a’L/a’L/a)’ (49)

where n; € [2,10], n, € [2,5] and T/a(L/a) the tem-
poral(spatial) lattice extent. The momenta are chosen in
the aforementioned ranges with the constraint Y, p?/
(32 p?)* < 0.3 [78] to suppress non-Lorentz invariant
contributions. These constraints are chosen to suppress
O(a®) terms in the perturbative expansion of Green’s
function and are expected to have non-negligible contri-
butions from higher order in perturbation theory [76,80,81].
We subtract such finite lattice spacing effects by explicitly
computing such unwanted contributions to one-loop in
perturbation theory and all orders in the lattice spacing.
These finite a artifacts appear in both the S*(p) and I'X(p)
functions. This improvement of nonperturbative estimates
using perturbation theory, significantly improves our esti-
mates, as can be seen in the plots of this section.

Let us first discuss our results on Z,, which is scheme
and scale independent. In order to eliminate cutoff effects
in Z,, we perform a linear fit with respect to (am,)?
(equivalently am,), for every value of the renormalization
scale. In Fig. 3 we show the mass dependence for a specific
value of the RI scale. We find a slope that is compatible
with zero, as expected from our previous studies [76].

In order to eliminate the residual dependence on
the initial scale due to lattice artifacts, we perform an
extrapolation to (au)? — 0. In Fig. 4, we show the linear
extrapolation in (aug)?. In the plot we show the purely
nonperturbative values of Z,, as well as the improved
values obtained after subtracting the lattice artifacts calcu-
lated perturbatively. Such a subtraction procedure improves
greatly the estimates for Z factors, as it captures the bulk
of lattice artifacts. Indeed, a linear fit in (apg)? in the
improved subtracted data yields a slope that is consistent
with zero within uncertainties.

0.82r T
® Unsubtracted
0.81F B 0(g*a) subtracted
0.80F o ®
0.79 (T X I

[ ]
[
3078} ceqe ®

077} -
076 """ %

075}

0.74 n n n n n n n n

0 1 2 3 4 5 6 7

(app)?

[ ]
r---mggsfp papsnmw = guenEEn

FIG. 4. Results for Z, as a function of the initial renormaliza-
tion scale (auy)?. With blue circles are the results before the
perturbative subtraction of lattice cutoff artifacts and with red
squares after the subtraction of O(g?a®) contributions. The
dashed red line is a linear fit in (apy)? € [2,7] and the open
red square is the extrapolated value.

The Zp and Zg renormalization factors are scheme
and scale dependent. Therefore, after the extrapolation
(am,)*— 0, we convert to the MS-scheme, which is com-
monly used in experimental and phenomenological studies.
The conversion procedure is applied on the Z factors at each
initial RI’ scale (a ), with a simultaneous evolution to a MS
scale, chosen to be i =2 GeV. For the conversion and
evolution we employ the intermediate renormalization group
invariant (RGI) scheme, which is scale independent and
connects the Z factors between the two schemes:

ZE" = Z§ (o) AZ' (o)
= ZM5(2 GeV)AZYS (2 GeV), (50)
with O = P, S. Therefore, the appropriate conversion factor

to multiply Z&! is

Clé;l/'m(ﬂo, 2 GeV) = Zl\éls(z GeV) = AZ%I/(HO)

Z8 (o) AZYS(2 GeV)
(51)
The quantity AZS)(u) is expressed in terms of the

function and the anomalous dimension, y5, of the operator
under study

0.70
- o 0
0651 0.0 o o oo 0@ *
___________ gese ™ o- oo
£ 060t et
]
£ 0.55
3 - N -u
N o
$0.50 R
R S gumm 8 il
0458777 jgum _——
® 0-=s
4 s ) :
" ! 2 3 4 5 6 7
(ap)?
FIG. 5. Results for Zp (blue squares) and Zg (red circles) as a

function of the initial renormalization scale (ag,)>. The final
scheme is the MS scheme at scale ji = 2 GeV.
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TABLE III.  Scalar and pseudoscalar renormalization functions
after lattice cutoff artifacts are subtracted, the chiral limit taken
and the conversion to MS-scheme. The first row has the results
forthe Ny = 2 + 1 + 1 ensemble with # = 1.778, and the second
row for the two N, = 2 ensembles with # = 2.1. The errors given
are statistical.

Ensemble Zy Zp(MS,2 GeV) Zg(MS,2 GeV)
cB211.072.64 0.763(1) 0.462(4) 0.620(4)
cA2.09.{48,64} 0.791(1) 0.500(30) 0.661(2)

A (ﬂ)2> %

w5t = (on )

ol [ (G )}

and may be expanded to all orders of the coupling constant.
The superscript S denotes the scheme of choice. The
expressions for the scalar and pseudoscalar operators are
known to three-loops in perturbation theory and can be
found in Ref. [76] and references therein. In Fig. 5 we
present our results for Zp and Z5. We collect our results for
the renormalization functions in Table III. We note that the
errors given are statistical. A full analysis of systematic
errors is ongoing and will be presented in an upcoming
publication. It is expected that systematic errors will mostly
affect the errors on Zp and Zg and will not have any
significant effect on the results presented here.

VI. EXTRACTION OF EXCITED ENERGIES

In this section we discuss the details for the identification
of the nucleon matrix elements. As mentioned in Sec. IV B,
we apply two procedures, referred to as M1 and M2. Our fit
procedure is illustrated for the case of the Ny =2 + 1 + 1
cB211.072.64 ensemble but the same procedure is carried
out for the two Ny = 2 ensembles. The two-state M1 fit has
been used in previous analyses of form factors, including
Gp(0Q?). However, as pointed out in Ref. [67], the lowest
7N state that is suppressed in the two-point function may
become dominant in the three-point function in the case
of Gp(Q?) that is dominated by the pion pole at low Q2
values. Therefore, we allow the energy of the first excited
state to be different in the two- and three-point functions,
as done in the type M2 fit. As suggested in Ref. [46], one
can use the temporal component of the axial vector current,
Ay, which is very precise, in order to determine the first
excited energy. See also Refs. [82,83]. The temporal
component has not been used in most of the previous
[20,45,47,56,84,85], since it has been found to suffer from
large excited state contributions.

In Figs. 6 and 7 we show, respectively, the results when
using the two-state M1 and M2 fit types. We use the ratio
constructed with the three-point function of the temporal

ET E, °
3 ;! |

RAU (tSy tins)
=

_2l x¥d.o.f=2.1

-10 5 0 5 10
(tins — ts/2)/a

FIG. 6. The ratio when using the A, current versus f,, — #,/2
for the lowest nonzero Q2. The sink-source time separations
ty/a =38, 10, 12, 14, 16, 18, 20 are shown with blue circles,
orange down triangles, up green triangles, left red triangles, right
purple triangles, brown rhombus and magenta crosses, respec-
tively. The bands are constructed using a two-state fit where the
energy gap with p’ = 0 and p is fixed from a two-state fit to the
two-point function (fit type MI). The y*/d.o.f = 2.1.

axial-vector current. We perform a simultaneous fit on
several sink-source time separations, z,, excluding the three
smallest 7 to ensure no contamination from higher excited
states. As can be seen, the M2 fit describes better the data as
reflected by the better y?/d.o.f.

In Fig. 8 we show the energy of the first excited state
extracted from fitting the two-point and the three-point
function of the temporal axial-vector current. We observe
that the first excited energy as extracted from the two-point
function is in agreement with the energy of the Roper.
This is a different behavior from what is observed in the
two recent studies [46,49], where the first excited state
extracted from the two-point function is much higher.

RAU (ts: tins)
=

—oL x¥d.o.f=1.0

~10 5 0
(tins — ts/2)/a

FIG. 7. The same as in Fig. 6 but using the two-state approach
where the energy gap at p’ = 0 and p in the three-point functions
are treated as free parameters (fit type M2). The y?/d.o.f = 1.
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FIG. 8. The energy of the first excited state as a function of Q2.
The orange dashed and cyan dashed-dotted lines are the energies
of the noninteracting systems N(p) + z(—p) and N(0) + z(p),
respectively, and with magenta dotted line is the Roper energy
(using as mass the one from PDG [86]). The red circles are
extracted by fitting the two-point function including one excited
state. The blue right- and green-down-pointing triangles are

EP(p) and EP(p =0), respectively, extracted from the
three-point function of the temporal axial-vector current with
two-state fits as given in Eq. (33).

45

Moreover, the energy of the first excited state extracted
from the three-point function is in general in agreement
with the energy of the noninteracting two-particle states of
N(0) + z(—p) and N(p)+ n(—p). We do not observe
states with energies lower than the noninteracting state
energies unlike what was found in Ref. [46].

VIL. EXTRACTION OF THE PSEUDOSCALAR
FORM FACTOR Gs(Q?) FROM LATTICE
QCD CORRELATORS

In this section we discuss the analysis of the correlators
for the extraction of the pseudoscalar form factor, and in
particular the effect of the excited states. We first consider
the pseudoscalar matrix element, since it is only connected
to one form factor, G5(Q?), as described in Eq. (B4) and
thus the simplest to extract.

For the identification of the nucleon matrix element we
apply the three approaches discussed in Sec. IV B in order
to analyze contributions from excited states. In Figs. 9
and 10, we demonstrate how excited state contributions are
identified for the two smallest Q2. In particular, we show
the ratio of Eq. (28) for all the available values of 7. In the
construction of the ratio we use two-point functions

40 GS(QZ; s, tins)

Q?=0.057GeV?

I I e
30} F lj o
251
20}
15} 1t 1t ]
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45 \ \
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a0t 1t 1t

35 1t 1t
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20}
* & @&
15} 1t 1t :
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& ot k2
FrrE

208 —06 —04 —02 00 02 04 06 08 08 14 2.0 06 08 1.0 12 14
tins — ts/2 [fm] ts [fm] tlsow [fm]

FIG.9. Excited states analysis for the ratio of the pseudoscalar three-point correlator for the extraction of Gs(Q?), renormalized with
Zs. We show results for the first nonzero momentum transfer. In the upper panel, we show results when using M1 and in the second when
using M2. In the left panel, we show the ratio given in Eq. (28), for sink-source time separations ¢,/a = 8, 10, 12, 14, 16, 18, 20 with
blue circles, orange down-pointing triangles, up-pointing green triangles, left-pointing red triangles, right-pointing purple triangles,
brown rhombus and magenta crosses, respectively. The results are shown as a function of the insertion time #;,; shifted by #,/2. In the
middle panel, we show the plateau method as a function of ¢, using the same symbol for each 7, as used for the ratio in the left panel.
These are obtained by excluding seven time slices away from the source and sink for 7,/a > 14, while for smaller time separations, the
value at the midpoint is used. In the right panel we show summation (green triangles) and two-state fits (black squares) results as we
increase the smallest time separation 7/ used in the fit. The open symbol is our choice of the ground state matrix element. The gray band
in the middle panel is the predicted time dependence of the ratio using the parameters extracted from the two-state fit corresponding to
the open symbol, namely when % = 14aq = 1.12 fm. The dotted lines and associated error bands shown in the left panel are the
resulting two-state fits using the aforementioned value of #'°%. The y?/d.o.f is 1.02 and 0.98 for MI and M2, respectively.
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FIG. 10. Excited states analysis for the ratio of the pseudoscalar three-point correlator for the extraction of Gs(Q?) for the second
smallest Q% value. The notation is the same as that in Fig. 9. The y?/d.o.f is 1.2 and 1 for M1 and M2 fits, respectively.

computed at the same source positions as the correspon-
ding three-point functions to exploit their correlation that
results in a reduction in the error. As 7, increases we see
a significant increase in the values of the ratio pointing to
a sizable excited states contamination. In the same figure,
we show also the plateau values for the two largest time
separations obtained by discarding 7 time slices from
source and sink or the midpoint (#,, = t,/2) of the ratio
for the smaller time separations. In Fig. 9, we include
results when using both the M1 and M2 fits for the two-state
approach as well as results extracted from the summation
method. We note that, while for the induced pseudoscalar
form factor, chiral perturbation theory arguments [67] show
that only the lowest two-particle zN state couples to the
excited state contributions in the three-point function, for
the pseudoscalar [87] no such cancellation of higher zN
states is supported. Therefore, for Gs(Q?) also higher zN
states may contribute. Since the lowest zN state is still
expected to contribute to the excited state contamination of
Gs(Q?) we apply M2 type fit also in this case.

As can been seen in Figs. 9 and 10, both M/ and M2
describe well the data with M2 providing a better agreement
for the larger values of ¢,. Increasing #'°% does not change
the results extracted from the two-state fits, which shows
that including an excited state captures well the time
dependence of the ratio. This is unlike the summation
method, for which we observe an increase with increasing
1% 'We use as our final values the one determined from the
two-state fit at a value of 7°°% that is consistent with the
summation values in some range. The final value is larger
for the case of M2. This is expected since for these

momentum transfer the exited energy extracted from the
three-point function is lower as compared to the one
extracted from the two-point function. However, this
increase is not as large as observed in the studies of
Refs. [46,48]. Comparing the behavior of the excited
states at the second smallest Q% in Fig. 10 we find the
same conclusions as for the lowest Q2 value. In both cases
our final value is the one from the two state fit at /% =
1.12 fm as discussed in Sec. VI. This is what we use for all
the Q? values.

VIII. EXTRACTION OF THE FORM FACTORS
G4(Q%) AND Gp(Q*) FROM LATTICE QCD
CORRELATORS

In this section we discuss the analysis of the correlators
of the axial-vector current from which the axial and induced
pseudoscalar form factors are extracted. For the determi-
nation of the two form factors we follow the procedure
discussed in Sec. IV C. As explained in Secs. VI and VII,
7N states are expected to be present in the case of Gp(Q?)
and Gs5(Q?). For G4(Q?) no such chiral perturbation theory
argument exists. Indeed, this is confirmed by our results
(see Sec. IX). As can be seen, the results extracted are in
full agreement. Therefore, only the M/ fit will be applied
for the extraction of G,(Q?).

In Fig. 11, we present the analysis of the effect of excited
states for the ratio leading to the axial form factor G, (Q?).
We show results at the smallest Q2 value and at some
intermediate Q? value to give the general behavior as Q2
increases. We observe that there is a faster convergence as
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Excited states analysis for the ratio of the three-point correlator for the extraction of G4(Q?) for Q% = 0.057 (top) and

0% = 0.271 GeV? (bottom). The notation is the same as that in Fig. 9. For the middle panel, the plateau values are used. The two-state fit
analysis is done only with the type M1 fit. In this case we use 7°¥ /a = 8 because it does not suffer from the issues discussed for G5(Q?).

compared to the case of Gs(Q?). It is interesting that, while
for the smaller values of Q” the effect of suppressing
excited states is to increase the value of G (Q?), for higher
momenta we find that the effect is to decrease it.
Comparing the values of G,(Q?) extracted from the

summation and the two-state fits, we find agreement.

In Fig. 12, we present the analysis of the effect of excited
states for the ratio for the induced pseudoscalar form factor
for the smallest Q2. What we observe is that the effect of
excited states is similar to what is observed in the analysis
of Gs(Q?) in Fig. 9. G5(Q?) and Gp(Q?) have the same

pion pole behavior and therefore such similarities are
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FIG. 12. Excited states analysis for the ratio of the three-point correlator for the extraction of G (Q?) for the smallest Q. The notation
is the same as that in Fig. 9. The y?/d.o.f is 1.01 and 1.02 for M1 and M2 fits, respectively.
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expected. As in the case of G5(Q?) we carry out the M2 fit
in addition to M1.

IX. COMPARISON OF RESULTS USING
THE THREE ENSEMBLES

We perform a similar analysis as forthe Ny =2 + 1+ 1
cB211,072.64 ensemble also for the two Ny = 2 ensem-
bles. In Fig. 13, we compare results from the three
ensembles for G, (Q?). In particular, comparing the results
between the two N = 2 ensembles we do not observe any
finite volume effects in the range m,L € [3,4].

In Figs. 14 and 15 we compare our results for G5(Q?)
and Gp(Q?) for the three ensembles, using the M2 fit. We
observe a very good agreement among the results for the
three ensembles. Like for the case of G,(Q?), comparison

1.4 T T T
® Ni=2+1+1, m;L=3.62
; ¥ Ne=2, mL=3.97
121 ¥ A N¢=2, m;L=2.98
: ( ]
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Q*[GeV?]
FIG. 13. Results for the G,4(Q?) form factor as a function of

0?. With red circles are results from the cB211.072.64 ensemble,
while with green down and blue up triangles are results from the
cA2.09.64 and cA2.09.48 ensembles correspondingly. The M1
approach has been used for this case.
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FIG. 14. Results for G5(Q?) form factor as a function of Q2.
Results are shown for the M2 fit. The notation is as in Fig. 13.

between the results of the two Ny = 2 ensembles does not
show any finite volume effects in the range m,L € [3,4].

In Fig. 16, we compare G,(Q?) using the M1 and M2
fits. In Figs. 17 and 18 we show a comparison between the
M1 and M2 fits for Gs5(Q?) and Gp(Q?). For Gs(Q?) we
include the prediction when using the PCAC and PPD
relations given by Eqgs. (7) and (12),

my m72Z 2

Comparing the results extracted using the two-state M/ to
M? fits to extract the nucleon matrix elements, we find that
the latter approach yields higher values for 0% < 0.2 GeV?>.
Despite the increase, however, results for Gs(Q?) predicted
from PCAC deviate significantly in the low Q? region from
those extracted directly from the nucleon matrix element of
the pseudoscalar operator, in contrast to what has been
observed in Refs. [46,49]. This different behavior can be
traced to the fact that the authors of Refs. [46,49] find a
higher energy for the first excited state from their two-point

45 : : T
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40t ¥ N¢=2, mgL=3.97
350 f 2 Ng=2, m,L=298
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g 25 i}f
& 201
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FIG. 15. Results for the Gp(Q?) form factor as a function of

Q2. The notation is as in Fig. 14.
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FIG. 16. Comparison between the results for G, (Q?) using M1
(purple crosses) and M2 (red circles) fits.
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FIG. 17. Results for the Gs(Q?) form factor as a function of Q?
from the cB211.072.64 ensemble. Filled red circles are results
using M2 approach and purple crosses using M 1. Open red circles
are results from the Eq. (53).

functions as compared to us. Also the energy of the first
excited state extracted from the three-point function of the
temporal axial-vector current in Ref. [46] is lower than
what we find and lower than the corresponding noninter-
acting energy. The authors of Ref. [49], on the other hand,
find an excited state that is closer to the noninteracting
energy as we do, although a direct comparison is not
possible since only results for a heavier than physical pion
mass are shown. These observations also hold for G»(Q?),
as shown in Fig. 15.

It is interesting to examine the breaking of the PCAC and
PPD relations as a function of Q*. We define two ratios, one
checking the PCAC and one the PPD relation as follows:

m, 2
pre Gs(0*) + fmGP(Q2)

rpcac = (54)
GA(0%)
60 ‘ ‘
® M2t
50 o £ MLt
| O PPD |
40}
o []
20 ®* U o
®
f
10} i Q o .
Q Q Q
9.0 01 0.2 0.3 0.4 05
Q?%[GeV?]

FIG. 18. Results for Gp(Q?) form factor as a function of Q2.
The notation is as in Fig. 17. Open red circles are results from the
pion pole dominance prediction.

and

Gp(Q°)

. (55)
2 Ga(02)

I'ppp =

These ratios are unity if PCAC and PPD hold, respectively.
In Fig. 19, we concentrate on the results for the
cB211.072.64 ensemble since the results using the other
two ensembles behave similarly. As can be seen there is a
sizeable deviation for both ratios at small Q? even though we
use the M2 fit. In our view, further investigation is needed to
understand the deviations from the PCAC and PPD relations.
Therefore, in what follows we use the results of G, (Q?) to
extract both Gp(Q?) and Gs(Q?) from Egs. (12) and (53).
Also we only discuss our results extracted using the
cB211.072.64 ensemble, since they are more precise and
are computed for a lattice volume that is in between the two
lattice volumes used for checking for volume effects, for
which we see no effects. Lattice cutoff effects on the axial
form factors were investigated for twisted mass fermion
ensembles generated with larger than physical pion masses
spanning a range of 260 to 460 MeV for three lattice
spacings a = 0.089, a = 0.070 and a = 0.056 fm. The
study found that cutoff effects on the form factors were
small [88]. In this work, results from our two N, = 2 with
a=0.094fm and the N, =2+ 1+ 1 ensemble with
a = 0.08 fm also indicate small cutoff effects. However, a
quantitative assessment of cutoffs effects would need an
analysis of an additional Ny =2 + 1 + 1 ensemble with a
different value of the lattice spacing, a. This is particularly
important for understanding any cutoff effects that my enter
the PCAC relation. We plan to do such an analysis directly
at the physical point in the near future. It is interesting to
note that an agreement with our findings demonstrated in
Fig. 19 is observed in Ref. [89].

1.2

0.8+

I e i

r(Q?)
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0.6 E

0.4} ]
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0.0 0.1 0.2 0.3 0.4 0.5
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FIG. 19. The breaking of PCAC (red circles) and PPD (blue
squares) relations as defined in Eq. (54) and Eq. (55) respectively,
using the cB211.072.64 ensemble. The horizontal black dashed
line indicates the recovery of the two relations.
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FIG.20. The axial form factor, G, (Q?), as function of Q2. The
red solid line is the result of the dipole fit defined in Eq. (16) and
the blue dashed line is the z expansion of Eq. (19) with k., = 5.

X. RESULTS

All results given in this section are extracted using the
Ny;=2+1+1 cB211.072.64 ensemble. In Fig. 20 we
show our results for the axial form factor. The value of the
form factor at zero momentum transfer gives the axial
charge, g4 = G,(0). We find g, = 1.283(22) [90]." In
order to fit the form factor, we use both the dipole and z
expansion (see Sec. III for details). Since for G,(Q?) the
value for zero momentum transfer is directly accessible, we
use G4(0) in the jackknife fits. This reduces the number of
fit parameters in each jackknife bin. The consequence is
that the error on the determination of the radius is smaller.
In the case of the z expansion, we use k,,x = 5, where we
check that this is large enough to ensure convergence. The
width coefficient, w, of the Gaussian priors is chosen to be
w = 5. We provide a systematic error taken as the differ-
ence in the mean values when using w =35 and when
w = 20. Comparing the dipole Ansatz with the z expansion
we find excellent agreement for all Q? values. Therefore,
we conservatively quote as final values (Table IV) those
from the z expansion, since it is model independent
although they typically carry larger statistical uncertainties.
The axial mass and the radius are determined from the
parameters of the z expansion as given in Eqs. (22) and
(21), correspondingly.

In Fig. 21 we show our results for the induced pseudo-
scalar form factor extracted using G, (Q?) and the PPD of
Eq. (12). The induced pseudoscalar coupling determined at
the muon capture [91] is determined as

m
G = > Gp(Q* = 0.88m3) (56)

sz

"We note that the small deviation from Ref. [90] is due to the
fact that in this work we used the two-state fit on the level of the
ratio while in other study on the level of correlators.

TABLE IV. Results (from top to bottom) for the axial mass my,

the square axial radius (r2), and the r.m.s +/ <rﬁ>, the induced
pseudoscalar coupling determined at the muon capture [91], the
pion nucleon coupling as in Eq. (10), and the Goldberger-
Treiman discrepancy as in Eq. (15). The first error is statistical
and the second a systematic taken as the difference in the mean
values when using w = 5 and w = 20.

my [GeV] 1.169(72)(27)
(r3) [fm?] 0.343(42)(16)
V() [fm] 0.585(36)(14)
g5 8.69(14)

9NN 13.48(127)(2)
Agr 0.0276(38)(17)

with m, = 105.6 MeV the muon mass. The pion-nucleon
coupling constant given in Eq. (10), and the Goldberger-
Treiman discrepancy given in Eq. (15) can also be extracted
from the induced pseudoscalar form factor. Both relations
involve the pion decay constant F',. We use the value of F,
determined for the cB211.072.64 ensemble [69]. We tabulate
the extracted values in Table IV. The error on both g and
gznn due to using a different fit ansatz as well as the
maximum value of Q? used in the fits is negligible compared
to the statistical error. The Goldberger-Treiman discrepancy
is determined to high precision since it uses the precise
values of the axial form factor.

Finally, our results for the pseudoscalar form factor G5 (Q?)
extracted using Eq. (53) are shown in Fig. 22. In principle,
the pion nucleon coupling can be extracted from this form
factor but since we use the PCAC and PPD relations for both
Gp(Q?) and Gs(Q?), one would obtain the same value as the
one extracted from the Gp(Q?) form factor.

We tabulate our results for the three form factors as a
function of Q? in the Appendix A.
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FIG. 21. The induced pseudoscalar form factor, Gp(Q?), as a
function of Q2. The black dashed line is the result of the fit using
the z expansion. The red star is the value of the form factor at
muon capture.
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FIG. 22. Results for the Q%> dependence of the pseudoscalar
form factor, Gs(Q?). The notation is as in Fig. 21.

XI. COMPARISON WITH OTHER STUDIES

While there are a number of lattice QCD studies on the
isovector axial and pseudoscalar form factors using sim-
ulation with heavier than physical pion masses, we restrict
our comparison here with results obtained using ensembles
at the physical point. We summarize below the setup used
by other groups to compute the isovector axial and
pseudoscalar form factors:

(i) The PNDME Collaboration [46] used a hybrid
action with Ny =2+ 1+ 1 HISQ configurations
generated by the MILC Collaboration with lattice
spacing a ~0.0871 fm, lattice volume 643 x 128
and m, =130 MeV in the sea (referred as
a09m130W) and clover improved valence quarks
with m, = 138 MeV. Three-point functions were
computed from three sink-source time separations in
the range of [1-1.4] fm. They performed the two-
state analysis using both the M/ and M2 fits
discussed in Sec. IV B. In what follows we show
their results extracted using the M2 fit since they
considered them as their final values (referred in
their work as Sy4 type fit). No improvement of the
currents used is discussed in order to eliminate O(a)
cutoff artifacts, which would imply that they have
larger finite lattice spacing effects as compared to
our formulation.

(ii) The RQCD Collaboration [49], analyzed 37 CLS
ensembles using different lattice spacings. Two of
these ensembles were simulated using physical
pion masses. The ensembles were generated using
a tree-level Symanzik-improved gauge action and
N; =2+ 1 clover-improved fermions. Their axial-
vector current is O(a)-improved using nonperturba-
tively determined coefficients. We show their results
from the physical point ensemble with the finer
lattice spacing of a = 0.064 fm, volume 96° x 192
and m, = 130 MeV, referred to as E250 in Ref. [49]

for comparison. Four sink-source time separations
are computed in the range of [0.7-1.2] fm, which is
smaller than our upper range. They assume the same
first excited state in both two- and three-point
function but they include in addition the lowest
zN modeled through a two-flavor baryon chiral
perturbation theory.

(iii) The PACS Collaboration [20] used a physical point
ensemble of N, = 2 + 1 with stout-smeared O(a)-
improved Wilson-clover fermions and Iwasaki gauge
action with lattice spacing a = 0.08457(67) fm and
volume 128 x 128. They analyzed three sink-source
time separations in the range of [1-1.36] fm, and their
final values are extracted from the plateau method.
No two-state fit approaches have been attempted. No
current improvement is discussed.

(iv) Comparisons of our results on the form factors for
the three ensembles are shown in Figs. 13, 15,
and 14 and given in Tables V, VI and VII of the
Appendix. For the comparison of the form factors,
we restrict ourselves in comparing our results for
the Ny =2+ 1+ 1 ensemble with the other col-
laborations. This is because we already compared
results on the form factors from our three ensembles.
For the derived quantities presented in Table IV
for the cB211.072.64, on the other hand, we include
in the figures also results from the other two ensem-
bles using our results from G4(Q?) as discussed
in Sec. IX.

In Fig. 23, we compare our results for G ,(Q?) using the
N;=2+1+1 ensemble with the aforementioned lattice
QCD studies. Overall, there is a very good agreement among
all results, which indicates that lattice artifacts are small.

This Work

13 % | ;
PNDME '19
1.2F ii{% A RQCD 20
i ¥ PACS'ls

1.1+ l%ﬁ
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© 0.9} % %

is |
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0650 0.1 0.2 0.3 0.4 0.5
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FIG. 23. Lattice QCD results on the isovector axial form factor

G4(Q?) using simulations with physical pion masses. Results
from this work using the cB211.072.64 ensemble are shown with
red circles, from the PNDME Collaboration [46] with green
squares, from the RQCD Collaboration [49] with blue upward-
pointing triangles and from the PACS Collaboration [20] with
brown down-pointing triangles.
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FIG. 24. Comparison of lattice QCD results for the isovector
induced pseudoscalar form factor Gp(Q?). The notation is the
same as in Fig. 23. Note that values from the other studies have
used the direct results of the Gp(Q?) form factor.

PACS results [20] are available for very small O values since
their lattice spatial extent is approximately twice as compared
to the other lattices for which we show results.

In Fig. 24, we compare results for the isovector induced
pseudoscalar form factor. The results from PACS are
extracted using the plateau method at their largest time
separation. The results from the PNDME and RQCD
Collaborations, were extracted using a two-state M2 fit.
Our results are determined using G ,(Q?) and Eq. (12) and
are in agreement with those from the PNDME and RQCD
Collaborations. While results from PACS are lower than the
others at small Q? values, their Gp(Q?) has been deter-
mined using the plateau fits at relatively small value of the
source-sink separations. Their values are higher as com-
pared to what we find at the same time separation for the
direct extraction of the Gp(Q?). This is something that
needs to be further investigated.

In Fig. 25, we compare results for Gs(Q?). Results from
PNDME are omitted since they show only bare results and no
renormalization factor is provided. Results from RQCD are
omitted because they give only results multiplied by m,,/my
and they do not provide the renormalized value of m,.
Comparing our results with those from PACS we observe
agreement. This is interesting since the PACS results are
extracted using the plateau method at a relatively small
source-sink time separation. However, their results, unlike
what we find directly from the three-point function of the
pseudoscalar current using the M2 fit, show the correct pion
pole behavior. Whether the reason is because they use a large
volume has to be further investigated. We plan to do such a
comparison in the future when an ensemble using a large
volume becomes available.

In Fig. 26, we compare our results for the isovector m,

and +/(r3) with results from other lattice QCD studies and
with phenomenological analyses using experimental data.
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FIG. 25. Lattice QCD results for the isovector pseudoscalar

form factor Gs(Q?). The notation is the same as that in Fig. 23.
We would like to point out that the results from PACS come
directly from the evaluation Gs(Q?) without using G, (Q?).

Our results from the three ensembles are in agreement with
those using the Ny =2 + 1 + 1 ensemble being the most
precise. That value of m, agrees with the value reported by
the MiniBooNE Collaboration [92] as well as the one from

T T T T T T T T

—a— —a— < MiniBooNE C.
| ————] {MINOS C.
] F - Hi23]
* 1 L] 41911
] 1 ] 191]
‘ J )_._’_._1 4 PACS '18
e ] {rQcp 20t
I+ |—<— {PNDME'19
_— 1 [—a— -4CcA2.09.48
4cA2.09.64
o — —o—i {cB211.072.64
06 0.8 1.0 1.2 1.4 1.6 1.8 0.4 05 06 07 08
my [GeV]

V{xd) tfm)

FIG. 26. Results on the isovector axial mass m, (left) and the

axial radius /(r3) (right). We show results from our analysis of
the ¢cB211.072.64 ensemble (red circles with the associated red
band), the cA2.09.64 ensemble (orange down triangle) and the
cA2.09.48 ensemble (green up triangle) ensembles, from the
PNDME Collaboration [46] (blue left-pointing triangle), from
the RQCD Collaboration [49] (purple right-pointing triangle)
when using the z expansion, and from the PACS Collaboration
[20] (brown rhombus). Inner error bars are statistical errors while
outer errors bars include systematic errors. The black crosses are
results from phenomenology. From top to bottom we show results
from the MiniBooNE experiment using charged-current muon
neutrino scattering events [92], from v,-iron interactions using
the MINOS Near Detector [93], from Ref. [23] using world data
from neutrino-deuteron scattering and the z expansion for the fit,
and two very accurate results from world averages, one is from
(quasi)elastic neutrino and antineutrino scattering experiments
[94] and the other from charged pion electroproduction experi-
ments [94]. ¥ Results shown from the RQCD are obtained after
chiral and continuum extrapolation.
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FIG. 27. The results for gp. The notation for the lattice QCD
results is the same as that in Fig. 26. Black crosses are results
from experimental analyses for ordinary muon capture from
Refs. [91,94-97] and the precise result at the top of the figure is
from chiral perturbation theory [94].

the MINOS Near detector [93] and Ref. [23]. Comparing
with other lattice QCD results we find that our values are
compatible with the ones from the PACS and RQCD
Collaborations. The value from RQCD comes from a
combined continuum and chiral extrapolation and includes
lattice systematics resulting in a larger error. The authors
also provide a value extracted using the dipole fit. They find

(r3) = 0.522(20)(6)(7)(23) fm, which is smaller as
compared to our value obtained using the z expansion
and shown in Fig. 26.
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FIG. 28. Results on the pion nucleon coupling constant g,y
(top) and the Goldberger-Treiman deviation Agy (bottom). The
notation for the lattice QCD results is the same as that in Fig. 26.
We also show phenomenological results with the black symbols.
For g,yy, these are taken from Refs. [98—101] and are results
from analyses of experimental data on pion-nucleon scattering
cross sections. For the case of Agr, these are from Refs. [53,102],
from baryonic QCD sum rules [103], and from heavy baryon
chiral perturbation theory [104].

We compare our values on muon capture coupling con-
stant, gp, pion-nucleon coupling g,yy and the Goldberger-
Treiman discrepancy, Agt, with other lattice QCD groups,
experimental results and phenomenology in Figs. 27 and 28.
Our results using the three ensembles are in agreement with
the values from the Ny =2+ 1+ 1 ensemble being the
most precise. They are also in agreement with other lattice
QCD results, although the errors on some lattice QCD results
are large. Phenomenological results are in general much
more precise for g,yy and Agyp. On the other hand,
experimental results on g¢; from ordinary muon capture
are compatible with lattice QCD results but carry large errors,
while the result from chiral perturbation theory [94], is as
precise as our value from the ¢cB211.072.64.

In Fig. 28 we compare our results for g,yy and Agr. The
only other lattice QCD results on g,yy and Agr are from
the RQCD Collaboration [49]. As can be seen, our value for
g,ny has smaller error since it is determined from Eq. (13)
unlike the value by RQCD that does not use G, (—m2) but
instead directly the Gp(Q?) form factor and Eq. (10).
Analyses of experimental results of pion-nucleon scattering
yield very precise values. We can determine Agy precisely,
extracting a value that is in agreement with the one obtained
from the recent analysis of 7 — N elastic scattering data
[53]. Results using QCD sum rules [103], heavy baryon
chiral perturbation theory [104] and an older analysis of
experimental data [102] are spread around our value.

XII. CONCLUSIONS

Results on the axial and the two pseudoscalar form
factors are presented using an Ny =2+ 1 + 1 ensemble
directly at the physical point avoiding chiral extrapolation
that may introduce uncontrolled systematic errors in the
nucleon sector. Using Ny = 2 ensembles with spatial extent
4.5 and 6 fm no detectable finite volume effects are
observed within the range of these two volumes. Given
that the analysis of the Ny =2+ 1+ 1 ensemble uses
more statistics and allows for a better investigation of
excited states effects, we quote as our final results those
obtained using the Ny =2 + 1 + | ensemble.

Our results for the axial form factor, G,(Q?), are the
most accurate compared to those from other recent lattice
QCD studies. We would like to mention that we are
currently analyzing an Ny =2+ 1+ 1 ensemble with a
lattice spacing a ~ 0.07 fm and of an additional ensemble
with a ~ 0.06 fm is underway. This will allow us for the
first time to take the continuum limit using only physical
point ensembles. The axial charge G,(0) = g, is in agree-
ment with the experimental value. Fitting the Q° depend-
ence of G, (Q?), we extract precisely the axial mass m, and
r.m.s radius given in Table I'V. Our value for m, agrees with
the value reported by the MiniBooNE Collaboration [92]
as well as the one from the MINOS Near detector experi-
ment [93] and Ref. [23].
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The analysis of the lattice data that yield the induced
pseudoscalar Gp(Q?) and pseudoscalar Gs(Q?) form
factors is performed using two approaches. In the first
approach we take the excited energies extracted from the
nucleon two-point function to coincide with those entering
the three-point correlators, and in the second, we allow
them to be different. While we obtain different excited
energies from the three-point correlators, the difference is
not as large as observed in two recent studies [46,49]. The
reason is that the first excited state extracted from our two-
point function is already lower as compared to what these
other two studies find. The consequence is that the effect on
the low Q? dependence is smaller and, thus, the Gp(Q?)
and Gs5(Q?) do not fulfill the PCAC and the pion-pole
relations. It is interesting to note that the analysis by the
PACS Collaboration that uses a significantly larger volume
but extracts G(Q?) assuming ground state dominance (via
the plateau approach), finds almost agreement with pion
pole dominance. Therefore, in our view, further investiga-
tion is needed to settle the pion dominance behavior of both
Gp(0Q?) and Gs5(Q?). In the future, we plan to perform an
analysis on a larger twisted mass ensemble of spatial extent
~7.7 fm, which is currently under production by ETMC.

Using the axial form factor G ,(Q?) and PCAC and pion-
pole dominance, we extract the values of the pion nucleon
coupling constant g,yy, the Goldberger-Treiman deviation
from chiral symmetry Agr and the muon capture coupling
constant gy, all of which are in agreement with other recent
lattice QCD studies, with our results being more accurate.
These are also consistent with phenomenological extrac-
tions. This agreement is a success of lattice QCD in being
now in a good position to compute from first principles
these quantities.
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APPENDIX A: RESULTS FOR THE AXIAL,
INDUCED PSEUDOSCALAR AND
PSEUDOSCALAR FORM FACTORS

In Tables V, VI and VII we give our results on the axial
form factors G,(Q?), Gp(Q?) and the pseudoscalar form
factor G5(Q?) as a function of the Q? values for the

TABLE V. Results for the axial (second column), induced
pseudoscalar (third column) and pseudoscalar (forth column)
form factors as a function of Q? for the N F=2+1+1
cB211.072.64 ensemble.

0? [GeV?] G4(0%) Gp(Q?) Gs(0?)

0.000 1.283(22) 237.0(4.0) 313.4(5.4)
0.057 1.178(15) 54.17(69) 72.40(92)
0.113 1.096(13) 29.18(33) 39.06(45)
0.167 1.027(13) 19.40(24) 25.99(32)
0.220 0.951(15) 14.01(22) 18.77(29)
0.271 0.902(15) 10.93(18) 14.65(24)
0.321 0.846(18) 8.75(18) 11.73(25)
0.418 0.758(22) 6.11(18) 8.19(24)
0.464 0.725(23) 5.28(16) 7.08(22)
0.510 0.696(23) 4.63(15) 6.21(20)
0.555 0.653(25) 4.00(16) 5.37(21)
0.599 0.628(32) 3.58(18) 4.80(24)
0.642 0.619(28) 3.30(15) 4.42(20)
0.684 0.591(28) 2.96(14) 3.96(19)
0.767 0.494(45) 2.21(20) 2.97(27)
0.807 0.526(31) 2.24(13) 3.00(18)
0.847 0.528(34) 2.15(14) 2.88(19)
0.886 0.477(45) 1.86(17) 2.49(23)
0.925 0.463(38) 1.73(14) 2.31(19)
0.963 0.435(41) 1.56(15) 2.09(20)
1.000 0.352(63) 12122 1.63(29)
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TABLE VI. Results using the cA.09.48 ensemble using the
same notation as in Table V.

0? [GeV?] Ga(0%) Gp(0%) Gs(Q%)
0.000 1.258(28) 259.1(5.7) 310.0(6.8)
0.074 1.109(17) 42.36(64) 50.66(77)
0.146 1.023(15) 21.92(33) 26.22(40)
0.214 0.961(18) 14.48(27) 17.32(32)
0.281 0.893(19) 10.45(23) 12.50(27)
0.345 0.833(18) 8.02(17) 9.59(21)
0.407 0.783(19) 6.43(16) 7.69(19)
0.527 0.675(27) 4.32(17) 5.17(20)
0.584 0.669(26) 3.88(15) 4.64(18)
0.640 0.639(30) 3.38(16) 4.05(19)
0.695 0.610(31) 2.98(15) 3.57(18)
0.749 0.590(48) 2.68(22) 3.21(26)
0.801 0.530(42) 2.26(18) 2.70(21)
0.853 0.523(46) 2.09(18) 2.51(22)
TABLE VII. Results using the cA2.09.64 ensemble using the

same notation as in Table V.

0? [GeV?] G4(0%) Gp(Q?) Gs(0?)

0.000 1.240(26) 255.6(5.4) 305.7(6.5)
0.042 1.185(21) 69.9(1.3) 83.6(1.5)
0.083 1.122(19) 39.01(67) 46.65(81)
0.123 1.062(19) 26.35(46) 31.51(56)
0.163 1.019(18) 19.74(35) 23.61(42)
0.201 0.963(17) 15.37(28) 18.38(33)
0.239 0.930(18) 12.64(25) 15.12(30)
0.313 0.863(21) 9.12(22) 10.91(26)
0.348 0.830(21) 7.91(20) 9.47(24)
0.384 0.780(21) 6.79(18) 8.12(22)
0.418 0.761(22) 6.09(18) 7.29(21)
0.452 0.787(37) 5.84(27) 6.99(33)
0.486 0.732(26) 5.07(18) 6.06(22)
0.519 0.715(27) 4.65(18) 5.56(21)
0.583 0.603(48) 3.50(28) 4.18(33)
0.615 0.646(33) 3.56(18) 4.26(22)
0.646 0.607(36) 3.19(19) 3.81(23)
0.677 0.624(49) 3.13(25) 3.75(29)
0.707 0.590(40) 2.84(19) 3.40(23)
0.737 0.543(43) 2.51(20) 3.00(24)
0.825 0.452(76) 1.87(32) 2.24(38)

cB211.072.64,
respectively.

cA2.09.48 and cA2.09.64 ensembles,

APPENDIX B: EXPRESSIONS FOR THE
AXTAL AND PSEUDOSCALAR
FORM FACTORS

The following expressions are provided in Euclidean
space. In the case of the axial matrix element we have

R iC ;
(T ) = o |2

= —(E i Bl
i |G, (B4 )Gt (B1)

for the case that the current is in the i direction. For the
temporal direction the corresponding expression is

o —q my—E
(. d) = €2 |Ga+ 6 B (B2)

The matrix of kinematical coefficients then becomes

=4:C _‘Ikc(mzN_E)
2my 4my,
[.:3) = B3
gﬂ( k> q) —iC(E+mN)5,»_k ich({, ’ ( )
4my Sm%,

where the first row is for u = 0, the second row for y = i,
the first column the kinematic coefficients for G, and the
second column those for Gp.

For the case of the pseudoscalar matrix element we have

-, —iCq
IP(Ty. q) = ka

Gs. (B4)

In the above expressions, E is the energy and m the mass of
the nucleon. The kinematic factor C is given by

C = %
E(E+ m)
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