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We discuss various novel features of n(>4)-dimensional spacetimes sourced by a massless (non)
phantom scalar field in general relativity. Assuming that the metric is a warped product of static two-
dimensional Lorentzian spacetime and an (n — 2)-dimensional Einstein space K”"~> with curvature
k = 0, %1, and that the scalar field depends only on the radial variable, we present a complete classification
of static solutions for both signs of kinetic term. Contrary to the case with a nonphantom scalar field, the
Fisher solution is not unique, and there exist two additional metrics corresponding to the generalizations of
the Ellis-Gibbons solution and the Ellis-Bronnikov solution. We explore the maximal extension of these
solutions in detail by the analysis of null/spacelike geodesics and singularity. For the phantom Fisher and
Ellis-Gibbons solutions, we find that there inevitably appear parallelly propagated (p.p) curvature
singularities in the parameter region where there are no scalar curvature singularities. Interestingly, the
areal radius blows up at these p.p curvature singularities, which are nevertheless accessible within a finite
affine time along the radial null geodesics. It follows that only the Ellis-Bronnikov solution describes a
regular wormhole in the two-sided asymptotically flat spacetime. Using the general transformation relating
the Einstein and Jordan frames, we also present a complete classification of solutions with the same
symmetry coupled to a conformal scalar field. Additionally, by solving the field equations in the Jordan

frame, we prove that this classification is genuinely complete.
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I. INTRODUCTION

Scalar fields with negative kinetic energy could con-
stitute a definite menace to the stability of vacuum states.
Still, it seems to be sort of premature to discard theories
with these phantom fields, since some observational data
for the present day accelerating universe does not exclude
the phantomlike equations of state [1]. The viability of
phantom fields has been discussed by many authors from
classical and quantum points of view [2—4].

A discriminative feature of phantom fields is that they
fail to obey energy conditions [5]. Energy conditions bear
relevance to the positivity of local energy density of matter
fields and the causality of energy flux [6]. This property
puts a strong restriction to the spacetime curvature through
Einstein’s field equations. A myriad of significant mile-
stones in general relativity—including a series of singu-
larity theorems [7,8], positive mass theorems [9—11], area
and topology theorem of black holes [12]—have postulated
the validity of energy conditions. Among these, an impor-
tant consequence of the null energy condition together with
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asymptotic flatness is the theorem of topological censorship
[13], which claims that any causal curves starting from past
null infinity and ending at future null infinity are homotopi-
cally deformable to a trivial curve in the asymptotic region.
Specifically, the unrealizability of traversable wormholes is
a direct corollary of topological censorship [14].
Wormholes are eminent bridge structures of spacetime
which theoretically provide a way to do interstellar and
time travels, and drive warping into another universe.
A traversable wormhole was first discussed by the seminal
work of Morris and Thorne in 1998 [15,16]. Their con-
struction was based upon the static solution sourced by a
massless phantom scalar field, which has been later
identified with the solution already discovered by Ellis
[17] and Bronnikov [18]. Although traversable wormholes
have been a long-standing arena for paradoxes like closed
timelike curves, they have attracted resurgence of attention
recently, in the context of quantum entanglement and
teleportation in gauge/gravity duality [19-22]. The worm-
hole throat in this context is supported by quantum matter
fields. This dual role of wormholes prompts the renewed
interest in classical geometry of wormholes, as well as the
role of classical matter fields violating energy conditions.
In this paper, we shall employ the phantom scalar field as
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the simplest source to defy energy conditions. A compre-
hensive study in this simple setting will be likely to witness
further progress in the quantum entanglement.

A static and spherically symmetric four-dimensional
solution to Einstein’s equations with a nonphantom scalar
field is unique and constitutes a three-parameter family of
metrics. This exact solution was introduced by Fisher [23]
in 1948, and rediscovered in successive decades by
Bergmann and Leipnik [24], Buchdahl [25], Janis,
Newman and Winicour [26], Ellis [17], Bronnikov [18]
and Wyman [27]." In this article, we refer to this configu-
ration as the Fisher solution, as well as the higher dimen-
sional and topological generalizations. A complexification
¢ — i¢p of the scalar field in the Fisher solution then
trivially solves Einstein’s equations with a phantom scalar
field. In the phantom case, the phantom Fisher solution is
not unique in the static and spherically symmetric system,
and there exist two additional offbeat solutions, as first
pointed out by Ellis [17] in four dimensions.” One is a
renowned wormhole and the other is a solution later
rediscovered and generalized by Gibbons [28,29]. This
nonuniqueness feature is in marked contrast to the non-
phantom case. However, very little is known for the global
structures of each solution, except for the Ellis-Bronnikov
wormbhole solution with a vanishing mass. In order to see
what kind of peculiarity comes out when the energy
conditions are false, the global spacetime structure is a
central subject to be studied. To fill this gap is one of the
aims of the current paper.

We generalize the illustrious work of Ellis [17] and
inaugurate the classification of static solutions in the
Einstein-(phantom-)scalar system in arbitrary dimensions.
We extend the setup of [17] in such a way that the
n-dimensional metric is a warped spacetime of static
two-dimensional Lorentzian spacetime and an (n — 2)-
dimensional Einstein space K"~2 with curvature k = 0,
41, and that the scalar field depends only on the radial
variable. For each sign of the curvature of K"72, we
perform the exhaustive classification of solutions and find
their explicit expressions in a closed form. Restricting to
the spherically symmetric case, we next examine the global
structure of the solutions in detail for all ranges of the
solution parameters. We verify that the Fisher solution and
the Ellis-Gibbons solution admit a parameter range under
which there arise no scalar curvature singularities. Some
preceding works have therefore concluded that these
solutions describe wormholes. We demonstrate, however,
that there exist spacetime points where some Riemann
tensor components in a frame which is parallelly

"The formulas presented in [18,24,27] also include the case of
a phantom scalar field.

In [24], the authors do not provide an explicit treatment for the
phantom field and properly address only the Fisher class IT A 1.
As far as we know, the first analysis of solutions with a phantom
scalar field was given by Homer Ellis in 1973 [17].

propagated along the radial null geodesics diverge, i.e.,
these solutions possess naked p.p curvature singularities.
This crucial property has been overlooked in the literature.
These solutions therefore fail to describe regular wormhole
solutions and the only regular wormholes in this class are
the Ellis-Bronnikov solution. This is one of the main results
in this paper. Next, we develop two procedures which
transform the system with a massless scalar field (Einstein
frame) to the system with a conformally coupled scalar
field (Jordan frame) for both signs of the kinetic term.
Exploiting this framework, we perform a complete classi-
fication of solutions with a conformally coupled scalar
field admitting the same symmetry as the original solutions.
In addition, as a consistency check, we find the same
classification by solving directly the field equations in the
Jordan frame.

We organize the present paper as follows: In the next
section, we classify static solutions with a massless scalar
field and derive three distinct families of solutions. In
Sec. 111, we elucidate physical properties of these solutions
in detail. In Sec. IV we present the classification for a
massless conformally coupled scalar field. We conclude our
paper in Sec. V with some future prospects. Useful
curvature formulae are encapsulated in the Appendix.

Our basic notations follow [30]. The conventions of
curvature tensors are [V,,V |V =R, V¥ and R,, =R’ ,,.
The Lorentzian metric is taken to be the mostly plus
sign, and Greek indices run over all spacetime indices.
The n-dimensional gravitational constant is denoted by
K, = 8zG,.

II. CLASSIFICATION

The first part of this paper focuses on the n(>4)-
dimensional spacetimes involving a massless scalar field
in the Einstein frame described by the action

Sloet) = [ @xy=a(5R=3e902). 1)

where ¢ = +1 for a conventional scalar field and ¢ = —1
for a phantom field, with x,, > 0 denoting the gravitational
constant. The Einstein and scalar field equations following
from the above action read

E,

1
=R, — zgw,R —Kk,T,, =0, (2.2)

(2.3)

respectively, where the energy-momentum tensor for the
massless scalar field is

= o) - 50u907). 24
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For € = 1, the scalar field satisfies all the standard energy
conditions [5]. For € = —1, the phantom field enjoys the
negative kinetic energy and therefore mediates a repul-
sive force.

We consider the n-dimensional warped product metric of
an (n — 2)-dimensional constant curvature space (K"~2, y; )
and a two-dimensional spacetime (M?, g,p). Here y,;(z) is
the metric on the (n — 2)-dimensional Einstein space K",
whose Ricci tensor is given by )R, ; = k(n —3)y;;, where
k=1,0,—1. This 2+ (n—2) dimensional curvature
decomposition has been intensively studied in the litera-
ture, which we summarize in the Appendix to make this
paper self-contained. Along this article, we further focus on
the static solutions. Choosing the coordinates of M? as ¢
and x, we shall consider solutions described by the
following class of metric:

ds? = —F(x)72d¢* + F(x)¥("=3)

X Glx) /0 (& + G(x)yy()dde).  (2.5)
Since the metric is static, the vector field 9/0r denotes its
timelike Killing vector. The above choice of the coordinates
|

for describing static configurations was proven to be very
convenient to perform a classification in the presence of an
additional electric field [31].

We further assume that the scalar field ¢ does not depend
both on time ¢ and the coordinates z' describing K2,
namely, ¢ is a scalar function of x. As shown below, for the
case where the areal radius S := (F2G)"/[2("=3)] is constant,
we find no solutions. In consequence, x is considered as the
“radial” coordinate conjugate to z.

Plugging ¢ = ¢(x) into (2.3), one can immediately
integrate it once to find

d¢ _ ¢
— =, 2.6
=G (2.6)
where ¢, is a constant. The combination E*, + E'; = 0 (no
summation over i) gives the master equation for G(x):

d’G

—— —2k(n—3)2 =0.

= (2.7)

Upon using (2.7), the rest of Einstein” equations E,, =0
boil down to

o[ n=2 &F dF\?2 dF dG

E', = F5GE 8F' 5 —4F2(—| +8F G ——

! ¢ 3L§(n—3){ dx? (dx) + “ dx dx

dG)\2 i
—G—2<a> +4k(n—3)2G_1}+Kn671G_2], (2.8)
o[ n-2 dF\? dG\? i

B = paGE | —4F2 (=) 462 (=2) —4k(n-3)2G' Y —k,e 2L G2, 2.9
; L%(n—S){ (dx> - (dx> (n=3) } ) 2

which are further simplified to

d’F dF\2 dFdG
F'—5 —F?(— F'G'=——=0, (2.10
dx? (dx) N dx dx (2.10)
dF\2 1 dG\?
F2 (=) —=G?— k(n —3)?G™!
-3 2
+e%0-2:0. (2.11)
n —

We are now ready to perform the classification of
solutions. G(x) and F(x) are obtained from Egs. (2.7)
and (2.10), respectively. The final equation (2.11) corre-
sponds to a constraint on them, giving rise to the scalar field
configuration. The general solution to (2.7) is

G(x) = k(n —3)*x> + G x + Gy, (2.12)

where G, and G, are constants. The following analysis
divides into subclasses depending how many different real
roots the function G(x) admits.

A. Solutions for k= +1

First let us consider the case of k = 1, —1. In this case,
there are three subcases: (i) G(x) has two real roots,
(i) G(x) has one degenerate real root, and (iii) G(x) has
no real root.

1. Fisher class: G(x) has two distinct real roots
In this case, we write G(x) as
G(x) = k(n=3)*(x —a)(x - b), (2.13)

with new parameters a and b(#a). Then, the general
solution of the master equation (2.10) is
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F(x)=A (i - Z) _a/z, (2.14)

where a and A are constants. We have introduced an
ancillary constant ¢ := sgn[(x — a)/(x — b)] = =1 for con-
venience. The constraint (2.11) gives

kK (n—2)(n-3)*(1-a?)(a—-b)?
4k, '

P =e (2.15)

The reality of ¢ asks for (1 —a?) > 0. The solution is
therefore given by

x—a\~%?
F =A
(x) <6x—b> '

G(x) = k(n —3)*(x —a)(x — b),

B (n=2)(1-a?) x—a
¢—¢oi\/€ =), 1n<ax_b>, (2.17)

where ¢ is yet another integration constant. Here, the
Lorentz signature of the metric demands G(x) > 0, which
amounts to ok = 1.

Let us find a more friendly expression of this
solution. By the coordinate transformations ¢ = A7 and
x—b = r"3/[A(n - 3)], the solution is recast into

(2.16)

ds2 = —f(r)ad;z
_I_ f(r)_(a+”_4>/(”_3) (d]"2 —|— }"Zf(r)]/l](z)dzldzj) )

(2.18)
(n=2)(1-a?) M
d=dot €Wlnf(r)’ f(r)= ‘k—w .
(2.19)

where we have renamed the parameter as M =
6A(n—3)(a—b). The scalar field becomes phantom
(¢ = —1) for @®> > 1 and conventional if a®> < 1. For a
given curvature constant k of K n=2 thisisa three-parameter
family of solutions characterized by M, a and ¢,. The
spherically symmetric case (k = 1) in n = 4 with a conven-
tional scalar field corresponds to the Fisher solution found
in[17,18,23-27]. For n > 4, ¢ = 1 and K"2 chosen as the
unit (n — 2)-dimensional round sphere, the solution (2.18)
matches the Xanthopoulos-Zannias solution [32], which
was comprehensively analyzed in [33].

2. Ellis-Gibbons class: G(x) has one real
degenerate root

Let us consider the case in which G(x) admits a two-fold
real root. In this case, we write G(x) as

G(x) = k(n=3)*(x —a)>. (2.20)
Then, the general solution of the master equation (2.10) is
F(x) = Fye/(=a), (2.21)

where F; and x, are constants. The constraint (2.11) gives

K*(n—2)(n—3)%x3 .

e Py (2.22)

To render the scalar field real, we are forced to choose
€ = —1, which allows one to make the right-hand side of
this equation positive. Hence the solution exists only for a
phantom field and is given by

F(x) = Fye®/t=a), G(x) = k(n—3)*(x—a)?,
(n=2)x3 1

(n=3)k,x—a’

b =doE4|—€ (2.23)

Obviously, the Lorentz signature G(x) > 0 is assured
only for k = 1. Since the metric is written in an awkward
form, let us change the coordinates by = Fyf and
x—a=r"73/[(n-3)F,], which bring the solution into
a more familiar form

ds? = —e™M/"dp?
+ M @R 4 2A2, ). (2.24)
n—2 M
N e P —— 2.25
¢ = o €4(n —3)k, r"3 (225)

where we have set M :=2(n—3)Fyx,. This is a two-
parameter, given by the constants M and ¢, family of
phantom-scalar solutions and sometimes referred to as the
“exponential metric.” When n =4 and dZ}_,, being a
metric of round sphere, this solution reduces to the one
discovered by Ellis [17] and Bronnikov [18], which was
generalized by Gibbons [28,29] as explained in Sec. II C.

3. Ellis-Bronnikov class: G(x) has no real roots

Lastly, we investigate the case in which G(x) admits no
real roots. In this case, we write G(x) as
G(x) = k(n —3)*x> + Gy, (2.26)

where we have used the degree of freedom to change the
origin of x. For the absence of real roots, kK and G, must

3As far as the authors know, the solution first appeared in the
literature in [34], where an alternative theory for gravity was
proposed. There, an analog of the Ricci tensor was defined with a
minus sign, turning in practice the scalar field into a phantom one.
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carry the same sign. Then a unique option in this case is
k=1 and Gj > 0: otherwise one cannot keep the
Lorentzian signature of the metric. Thus, the general
solution of the master equation (2.10) is*

F(x) = Fyexp (ﬁ arctan <);—0) ) ,

where F, and f are integration constants and we have
defined Gy = (n — 3)?x3. The constraint (2.11) gives

(2.27)

, (n=2)(n =31 +/)

¢ = —ex} - (2.28)
Again, only the phantom case ¢ = —1 is allowed and ¢ is
found to be
-2)(1 2
b=dot |- ZDEEE) an (). (229)
k,(n—3) x

With this form of metric at hand, the coordinate change
t = Fot, x = 2xor" /M with M = 2(n —3)x,F, allows
us to have a more suggestive form:

ds? = —e=28U(") g2

_ [ dr?
_I_ ezﬁU(r)/<n S)V(r)l/(” 3) _ —|— rzdﬁizl n=2 |-»

V(r)
(2.30)
n— 2
b= o+ \/—ew—i;_)ﬁ)U(r), (2.31)
2
U(r) :=arctan (2321_3) . V(r)=1 +%, (2.32)

This is a three-parameter family of solutions and reduces to
the Ellis-Bronnikov phantom-scalar solution in n =4
[17,18]. A higher dimensional solution with =0 was
first derived in [35], but the solution is expressed in an
implicit fashion, since the authors employed a gauge

9rr9n = — L.

B. Solutions for k=0

Let us next consider the case of k = 0, namely, the one
where K"~2 is chosen to be a Ricci-flat Riemannian space.
In this case, Eq. (2.7) is integrated to give

“By virtue of arctan(x) + arctan(1/x) = z/2 for x > 0, the
function arctan(x) has been used extensively for the analysis of
the Ellis-Bronnikov solution. Here we decided to choose
arctan(1/x), which makes the asymptotic analysis easier. In
contrast, the argument of spacetime extension is simpler if we
make the choice arctan(x), as will be discussed in Sec. III C.

G<X) = 61X + Go, (233)

where G, and G are constants. Upon integration, the scalar
field is given by

P =d+ DG Gol (234)
I
for G; # 0 and
_ ¢
$(x) = ¢o + G~ (2.35)
0

for G; = 0. We will study these two subcases separately.

1. Fisher class: G, # 0

In this case, the general solution of the master equa-
tion (2.10) is

F(x) = A(Gx + Gy)*?, (2.36)

where A and a are constants. The constraint (2.11) gives

_ (n=2)(1 - a*)G?
di=e 4(n-3)k,

(2.37)

requiring €(1 — @*) > 0. The solution is therefore given by

F(x) = A(Gx + Gy)*/?, G(x) = Gix + Gy, (2.38)
n— —a?
ot =20 DGy a3

By the coordinate transformations r = AG{7/(n — 3)* and
Gix + Gy = [(n = 3)""/(AGT )" M = -AG"!/
(n — 3)**!, a straightforward computation shows that one
can transform the above metric into the k = 0 Fisher
solution (2.18) up to a redefinition of the constant ¢,.
For n = 4 and the conventional scalar field, this solution
was first found in [36-38] and has been also discussed
in [39].

2.G,=0

In this case, the Lorentzian signature requests G, > 0.
The general solution of the master equation (2.10) is

F(x) = Fye/, (2.40)

where F; and x, are constants. The constraint (2.11) gives

(n—2)Gg
(n=3)k,x3

¢ =—c (2.41)
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This class of solutions is therefore allowed only for a
phantom case (¢ = —1). Hence, by Eq. (2.37), the solution
is given by

F(x) = Fye*/™, G(x) = Gy,

/ n—2
¢(.X') = ¢0 + —GWX.

By the coordinate transformations ¢t = /Gyf and x =
VGox — xo In(Fy/Gy), the solution becomes

(2.42)

ds? = —e 25dP? + X%/ I (dx? 4+ d57_, ), (2.43)
6@ =gt |- "% o)
X) = —€————X, .
0 (}’l - 3)Kn

where we have introduced a new parameter ¢ := 1/G,/x,
and redefined ¢y. This is a two-parameter family of
phantom-scalar solutions. The early papers dealing with
planar symmetric solution in four dimensions do not show
this solution since the coordinates chosen are not suitable
for this case. It was in the Appendix of [40] that provides
this solution the first time ever using other radial coor-
dinates.” The extension to higher dimensions seems to be
original.

C. Short summary and remarks

We have classified static solutions in the Einstein-scalar
system with either sign of kinetic terms. It has not been
fully recognized that the richness of the plausible solutions
depends sensitively to the sign of the scalar kinetic term.
We have obtained a complete catalog of solutions with four
distinct families: the generalized Fisher solution (2.18)
(valid for k =0, £1), the generalized Ellis-Gibbons sol-
ution (2.24), the generalized Ellis-Bronnikov solution
(2.30) and a new plane-symmetric solution (2.43). We
incorporated “generalized” to highlight that the present
solution is more general than four-dimensional counterparts
in that dX7 ,_, is not necessarily a maximally symmetric
space. Aside from the Fisher class, all other solutions are
permissible only for the phantom case. In other words, the
nonphantom solutions covered by the metric ansatz (2.5)
are exhausted by the Fisher solution, which has been
broadly discussed in the literature. In the phantom case,
on the other hand, the class of metric (2.5) encompasses a
wide variety of solutions, as we have argued. In four
dimensions, the Fisher solution, the Ellis-Gibbons solution
and the Ellis-Bronnikov solution are related to each
other by complexification of parameters and infinite boost
limit [29].

At (A38) in the Appendix of [40], set 6, =0, \/a = —2u,
and change the radial coordinate as uy + u;r = e**.

1. Gibbons solution

Let us go into the structure of the generalized Ellis-
Gibbons solution (2.24). An innovative feature of the Ellis-
Gibbons solution (n = 4) is that one can superpose the
point sources in the exponent of the metric components
without further restrictions [28], in that the term M/r can
be replaced by the arbitrary harmonics ) ; M;/|x — x| in
flat space R3. In the present setting, we can extend this into
a more general form [41]:

ds? = —e~Hdr> + /(=3 p,dxldx’

n—2
— 4 f—e—"Z_H,  AH= 2.4
4 64(]’1—3))('” ' " 0 (2.45)

where h;; is the arbitrary (n — 1)-dimensional Ricci flat
metric "R;; = 0. If we take h;, as a flat metric on the
Euclid space and consider the point source at the origin
H = M/r"=3, the above metric reduces to the generalized
Ellis-Gibbons solution (2.24). It is worthwhile to observe
that this metric (2.45) also includes (2.43) if we consider
the linear harmonics. To see this explicitly, let us consider
the flat space R"~! for which the general solution to
Api-1H = 0 reads

M.
Hegor = CO 4 O3 4 251 ZW (2.46)

where C©, Ci" and C?) are constants with TrC® =0,
and x! are the loci of distributional sources. The solution

(2.43) is recovered, provided only the linear term C(11> is

nonvanishing. In what follows, we shall refer to the solution
(2.45) as the Gibbons solution.

The Gibbons solution (2.45) has a striking similarity to
the Majumdar-Papapetrou solution [42,43], for which the
electromagnetic repulsive force between charged point
sources compensates the gravitational attraction. This
precise cancellation of forces is a primary reason behind
the linearization of gravitational field equations. The
Gibbons solution (2.45) realizes the delicate balance by
the repelling force induced by a phantom field. In spite of
the close resemblance, a fundamental difference between
these solutions is that the Majumdar-Papapetrou solution
preserves supersymmetry [44], whereas the multi-Gibbons
solution does not seem to admit any Killing spinors.

2. Spacetime with constant scalar invariants

Let us focus on the metric (2.38), which is the k =0
Fisher class. Recently, it has been noted® in [40] that the

GIndeed, it was shown in [40] that CSI spacetimes arise
from phantom cylindrical configurations, which contain the
planar-symmetric ones as particular cases.
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four-dimensional phantom configuration of the k=0
Fisher class with a = =2,

dS2 = —(Glx + G0)2A_2dt2 + (Glx + G0>_2A2d)€2

+ (Gix + Gy) 'A% (dy? + dz?), (2.47)
[—3e

¢(X) = ¢0 + ——1In |G1X -+ G() y (248)
2K'4

corresponds to a constant scalar invariant (CSI) spacetime
[45,46], namely, a spacetime featuring all polynomial
scalar invariants constructed from the Riemann tensor
and its covariant derivative constants. To find the higher
dimensional extension, we write down the following
curvature invariants for the metric (2.38):
(n=2)(1 — a®)A73G3(Gx + Go) ™5
4(n-13) '

R =

(2.49)

2(a+n-2)

(n=2)*(1 = a®)?A5GH (G x + Gy)~
16(n—3)2

R, R =
(2.50)

These invariant quantities become constant if a =2 —n
for any Ricci-flat space K"~2. By means of the following
replacements in (2.38) and (2.39),

Gix + Gy = AY=322 /2,

£ =2AY0"3/G,,  T=AV0y

- _e(n—l)(n—Z) InA
¢o—¢oi\/ Y

these special spacetimes, realized only by a phantom scalar
field, are conveniently described by the fields

(2.51)

4-2n fz 7”2
2 _ r 2 2 2
dS = — <?) dt + ?dr + ﬁd2k=0,n—2’

M¢M()

If K"=2 is further restricted to the flat space, the invariant
R,,,-R*"?? is also constant, and the spacetime (2.52)
becomes CSI since it is locally homogeneous. Under this
choice of K"2, (2.52) is nothing but the Lifshitz spacetime

with a negative dynamical exponent z =2 —n [47].

(2.52)

III. PROPERTIES OF SPHERICALLY
SYMMETRIC SOLUTIONS

In this section, we focus on the spherically symmetric
case and study the physical properties of the solutions

obtained in the previous section. In particular, we examine
the asymptotic configuration and the nature of the singu-
larity, which are used to clarify the global structure of the
spacetime. We discuss the Fisher class in full detail, since
the techniques are directly borrowed from Sec. IIT A.

A. Fisher class

The spherically symmetric phantom Fisher solution in
n(>4) dimensions is given by

ds? = —f(r)"de + f (r) 7=/ (dr? 4 72 f(r)dQ ).

(3.1)
B (n=2)(1-a?) M
b=y, O S = 10

(3.2)

where dQﬁ_2 is the standard metric of a unit (n — 2)-sphere.
The domain of r in (3.1) and (3.2) is chosen to ensure
f(r)>0,ie., ry <r < oo for M > 0, where ry :== M'/("=3),
and 0 < r < oo for M < 0. We have omitted the bar from
the time coordinate to simplify the notation. Vigorous
works have been carried out for the higher-dimensional
solution with ¢ = 1 [32,33].
Defining an isotropic radial coordinate p by’

M 2/(n=3)
r=p 1 +W s

the metric can be brought into the following form:

R MO\ (1=
ds2:_< 4/’M3> dt2+<1+ n_3>3 o

x (dp? 4 p2dQ2_,), (3.4)

e [ 15

(3.3)

(3.5)

(l’l - 3)Kn 1+ M

4/}n—3

1. Mass
At infinity (p = o0), the metric (3.4) can be expanded as

dszz—<1 _ O’M)dﬂ

n—3

aM
1 4+— | (dp? 2dQ2_ ). 3.6
b (14 @2 0. (36)

"Expressions of the form x2 should be understood as (x?)Y for
any finite real numbers x and y.
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Hence, the spacetime is asymptotically flat. As established
in [48], for vacuum solutions or those where the matter
fields decay fast enough at infinity, the Arnowitt-Deser-
Misner (ADM) mass can be extracted by comparison with
the asymptotic form of the Schwarzschild metric. This is
the case for the scalar field with ¢, = 0, which behaves as
O(p*>™") at infinity. For this class of configurations, a
comparison with the asymptotic form of the metric [49]
gives the ADM mass as

(n _ 2)Qn—2

M, 3.7
2k, “ (3.7)

MADM =

where Q,_, is the area of the unit (n — 2)-sphere:

_ 27(n=1)/2
T T((n-1)/2)

Although the metric is independent of ¢, it corresponds
to the value of the scalar field at infinity and seems to be of
physical relevance. Thus, the choice ¢y = O is restrictive
and unnecessary. A more general and robust formalism for
determining the charges associated to asymptotic Sym-
metries was provided by Regge and Teitelboim [50]. In this
formalism the generators are built with suitable boundary
terms ensuring they have well-defined functional deriva-
tives. Because one obtains the variation of the generators,
boundary conditions are required to be imposed in general,
giving in this way a complete physical meaning to these
generators. In particular, the mass is the value of the
time-translation generator. The application of the Regge-
Teiteiboim method for asymptotically n > 4 anti—de Sitter
spacetimes in the presence of massive scalar fields was
given in [51] and the massless case in [52]. For asymp-
totically flat spacetimes, the only contribution of a massless
scalar field is the surface integral coming from its kinetic
term. This contribution supplements the pure gravity
contribution yielding the following expression for the
variation of the mass M for the Fisher class (3.1) and (3.2),

S — (i%\/(n—2)(n—3)(l—a2)€M5¢0

Q, (3.8)

Kﬂ

(n—-2)

+ 2k,

5(aM)> Q. (3.9)

To obtain the mass from its variation (3.9) is required either
(1) a functional relation between ¢, M and « or (ii) to set
O0¢pg = 0. Hereafter, the Dirichlet boundary condition
oy = 0, i.e., that where the scalar field is fixed at infinity,
is adopted. Under this condition the mass is given by

-2
" ) O(MQ"_Z .
2k,

o

(3.10)

Note that although the expressions (3.7) and (3.10)
coincide, they correspond to different boundary conditions:
the first one assumes a vanishing scalar field at infinity
(¢po = 0), while the second requires only to fix the scalar
field at infinity (6¢pg = 0).

The spacetime (3.1) reduces to the Schwarzschild-
Tangherlini metric for > = 1 by the Birkhoff’s theorem.
The metric (3.1) for a = —1 differs in disguise from
the standard Schwarzschild-Tangherlini metric. This
can be remedied by a coordinate transformation S =
(r"=3 = M)"/("=3) leading to

M M\
ds? = —(1 +Sn_3>dt2 + <1 +Sn_3) ds?

+ 82dQ2_,.

(3.11)

This corresponds to the Schwarzschild-Tangherlini solution
whose mass parameter has an opposite sign. Namely,
the sign flip of a is compensated by that of the mass
parameter.
The same remark applies also to the a® # 1 case. One sees
immediately that under the simultaneous transformation
M- —-M,

a— —a, (3.12)

the metric (3.4) is left unaltered and the scalar field varies as
¢ — Py — —(¢p — o). Since the sign change of ¢ — ¢,
does not affect the causal structure of spacetime, this
freedom allows us to focus only on the a > 0 case.
However, we shall not attempt to put this restriction for
the easy comparison with the results in the literature.

A distinguished case to be observed is the @ = 0 case, for
which the mass vanishes. The metric is “ultrastatic”
(g, = —1) but is not isometric to the Minkowski spacetime.
This is a prominent example for which the positive mass
theorem is not applied because of the violation of the null
energy condition. The other M = 0 case is achieved by
M = 0, recovering the Minkowski spacetime. Hereafter,
we assume M # 0 and o? # 1.

2. Areal radius and proper volume

The areal radius S is given by

S(r) = rf(r)1-a)/Re=3)], (3.13)
Hence, for M > 0, S becomes zero for a < 1 and matches
rs if @ = 1in the limit of » — r,, while it diverges for o > 1
as r — r,. For M < 0, in the limit of r — 0, S becomes zero
for @ > —1, is finite for a = —1, while it diverges for
a<—1.

The proper volume of the domain from r = r satisfying
0 < f(rg) < oo to r > rq on a spacelike hypersurface with
constant ¢ is given by
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Vol(r) = Qn_z

/ "2 () R/ 2B, (3.14)

ro

For M > 0, Vol(r) is divergent fora > 2(n —2)/(n— 1) in
the limit of r— rg, while it is finite for a <2(n—2)/(n—1).
For M < 0, Vol(r) becomes zero for a>—-2(n—2)/(n—1)
in the limit of r— 0, while it diverges for a <
—2(n=2)/(n—1).

3. Radial nontimelike geodesics

Let us consider an affinely parametrized radial null
geodesic y with its tangent vector k*(= dx*/d1), where
A is an affine parameter for y. By the existence of a Killing
vector & = (9/0t)*, C = —k,&"(>0) deserves a constant
of motion—corresponding to the energy of the null
particle—along y. Combining this with k,k* =0, we obtain

dr L Cf(r)n-0-a/2n-3),

O (3.15)

where the + sign represents the outgoing and ingoing
geodesics. This equation shows

/ F() /203, — £Cp, (3.16)

If 2 diverges at some value of r, an infinite amount of affine
time elapses for a radial null geodesic to attain that surface.
In short, it corresponds to null infinity.

Let us consider the r = r, surface for M > 0, around
which f(r) =~ f'(r,)(r — r,) holds. In n = 4, one finds that
r = r¢ is not null infinity insensitive to the value of a. In
contrast, r = r is null infinity fora < —(n—2)/(n —4) in
higher dimensions (n > 5). We would like to emphasize
that this null infinity [@a < —(n—2)/(n —4) with n > 5]
has a vanishing area. On top of this, the area diverging
surface (r = ry with @ > 1) can be reached within a finite
affine time for y. The readers may feel that this is
counterintuitive, as these eccentric behaviors do not occur
e.g., in the Schwarzschild spacetime. This peculiar feature
highlights the spacetime with a phantom scalar field.

To see this more concretely, let us examine the expansion
rate 0_ = k*V,(S"7%)/S""* for the ingoing radial null
geodesics [set C = 1 and choose the minus sign in (3.15)]:

1 l—a 0.f
= —(n-— (n=4)(1-a)/[2(n=3)] [ Z "
oo Crm57)

(3.17)

For the Minkowski spacetime f(r) =1, O_ is negative
definite, implying that the light rays are focusing. In the
a > 1 case, to the contrary, the second term in the bracket
for the above equation changes sign, allowing 6_ to have a
positive value. This means that the area is increasing even
along the “ingoing” null geodesics. This property attributes

to the violation of the null energy condition, which controls
k*V,6_ through Raychaudhuri’s equation.

Next we consider » = 0 for M < 0, around which f(r) =~
O(r~=3) holds. For n =4, r =0 is not null infinity,
independent of the value of a. In contrast, r = 0 is null
infinity for « > (n —2)/(n —4) for n > 5.

Let us check the spacelike distance as well. Along a
radial spacelike geodesic on a spacelike hypersurface with
constant ¢, the proper distance from r, to r is given by

S =

(3.18)

/ " fr)-latn=/ 23] g |
o

If s diverges at some value of r, one measures an infinite
affine length from the ambient space to reach that surface,
i.e., it corresponds to spacelike infinity.

For M > 0, r = r, is spacelike infinity for @ > n — 2. For
M < 0, r =0 is spacelike infinity for a < —(n — 2).

4. Singularity

The spacetime singularity is usually characterized by the
divergence of spacetime curvature invariants. For the Fisher
metric (3.1), the Ricci scalar, for instance, is computed as

2

M
) f( I") (a—n+2)/(n-3) .

R=(n=2)(n=3)(1-a)

(3.19)

Let us first concentrate on the r = r, surface for the M > 0
case. A quick consequence of the above expression of R is
that the r = r, surface is singular when o < n —2. The
divergence behavior of the Kretschmann scalar is the same
as that of R.

For a > n—2, scalar quantities constructed out of
curvature tensors tend to be zero as r — r,. One might
be therefore inclined to expect that r = ry is a regular
surface. Let us point out that this is not a completely regular
surface but a p.p curvature singularity, which is charac-
terized by the divergence of curvature tensor in a basis
parallelly propagated along some curve y’ [6]. It should be
noted that a scalar curvature singularity is always a p.p
curvature singularity, but the converse is not true. To
demonstrate the existence of a p.p curvature singularity,
let us devote ourselves to the radial null geodesic y as
before. As shown in the Appendix, one can construct
pseudo-orthonormal frame (k*, n#, E;#) as (A12), which is
parallelly propagated along the radial null geodesic
KV, k' = 'V, n* = k*V E# = 0. Setting f(r) = f(r)%,
f2<r) _ f(r)—(a+n—4)/(n—3) and S(r) — rf(r)(l—a)/[Z(n—3)] in
(A9), the Riemann tensor component (A 14) in this frame is
computed as

024003-9



CRISTIAN MARTINEZ and MASATO NOZAWA

PHYS. REV. D 103, 024003 (2021)

(@> = 1)(n-3)M?
4r2(n—2)
X f(r)—[(Vl—4)a+<”—2)]/(’1—3)5¢A_

Ly

Ryupok B W E;* = —

(3.20)

One verifies that this component diverges as r — r, for
a> —(n—2)/(n—4). This range of a covers the param-
eter region in which curvature invariant scalars fail to
diverge. We thus conclude that r = r, is a singular surface
in the entire parameter region.

Let us next explore the causal nature of this singularity.
For our current purpose, it is sufficient to focus on the two-
dimensional Lorentzian portion of the spacetime,

dS% — f(l")”(—dlz _|_f(r)—{(n—2)11+n—4}/(n—3)dr2)

= f(r(r,))*(=d? + dr), (3.21)

where we have introduced a tortoise coordinate

r*:=/f(r)”dr, <p:=—W). (3.22)

If some value of r corresponds to an finite (infinite) value
of r,, it enjoys a timelike (null) structure in the Penrose
diagram. Expanding f(r) =~ f'(r,)(r — ry) around r = rg,
one sees immediately that the singularity r = r, is timelike
for o < 1, and null for a > 1.

Our results for the M > 0 case is summarized in Table I.

We next turn our attention to the M < 0O case, for which
the domain of r is 0 < r < co. Around r = 0, we have

f(r) = O(r~"=3)), giving

limR o r—(@+n=2),
r—0

(3.23)

Thus, » = 0 is a scalar curvature singularity in the case of
a>—(n—2). From (3.20), one sees that R,,,,k* E;" k” E5° =~
pln=8)a=(n=2) at p — (), leading to the conclusion that r = 0
is a p.p curvature singularity for a < (n —2)/(n —4). It is
therefore found that » = 0 is singular, irrespective of the
value of a.

For the signature of the singularity at r = 0, Eq. (3.22)
shows that r =0 is timelike for ¢ > —1 and null for
a<-—1.

We encapsulate the properties of singularity at r = 0 in
Table II. One verifies that the singularity structure of r = r
and r = 0 is symmetric under @ — —a, consistent with the
symmetry (3.12).

5. Penrose diagrams

From the properties of singularity structure and the
behavior of null geodesics, one can depict the global
structure of the spacetime. A convenient device suitable
for the visualization of global causal structure is the
Penrose diagram, which compactifies the spacetime while
keeping light ray propagations conformally invariant.

The Penrose diagrams for the phantom Fisher solution
are shown in Fig. 1. We obtained four different causal

TABLE 1. Properties of the singularity » = r, in the Fisher spacetime with M > 0 and @? # 1. Note —(n —2)/(n —4) — —co for

n=4.
a<-—1=2 =2 g <] 1<a<2<,l":12) 2(,1":12>§a<n—2 n-2<a

Type Scalar Scalar Scalar Scalar pP-p-
Signature Timelike Timelike Null Null Nul
Null infinity? Yes No No No No
Spacelike infinity? No No No No Yes
Area 0 0 0o oo 0o
Volume Finite Finite Finite 00 00
Penrose diagram in Fig. 1 @ n (I11) (I11) av)
TABLEIL Properties of the singularity » = 0 in the Fisher spacetime with M < 0 and @®> # 1. Note (n —2)/(n —4) — +oo forn = 4.

a<—(n-2) —(n—2)<a§—% —2(:__12><a<—1 -l <a<3 a>"=
Type p-p- Scalar Scalar Scalar Scalar
Signature Null Null Null Timelike Timelike
Null infinity? No No No No Yes
Spacelike infinity? Yes No No No No
Area oo oo o0 0 0
Volume o0 00 0 0 0
Penrose diagram in Fig. 1 Iv) (1) (I10) (ID) I)
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@ an (I1I) av)
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. S o, S

FIG. 1. Possible conformal diagrams for the spherical Fisher
and Ellis-Gibbons solutions. The dashed lines correspond to the
(scalar or p.p) singularities. Z% represent the future/past null
infinities, whereas the timelike boundary 7 in (I) also corresponds
to infinity. White and black circles stand for spatial/timelike
infinities, and for the singular bifurcation, respectively.

structures. The correspondence to each diagram and the
parameter region of a has been already specified in Tables I
and IL

6. Positive mass and violation of the energy conditions

Readers may wonder why the phantom Fisher solution
admits a positive ADM mass, in spite of the violation of the
energy conditions everywhere. To figure out this, it is
instructive to see the Komar integral associated with the
static Killing vector & = (9/01):

1 1
— vV, dsw =— [ R, EFdYY. 3.24
| Vs =g [ Rugax 24

Here we have denoted dX, = —u,dX and d$"* =—2ulrp¥lds,
where u, is a future pointing unit normal to the hypersur-
face £ = {r = const} and n, is an outward pointing unit
normal to the boundary JZ in X. Since we are considering
the static massless scalar system (2.2), we have the Ricci
staticity R,,&* = 0, rendering the right-hand side of (3.24)
to vanish. It therefore follows that the contribution from
infinity 0X, (giving rise to the ADM mass) must offset the
contribution coming from interior boundary 0%, (r = r,
surface in the present case) of X. It therefore follows that the
presence of two boundaries—and thus the presence of
image charge at 0Z;,—is a primary reason for the existence
of the positive ADM mass configuration.

B. Ellis-Gibbons class

In the spherically symmetric case (¢ = —1 and k =1
with d=7_, ,_, being the metric of round sphere), the Ellis-
Gibbons solution reads

ds? =—e™M/"7dg2 4 M= (A2 4 2dQ2 ), (3.25)

n—2 M
¢=¢oi\/—€mﬁ-

(3.26)

The solution is manifestly asymptotically flat for r — oo.
Following the guidelines introduced in Sec. III A 1, the
mass of the Ellis-Gibbons class is determined as

- 2)911—2

M= M. (3.27)

2k,

Our next concern is the coordinate singularity at the
origin r = 0, which we turn to discuss. The entire argument
is parallel with that for the Fisher solution. In the sub-
sequent analysis, we will utilize the following integral:

/wrl’e—Mq/r”'sdr:—(Mq>(1+p)/<n_3>r _1+p Mg
. n—-3 n—73" 3

(3.28)

where p, g are constants, and I'(a,z) is an incomplete
gamma function defined by I'(a,z) = [ “'e~'dt. The
asymptotic expansion as |z| — oo is given by

[(a,z) ~e 3771, (z>1),

[(a,z) ~ e~e2ilar (] /7)1=a, (z<-1), (3.29)
Namely the integral (3.28) is divergent as r — 0 for
Mg < 0, while it converges to a finite value as » — 0 for

Mg > 0.

1. Areal radius and proper volume

The areal radius is given by S := reM/R=3r""1 For

M > 0, the areal radius diverges as r — 0, while it becomes
zero as r — 0 for M < 0.

The proper volume of the domain r € [ry, ] on a static
time slice is given by

Vol(r) = Qn_z

/ "2 M/R=3 g (3.30)

o

This integral can be evaluated by setting p = n —2 and
g=—(n—-1)/[2(n—3)] in (3.28). One finds the proper
volume is divergent for M > 0 in the r — 0 limit, while it
tends to be zero for M <0 as r — 0.

2. Radial nontimelike geodesics
The tangent vector for the radial null geodesics in
the Ellis-Gibbons solution (3.25) is given by k* =
CeM/" (9]t + Cel=HM/R=3r"71(§/9r)#, where C
is a geodesic constant. We are therefore led to
L= / =MD lgy (331)

Substituting p =0 and g = (n —4)/[2(n — 3)] in (3.28),
one finds that » = 0 is not null infinity in n = 4 for either
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sign of M, and in n > 5 for M > 0. In n > 5 with M < 0,
r = 0 corresponds to the null infinity.

The proper distance along a constant time slice is
computed to

5 = ‘ / eM/[z(”_3)’"3]dr‘. (3.32)

Setting p = 0 and ¢ = —1/[2(n — 3)] in (3.28), this blows
up for M > 0 as r — 0, i.e., the » = O surface corresponds
to the spacelike infinity for M > 0. For M < 0, the proper
distance to the r = O surface is finite.

3. Singularity

Let us next explore the singular behavior at » = 0. The
Ricci scalar is

(n—=2)(n-13)
4r2(n—2)

M exp (- #) (3.33)

In the M < 0 case, r = 0 is an obvious scalar curvature
singularity. For M > 0, R does not blow up at the r =0
surface. All other curvature invariants seem to be finite
there. However, this is a p.p curvature singularity since
(A14) gives rise to

R =-

R,k EFKPE; = —

(=2 <((n — M ) 5

4p2(n=2) n—3)r"3

(3.34)

which tends to diverge as r — 0 in arbitrary n > 5 for
M > 0, and for n = 4 with any M # 0. It follows that r = 0
is singular in any parameter region.

The two-dimensional portion of the metric is

ds? = —e™M/"7(df2 — =DM/ [(n=3)r"7) 4p2)
= —e~ M) (42 — dr?), (3.35)
where the tortoise coordinate r, reads
}"* - / e("—2)M/[2(n—3)r”‘3]dr’ (3'36)

corresponding to p =0 and ¢ = —(n—2)/[2(n—3)] in
(3.28). It thus follows that the r = O surface is null for
M > 0, while it is timelike for M < 0.

4. Penrose diagrams

Properties of the coordinate singularity at r =0 are
summarized in Table III. The Penrose diagram can be
deduced by bringing the issues obtained above together, as
shown in the last row in Table III.

The areal radius S(r) = reM/2(=3""] admits a mini-
mum at 13 = M/2 for M > 0, which have led some

TABLE III.  Properties of the singularity » = 0 in the spherical
Ellis-Gibbons solution.

M>0 M <0
Dimensions n>4 n=4 n>5
Type p-p- Scalar Scalar
Signature Null Timelike  Timelike
Null infinity? No No Yes
Spacelike infinity? Yes No No
Areal o0 0 0
Volume ) 0 0
Penrose diagram in Fig. 1 (IV) 1) @

authors to conclude that the spherical Ellis-Gibbons
solution is a regular traversable wormhole with a throat
at r=ry [53].> However, our analysis has explicitly
demonstrated that the Ellis-Gibbons metric describes an
asymptotically flat singular solution in any parameter
region.

C. Ellis-Bronnikov class

The spherical Ellis-Bronnikov class of solutions is
given by

ds2 — _e—ZﬁU(r)de

+ 2PV (=3) 7 (p)1/(n=3) <%+ r2dQ§_2> . (3.37)
- (n=2)(1 + /)
2
U(r) := arctan (%) ., V(=1 +4r]2‘(473)' (3.39)

In four dimensions, this solution was first derived by Ellis
[17] and Bronnikov [18]. Defining the isotropic coordinate

p by
M2 1/(n=3)
the solution can be transformed into
. . 2 2/(n-3
ds? — —e-2800)a2 4 28003 (1 4 M=\
16p2(n—3)
X (d,o2 +p2dQ§_2), (3.41)

¥The assertion in [53] does not directly counter to the unique-
ness theorems of wormholes, since the Ellis-Gibbons solution
does not uphold the prerequisites of the proofs in [54,55], which
have assumed two asymptotically flat regions. The spherical Ellis-
Gibbons solution is not asymptotically flat around r = 0.
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b= ot \/ =0 )

Kn(n - 3)

where U(p) = U(r(p)). Using the Dirichlet boundary
condition 6¢py = 0 discussed in Sec. III A 1, the mass of
this class is given by

(n - Z)Qn—Z ﬂM
2k,

M= (3.43)

It is important to recognize that the spacetime admits an
inversion symmetry. In terms of

(M2/42>1/(n—3)

= . (3.44)
D
the metric can be cast into
o o M? 2/(n=3)
2 — _p2UD)qg2 4 =28U(D)/(n=3) -
ds e dr”+e (1 + 16[32(”_3))
x (dp? + p*dQ2_,), (3.45)
(n=2)(1+5) s .
= —e—"———=U(p). 3.46
b f/w\/e 3 0. (46)
This amounts to
M- —-M, p— —p. (3.47)
Therefore, physical properties of the solution are

unchanged under this sign flip.

Analogous to the a = 0 Fisher solution, the # = 0 case is
noteworthy here, since it gives a nontrivial spacetime
configuration even for the vanishing mass. In this case,
the metric is ultrastatic and the static observer with velocity
vector 9/ 0t encounters no tidal force of the spacetime. This
geometry has been fully studied in the literature, since it
corresponds to the zero mass wormhole, see e.g., [56—60]
and references adduced therein. The other vanishing mass
state M = 0 corresponds to the Minkowski metric, which
we shall exclude from our analysis.

The solution (3.37) admits a coordinate singularity at
r = 0, which we are going to study. In the following analysis,
we need to evaluate the integral [ " ePPV (DV(r)4dr around
r=0. Approximating arctan[M/(2r"?)] ~ zsgn(M)/2
and V(r) ~ M?/(4r*"=3)) around r = 0, we have

r r
lim [ 7ePPUOV(r)idr « lim [ rm=2(=3)ady.
r—0 ro r—0 7o

(3.48)

Thus, this integral is divergent at r = O for

m+1-2(n-3)g <0. (3.49)

1. Areal radius and proper volume
The areal radius of the metric (3.37) is given by
S(r) = refV0/ =3y (p) /R3] For r — 04, the areal
radius converges to the finite value S(r) - S. =
(4M?)*/(=3) exp(+pr/[2(n — 3)]) for M=0.

The proper volume of the domain 0 <7 <r on a
spacelike hypersurface with constant ¢ is

Vol(r)=Q,_»

/ P2l DPU =Dy () | (3.50)

Using the criterion (3.49), the proper volume is kept finite
as r — 0+.

2. Radial nontimelike geodesics

The tangent vector for the radial null geodesics of the
Ellis-Bronnikov metric (3.37) is given by

= cev (DN 1 cotmapuin-3)ym-ayem-3) ( 9
ot or

(3.51)

where C is a constant of motion along the geodesics. Hence
the affine parameter reads

tCh— / " =Y 1=3) =) R0-Idr. (3,52

ro

The criterion (3.49) implies that the affine parameter fails to
diverge as r — 0, i.e., the r = 0 surface is not null infinity.

The affine distance along the radial spacelike geodesic
on the constant ¢ is

S =

(3.53)

/ " BUJ(n=3) ==/ =3 g |
o

0

From (3.49), one concludes that the affine distance to r = 0
along the static time slice is finite, so that the r = 0 with
t = const is not a spacelike infinity.

3. Singularity

The scalar curvature of the solution (3.37) is given by

M2

R= T 4,20m2) (n -

2)(n = 3)(1 + p)e20/0)

x V=(1=2)/(n=3) (3.54)
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Since U(r — 0+) = sgn(M)x/2, the Ricci scalar is finite
as r — 0. Similarly, all other scalar curvature invariants
also remain finite at r = 0.

Taking the pseudo-orthonormal frame as in the
Appendix, let us look into the following Riemann tensor
components:

(n—3)(1+p)m?

Ruypok EFKPE;” = — 472(n=2)
x e2(n=4)pU/(n=3)y~(n=2)/(n=3) = (3 55)
e (M=3)M
Ryupok E¥ P E5° = "o 23 [4pr=3 + M(1 - p?)]
% e=2PU/(n=3)y/—(n-2)/(n=3) (3.56)

Other components also do not show the blowing up
behavior at » = 0. We thus conclude that r = 0 is merely
a coordinate singularity.

4. Throat structure and Penrose diagram

Since the Ellis-Bronnikov metric (3.37) is free of any
singularities, it would deserve a wormhole solution, which
we would like to elucidate in this subsection. To this end,
let us first try to find the locus of the throat. There exist
several distinct notions and definitions of a throat in the
literature. Restricting to the static and spherically symmet-
ric case, a widely accepted definition is the (n — 2)-dimen-
sional surface whose areal radius satisfies the flare-out
condition [15,61,62].

Since the spherically symmetric spacetimes do not gen-
erate gravitational waves, one is able to localize the gravi-
tational energy. A useful quantity of this sort in spherical
symmetry is the areal radius § = refV()/("=3)y (5)1/2(n=3)]
and the Misner-Sharp mass [63,64] given by

Mys = (VL%K)QHS,,_%I - (DS)?)
_ (n-2)Q,_, 0 —1/ < _ MZ(/)Q - 1))
=, ¢ VOTEMP -5
(3.57)

As r — o0, one sees that Mg converges to the mass given in
(3.43). In the context of wormhole, the Misner-Sharp mass
plays the role of “shape function” [15] which controls the
shape of the wormhole in the embedding space. The locus of
the wormhole throat r = ry, should satisfy (DS)? = 0as well
as the “flare-out condition” [15,61,62]

d (Mys
— 0.
ds (Sn—3 ) <

The geometric meaning of this condition is recognizable
as follows. Let us write the metric of (n — 2)-sphere as

(3.58)

dQ2_, = d6* + sin?0d¢?* + cos’0dQ2_, and consider the
0 = n/2 surface. Then we embed the two-dimensional
surface  gggdS? + S?d¢p?> into the flat Euclid space
dS? 4 dZ? + S?d¢p*. Then, the flare-out condition (3.58)
requires that the throat is the neck of the curve Z = Z(S). We
caution the reader to distinguish this condition from the
simple minimal radius surface. To figure out this, let us work
in the coordinate ds? = —f1 (r)dr* + f,(r)dr? + 52 (r)dQ2_,,
and suppose that d,.(f5!) is finite at the throat 9,.S = 0. Then
the simple flare-out condition (3.58) reduces to 925 > 0 at
the throat, which means that Sy, is nothing but a minimal
radius. However, the finiteness of 0,(f5") at the throat is not
always true, as we will see in the following.

Let us first study the = 0 case, for which observers
rest at constant r follow geodesics. The areal radius S =
rV (r)V/2=3)] admits a critical point dS/dr = 0 at r = 0, at
which Si—3_; = [M|/2. In this case the flare-out condition
d(Mys/S")/dS = —(n = 2)(n = 3)Q, 5/ (K, S p—0) <O
is satisfied, so that Sy 43 is a throat. Note that this
does not coincide with the convexity condition of S,
since the second derivative is computed to yield 928 =
(2n —7)St_h€/2;;67) r2=4)| _,. Thus, the minimal condition
028 > 0 is satisfied only for n = 4, whereas the n > 5 is
marginal 928 = 0. In any case, one can continue the
spacetime across r = ry, to r =0+4. As we have seen,
r=0 is a regular surface, since it does not correspond to
neither a scalar curvature singularity nor a p.p curvature
singularity. Since the metric is invariant under r — —r for
f =0, one can continue the spacetime across the r <0
region, which will be discussed below.

The f #0 case asks for a more involved analysis.
Thanks to the property (3.47), we can confine to
the M > 0 case hereafter. For r > 0, the derivative of
the areal radius § = refU)/ =3y (p)l/R=3) i 9,8
V(r)~@n=1/R0=3)(1 — Mpr3—"/2). When the mass is pos-
itive (# > 0), there exists a critical point dS/dr = 0 at

1 1/(n-3)
r =rnry = EMﬁ .

At this point, we have S:’hj[?>0 = %Mﬂ V1 + p2ePucan(l/p)
and the flare-out condition reduces to

d Mys
ds \ s3

implying Sy, 4. is a throat. When the mass is negative
(f < 0), there appear no critical points 9,.§ = 0 for r > 0 in
n =4, while r = 0 deserves a throat in n > 5 at Sy, 3.

Our next concern is the spacetime extension across
r = 0. For this analysis, the present coordinate system
(3.37) is not of use by the following two reasons. First,
U(r) = arctan(M/(2r"73)) is not continuous at r = 0.

(3.59)

—-2)(n—-3)Q
 =20-30
r=rg KnSth.ﬁ>0

(3.60)
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As commented in footnote 4, this can be remedied if one
replaces the function U(r) = arctan(M/(2r"~3)) appearing
in the metric and the scalar field by U(r):=r/2 -
arctan(2r"=3 /M) (recall M > 0). Still, the metric is ill-
behaved at r = 0 in higher dimensions, since we have g'" =
O(1/r*"=4)) around r=0. One can circumvent this
second drawback by means of the new coordinate
x = r"3. To sum up, the metric and the scalar field for
the Ellis-Bronnikov solution (3.37) can be recast into

d52 — _e_zﬂUA(X)d[Z _|_ ezﬁUx(x)/(”_3)

dx2
) ((n = 3)7V, (x)=/

i Vx(x)l/("_3)d931—2)v

(3.61a)
n— 2
b= do+ \/—ew—i—;)ﬂ)Ux(x), (3.61b)
where
U, (x):= g — arctan <}2‘j[c> ;o Vix) =2+ MTZ (3.62)

Since every component of the metric and its inverse, and
the scalar field given in (3.61), are completely smooth at
x = 0, one can extend the spacetime into the x < 0 region.
Setting ¥ = —e™x and expanding the metric around
¥ — 00, we have U, ~ & — e’ M /(2%), leading to

Mpe™
452y o =™ (1 ; ﬂ_> ar
X

+ (1 Mpe™” dx?
(n - 3))‘2 (}’l _ 3)2x2(n—4)/(n—3)

+ 5% <"—3>d93_2> :

(3.63)

Defining 7 := e™™t and #'~3 = %, this is the standard falloff
behavior of the metric in the asymptotically flat spacetime.
This means that the spacetime attached to x < 0 region is
also asymptotically flat with the mass given by

(}’L _ 2)Q‘n—2eﬂ”
2K,

Mo = M. (3.64)

In n =4, this gives M,y = —4npMe’" [k, recovering
Ellis’ results [17].

As far as the global structures are concerned, there are
some notable differences from the = 0 case. First of all,
the gluing surface r = 0 does not always correspond to the
throat or minimal radius. According to our conventional
intuition, one may visualize the situation in which two
disjoint universes are connected at the throat. This orthodox

FIG. 2. Conformal diagram for the spherical Ellis-Bronnikov
solution. Solid lines denote null infinities Z* and the dotted line
corresponds to the x = 7"~ = 0 surface, which does not always
coincide with the throat for # # 0. In any parameter regions, this
wormbhole is traversable.

picture seems unpalatable. From the viewpoint of maximal
extension of the spacetime metric, the natural boundary of
the one-sided universe is the coordinate singularity at
r = 0, rather than the critical point of the areal radius.
Second, the maximal extension is not right-left symmetric
across x = 0. Specifically, the sign of mass for x > 0 and
x < O regions is always opposite for # # 0. These eccentric
facets have not been underscored so seriously in the past
literature.

Let us display the global causal structure of the spherical
Ellis-Bronnikov solution in Fig. 2. As we argued in this
subsection, throat structures are different depending on the
positivity of mass. In spite of this, the extensions through
x =0 can be performed without any difficulty, and the
maximal extensions of conformal diagram are all identical.

IV. CONFORMALLY COUPLED SCALAR FIELD

In Sec. II, we have systematically classified all possible
static solutions of warped form in the Einstein-massless
scalar system for both signs of the kinetic term. Here, we
proceed with the same classification in the case of a
conformally coupled massless scalar field. We will face
this task by means of two methods. It is well known that
there is a transformation which relates the solutions in the
Einstein and Jordan frames, namely, the minimally and
conformally coupled scalar fields.” With this transforma-
tion along with the classification presented in Sec. II, we
are able to obtain the catalog of all possible static solutions
of the same warped form in a system with a conformally
coupled scalar field. We revisit two variants for obtaining
this transformation, which are proved to be equivalent.
Indeed, the transformation is necessarily separated in two

The transformation was first found by Bekenstein [65] for
n =4 and € = 1. The generalization in arbitrary dimensions can
be found as a particular case of the general coupling F(R, ¢)
presented by Kei-ichi Maeda [66]. The specific case of a
conventional conformally coupled scalar field was addressed
by Xanthopoulos and Dialynas [67].
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cases providing two branches of solutions. Of course, the
second method is to solve the field equations in the Jordan
frame. The latter approach is usually avoided since the
rather involved field equations are required. However,
Klim¢ik[68] was able to solve them in the case of a
spherically symmetric conventional scalar field in arbitrary
dimensions. Below, we introduce a generalization of
Klimcik result, by obtaining the general solution assuming
an arbitrary Einstein space K"72. The key point in this
derivation is the choice of a suitable Ansatz for the metric.

Let us start our discussion for the nonminimally coupled
scalar field described by the action

S:/d"x\/—_g<2’1< R—;(Vd))z—;eCRd)z), (4.1)

where e = +1 and ¢ is a dimensionless constant. The field
equations derived from the above action are given by

O® — ¢RD = 0, (4.2)

and

1
(1 - ECan>2) <Rﬂv - ERg;w>

= €K, <2Cglw<l>D<l> - 2{®V,V, o

H1-2)(9,0)%,0) + (2 -3 )gu(VOP).
(43)

Note that for a generic constant scalar field the field
equations reduce to R,, = 0. For the special constant
values e(x,®> = 1, which are possible only for the conven-
tional scalar field, the equations become a single one:
R =0. In what follows, we discard solutions with a
constant scalar field.

Here we postulate that the scalar field equation (4.2) is
conformally invariant. This restricts { to be

n—2
4n—-1)"

{={(.:= (4.4)

At this coupling constant, the trace of (4.3) together with
(4.2) entails a vanishing of the scalar curvature R = 0 in the
conformal frame. The Einstein’s field equations simplify to

E, =R, —ex,S,, =0, O =0, (4.5
where
_nV,oV,® - g, (VO)? — (n - 2)0V,V,® (4.6)
we 2(n = 1)(1 — ex, D) S

A. Conformal transformation

We now develop a formulation that enables one to obtain
the solutions with a conformally coupled scalar field from
the solutions with a massless scalar field. This formulation
is insensitive to the particular form of metric and scalar field
(Gu» @) in the Einstein frame, and can be presented in two
variants. The first variant is focused on the action and the
second one on the field equations.

1. Relating the actions

For the first approach, let us assume two metrics, g, and
9> conformally related, namely,

gﬂl/ = wzgﬂv' (47)

The corresponding Ricci scalars are related as [see for
instance Eq. (2.30) in [6] ]
R=w?R-2(n-1)o 0w

—(n=1)(n-4o™*¢*V,0V,0. (4.8)

For 1 — ¢ek,(.®> > 0, which is always fulfilled for a
phantom scalar field, the choice
o = (1= ex,( @)/ ("=2) (4.9)

is a well-defined function of @ for n > 2, yielding
from (4.8)

V=R (1—ex,  @*)R
2k, g 2k,

Kk,( . ®? €
gV, OV, d+-Od?|. (4.10
2(1—€KH§C<I>2)9# WOVt (4.10)

Using

WE® e
1 —ex, 0 @ 1— ek, D

8’

and dropping the last term at the left-hand side of (4.10) as a
total divergence, we obtain

e 'V, 0V, ]

R
/ ‘ xﬁ[z_m_iu—exnmﬂ)z
—/d”x\/—_g{%—%(g””vﬂ@vv@—i—gcleqﬂ)}. (4.11)

Defining ¢ by means of

do

- = _ 2
d¢ - :t(l E’K”é'cfb )7

(4.12)
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the following relation is proved to hold (up to a boundary
term),

N

R
/ d"xJ—_@[ZK —§aﬂvvﬂ¢vy¢]

_ / d"x /=g [% —g(wp)? - gcchﬂ] . (4.13)

Thus, Egs. (4.9) and (4.12) provide the transformation
between both frames.

The adequate choice for the case 1 — ek, ®* <0,
which only occurs for e =1, is

o = (k,{ D> — 1)1/ (=2 (4.14)

Repeating the same steps as before, this choice leads to the
following relation between the actions:

[R 1,
[ 575, V.0

R
2k,

=- / d"x\/—_g[ —%(Vd)f - %CCRd)z] ,  (4.15)
where ¢ is also defined by (4.12). Note the overall minus
sign in the right-hand side of the above equation. This
relative minus sign is relevant for the actions, but it does not
affect the field equations.

The differential equation (4.12) crucially depends on &.
Let us start with the conventional scalar field. In this case,
Eq. (4.12) has the following two solutions:

B + tanh ( Kngc(q') - (I)O))’
VKnee® = { + coth (vk,{.(¢p — D)),

where @ is an integration constant. It is important to note
that only one of the above expressions satisfies the required
condition (1 —k,£,®>=0). Therefore, for 1 — k,(,®> > 0
we have

(4.16)

Kl ® = +tanh (V/x,Co(p — Bp)),  (4.17)
and
™! = [eosh (v/k,Co(h — D))" (418)
For 1 —k,{.®* < 0 the proper solution is
Vinl ® =+ coth (\/k,C o (p — D)), (4.19)

giving the conformal factor
|

o™ = [sinh (\/k,Co(p — o))"

According the second theorem by Bekenstein [65], the
Einstein-conformal scalar solutions in n = 4 are obtained
in pairs. In fact, this is what also happens in arbitrary
dimensions with the pair of solutions (4.17) (labeled as I)
and (4.19) (labeled as II), which satisfy «,l . ®'®! = +1.

In the phantom case, Eq. (4.12) reads

(4.20)

do B 2
whose solution is
VK L@ = Ftan (i, lo(p — D).  (4.22)

In this case, the second solution is just obtained by adjusting
®,, since tan(x + 7/2) = —cot(x) = —1/ tan(x).

2. Using the field equations of both frames

As a second independent method, let us focus on the
transformation of the equations of motion. To this end, we
consider the conformal rescaling g,, = sz]ﬂy (note that
w = 1/Q, where w is the conformal factor used in the
previous subsection) and require that (g,,, ¢) satisfies the
Einstein-massless scalar field equations

ie/,w = Kne(vﬂ¢) (vy¢)’ |j¢ =0.
At this moment, ¢ = +1 should be distinguished from e.
Requiring R =0 and setting Q = Q(¢), the conformal
transformation formula (4.8) leads to

(4.23)

0=QR

= ex, (V)2 =2(n=1DOIQ - (n=1)(n—=2)(VInQ)?

= Q($)* (V) ex, Q(¢)? — 2(n — 1)Q(¢)Q" ()
—(n=1)(n-4)Q (#)°].

The above equation is integrated to yield

)= (o v/eEomp)+ snnVeCm))
(4.25)

(4.24)

where a, are real constants. Inserting this into Einstein’s
equations, we have three terms proportional to §,,,
@”(/)@Dqﬁ, and @,,@,,qﬁ. The terms proportional to ﬁﬁﬁbqﬁ
determine ®(¢) up to an integration constant, which can be
fixed by the rest of Einstein’s equations to be

\/E (Cl_/E) COSh( \4 echn¢) + (aJr/\/E) Sinh( \ €§c’ﬁz¢)
a cosh(/el ok, p) + (a_//€) sinh(velokn)

(4.26)
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Then we must have £ = ¢ for the scalar field ® to be real.
Note that the transformation given by (4.25) and (4.26) is
effectively generated by just one parameter, namely a_/a_.,
since € is defined up to an overall factor. The following
analysis will be split into two cases according to € = 1 or
e=—1.

Let us first consider the nonphantom case (¢ = 1). The
solution is specified by a single parameter a_/a,, so that
we have thus three cases to consider: (i) |a_/a,| <1,
(i) la_/a,| > 1, (iii) |a_/a,| = 1. In case (iii), Eq. (4.26)
implies that the conformal scalar field is ® = +(/{.x,)™!
As mentioned before, we shall not explore this case by
virtue of 1 — ¢ k,®> = 0, for which the coefficient of the
scalar curvature in the action (4.1) vanishes on shell. This
case corresponds to the strong coupling, at which the theory
is not predictable, reducing just to R = 0. Cases (i) and
(ii) should also be distinguished, because the coefficient in
front of the scalar curvature in the action has opposite sign
1 — ¢k, ®>Z0. Since the overall factor of Q in (4.25) is
irrelevant, we can set a_/a, = —tanh(\/C .k, ®,) when
la_/a,| <1, where @ is a constant. We thus obtain the
transformation

Q- [cosh (\/EE(qﬁ B @0))}2/@—2)’
tanh (\/@(qb - dJO)) ,

O =+

(4.27)

CKH

for case (i). In the case of |a_/a,|> 1, we can set
a_/a, = —1/tanh(y/{ x,®,) with @, being a constant,
for which the transformation is given by

Q = [sinh (v/Zor, (9 — @) ) |77,

o=+ coth (\/ccxn@p - CDO)). (4.28)
Let us next consider the phantom case ¢ = —1. Ignoring

the overall factor, one can set a_/a, = tan(\/¢.k,®Dy),
thereby
1

O =+

Vel — ) |7,
tan (¢z:;7<:<¢ ~®)).

T (4.29)

Contrary to the nonphantom case, the conformal factor is a
trigonometric function. This alters the causal structure of
the solution considerably, since /{.k,(¢p — ®y) = +x/2
corresponds to the curvature singularity where the square of
the Weyl tensor (A8) necessarily blows up.

Note that this approach provides the same transforma-
tions presented in Sec. IVA 1. Thus, the two variants
employed here to obtain the transformation relating both
frames are equivalent. In the following, we will obtain the

explicit form of metric with a conformally coupled scalar
field, by taking the solutions obtained in Sec. II as a seed.

B. All possible solutions

Exploiting the formulation developed in IVA, we con-
struct all possible solutions for (4.5) with the symmetry
(2.5), by taking the solutions derived in Sec. II as seed
solutions. We only classify solutions and do not attempt to
go into the detail of the physical and causal properties
of the solutions, since the analysis of each solution requires
laborious works more than that in the Einstein frame.
We leave this issue to the future work. We start with
the conventional (nonphantom) conformal scalar field
configurations.

1. Nonphantom Fisher solution: Branch I

Let us take the Fisher solution (2.18) as a seed (M g#,,)
and perform the transformation (4.27). Introducmg1 Sfo:

exp[v/ ek, (®o — bo)/7]. we have
w2 — [U/f) +2(f/fo)‘7 Y2
x [=fed? + frlen=d/0=3)(dr? 4 2 fds? )],
(4.30)
2 _
e
where f = |k — M/r"~3| is non-negative for ensuring a real

solution and

n—2 e(1-a?)

PR\ = D=3y

(4.32)

with ¢ = +1. When n =4 and a = 1/2, this solution
recovers the one given in [65,69] and admits a degenerate
horizon. In the spherically symmetric higher-dimensional
case (K"™2 = §"7?%), there exist no analogous solutions
possessing a regular horizon [67,68].

2. Nonphantom Fisher solution: Branch II

Taking the Fisher solution as a seed and considering the
transformation (4.28), we have

'9Although the transformation has a free parameter @, this is
added to the arbitrary constant ¢ yielding a general solution with
three integration constants, which is the same number within the
seed general solution.
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(f/fo) = (f/fo)r]4/ (=2
2

% [—f"‘dt2 +f—(a+n—4)/(n—3)(dr2 + erdzin_z)]’
(4.33)

ds? =

o—s L U7 (4.34)

\/CcKn (f/fO)Zy_l’

where f, f, and y are the same as in Sec. IV B 1. Compared
to the branch I solution (4.30), the conformal scalar field is

related by the inverse relation (/Z.x,®) = £(1/C.k,®)!
as announced before.

To classify the phantom solutions, we consider the
transformation (4.29) in the remainder of this subsection.

3. Phantom Fisher solution

Taking the phantom Fisher solution (2.18) as a seed, the
solution is given by

ds? = [cos(y In(f/fy))]* (=2
X [—fd? + f-latn=9/=3) (42 4 2 fds2 ),

(4.35)
1
o=+ mtan(y Inf/f,). (4.36)

where y is understood to be (4.32) with ¢ = —1.
4. Gibbons solution

Let us take the Gibbons solution (2.45) as a seed metric.
Setting € = —1, the solution in the conformal frame reads

ds* = [eos(y'(H = H,))]*/ "~

x [—e7Hdr? + /=3, dx!dx], (4.37)
® = £ an(y (H = Hy)) (4.38)
Y/ o '

b//

2ek, (D7 + (n—2)b'OD)

where H is an arbitrary constant, A,H = 0, h;; is a Ricci-
flat metric and

n—2 1
4 (n=1)(n=3)

(4.39)

5. Ellis-Bronnikov solution

Lastly, let us consider the Ellis-Bronnikov solution (2.30)
as a seed. Setting € = —1, the conformal frame metric is

ds? = [cos(y"(U — Uy))]¥/ "2 [—e‘mUdt2

d 2
+ MU/ (n=3)y1/(n=3) (% + rde%I,n—2):| , (4.40)

O ==+

tan(y” (U — Uy)), (4.41)

cKn

where U, V are givenby (2.32), U, is anarbitrary constantand

(L+£7)
2 (n=1)(n=3)

Y=+ (4.42)

C. Consistency check: Solving field equations
in the Jordan frame

In this section we explore if the conformal transforma-
tion from the Einstein-massless scalar system enables us to
obtain all possible solutions. The best way to address the
question is to solve directly the field equations (4.5). For
the sake of clarity to readers, we show that this is indeed a
viable task and that both methods provide the same results.

We consider the same class of metrics as in Sec. II,
but with a bit different radial coordinate p defined as
dp = G~'dx. Then, the general metric (2.5) reads

ds? = —F(p)2d* + F(p)? "G (p) "/ "=3)(G(p)dp?
+ yah(Z)dZidZ'i), (4.43)

and the conformal scalar field is assumed to be a function
of the new radial coordinate, ® = ®(p). Using the gauge
(4.43), and defining

F:=e? and G:=h72, (4.44)
we obtain from E’,, E” ., Ei_,- and [1® = 0, the following set
of equations:

(I’L - 2)<1 - ean:c(I)z)

=0, (4.45)
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h(b" = (n=2)b7)  dex, £ DRYD + (n — WD + (n — 3)hD") — exc, (n — 3)hd">
n’ =0, 4.46
+ n—2 + 2(n=2)(1 — ex, £ D) (4.46)
hb" — h? 4+ k(n—=3)> 2ex, . ((n—2)®D' (hb' + ') — (n — 3)hd?) ..
' — e o' =0, 4.47
o+ i (n=2)(1 - e5,L.0%) j) 47
@ — 0, (4.48)

where a prime denotes the derivative with respect to p. In
these coordinates, the equation for the conformal scalar
field is easily integrated as

O =dp+ D, (4.49)
where @, and ®; are integration constants. Hereafter, we
consider ®; # 0 for avoiding a constant scalar field. As a
second advantage of the present coordinate system, one can

observe that Eq. (4.45) is a linear differential equation for
|

|
b'. Once b is determined, Eq. (4.46) is also linear for A.
Thus, Eq. (4.47) becomes an algebraic constraint for the
integration constants appearing in b and 4. The fact we are
dealing with a set of linear differential equations allows us
to find the general solution. Additionally, since we are
considering a nonconstant scalar field, we can use the
scalar field as a coordinate by means of the substitution
p=(®—-®))/®,, so that the general solution can be
expressed in terms of ®.
The integration of (4.45) is straightforwardly done as

2btanh! (i, @) — 2L o g @2 < 1,
b—by = 2bcoth™! (i, £D) = Mebe?=D) o — g £ @2 > 1, (4.50)
2bytan~! (/i L, @) — MIERl®) o
where b, b, are integration constants. Replacing (4.50) into (4.46) yields the linear equation
(1 e, £ D) (@) + 26, £, DI (@) — 26,0, (— A= 2 =2 Ny — g (4.51)
— K, (. ek, —2¢ek,C, =0, .
nsc nsc nsc (n—2)2(1—8Kn§6q32)
which leads to five different solutions according to & and ®, enumerated below with Roman numbers,
(1- KnCC¢2)(hoe2\/Ex< + hye V@<, I: e = 1,k,0.® < 1,
(K, D% — 1)(hoe>V&> 4 hye V@), II: e =1,x,,,P> > 1,
h=7{ (1+K,{.®)(hycosh (2,/a_y) + h, sinh (2\/a_y)), MI: e=—1,a_> 0, (4.52)
(1 + K,£ ®?)(hycos (2\/=a_y) + hy sin (2,/=a_y)), IV:e=—-1,a_<0,
( +an:c )(h0+h1)7)’ V:ie=-1,a_=0,

where hg, h, are integration constants and

X = tanh™! ( KnCc<D> s X5 = coth™ ( Kngcq)) ’
y = tan~! ( K.né‘cq)) , (4.53)
with
=R E -1
ay = n = 2)2 . (4.54)

Replacing (4.50) and (4.52) in (4.47), we obtain alge-
braic relations between the integration constants and the
curvature k of the Einstein space K"2,

LII: 0= 16a, hyh x,{ @ + k(n —3)?,

II: 0 =4a_x,( D} (h3 — h?) + k(n—3)?,
IV: 0 =4a_k,{ @} (h3 + h3) + k(n — 3)2,

Vi 0= h2k,( @3 — k(n —3)2. (4.55)

The above equations fix the amplitude of the constant @,
appearing in the scalar field in terms of the constants
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TABLE IV. General solution for a massless conformally coupled scalar field and correspondence between Jordan (J) and Einstein (E)

frames. Note that W~2/(=2) = Q2.

J w Vi, £ @ S E

I 1 —K,( ®? tanh (v/x, ) hoezﬁ:\/ﬁtp + hle—z\/a:\/@¢ Fisher, branch 1
I Kl @ — 1 coth (vx,C.¢) hoez\/a\/’:’z*b n hle—z\/ﬁ\/ﬁ,—g}ﬁ Fisher, branch 2
111 1+ x,l.®? tan (v/k,Coh) ho cosh (2\/a_\/k,C.¢) + hy sinh (2/a_/x,C ) Phantom Fisher
v 1+ K, @ tan (v/x, &) ho cos (2y/=a_/k,C o) + hy sin (2\/=a_\/k, L ) Ellis-Bronnikov
\ 1+ «,¢.@° tan (v/k,C o) ho + /Kot Ellis-Gibbons

appearing in the metric, b, hg, and hl.“ We note that
phantom solutions IV and V exist only for k = 1, while I, II,
and IIT allow k = 0, 1.

To compare with the conformal transformations exhib-
ited in the previous sections, the general solution can be
written in the form

ds? = W2/0=2)[—f dr? + [falfl_z("_z)]l/(n—3)

x (dx? + fiy;(z)dz'dz)], (4.56)

= W2/ =242, (4.57)

with

x= / Wldp,  fo=expldbiv/mbudl. b=, (x—xo).
(4.58)

where the remaining functions W, @, and f are displayed
in Table IV.

Using the radial coordinate [ f72dx and the identifica-
tions G = f72 and F~2 = f,, we note that dsZ and ¢
exhibited in the general solution correspond to the line
element and massless minimally coupled scalar field
obtained in Sec. II. Additionally, the conformal factor
and conformal scalar field displayed in Table IV match
those given for the conformal transformation previously
discussed in this section. Thus, the general solution
obtained by a direct integration of the field equations in
the Jordan frame is equivalent to the one achieved by a
conformal transformation applied to the general solution in
the Einstein frame. Table IV summarizes the correspon-
dence between both frames.

V. SUMMARY AND FUTURE PROSPECTS

In this paper, we have studied various aspects of the
n-dimensional static solutions sourced by a (non)phantom
scalar field. We have generalized the classification program
by Ellis [17] for the four-dimensional spherical case into

A rescaling of the ¢ coordinate and the addition of a global
constant factor allow us to set by = 0.

higher dimensions with the sphere part replaced by an
arbitrary FEinstein space. We have found the generalized
Fisher solution (2.18) (valid for k = 0, £1), the generalized
Ellis-Gibbons solution (2.24), the generalized Ellis-
Bronnikov solution (2.30) and the plane-symmetric sol-
ution (2.43). We have uncovered a unified description of
metrics (2.24) and (2.43) in the framework of the Gibbons
solutions. Since the nonphantom field only admits a Fisher
class, the diversity of solutions in this class of metrics is a
marvelous feature of a phantom field. We summarize the
results in Table (V).

After the encyclopedic enumeration of the solutions, we
have spelled out the physical properties of the solutions.
Our intriguing revelation is that the Fisher solution and the
Ellis-Gibbons solution enjoy naked p.p curvature singu-
larities in a parameter region where there are no scalar
curvature singularities. This leads us to conclude that these
geometries do not describe regular wormhole solutions.
What was curious to us is that the locus of these p.p
curvature singularities corresponds to the infinite areal
radius, but is reachable within a finite affine time for radial
null geodesics. From the present analysis, it is not certain to
us whether this peculiar behavior only occurs in a space-
time which violates energy conditions. Nevertheless, we
deduce that the existence of an area-diverging surface
which is achievable within a finite affine time is a strong
indication for the appearance of p.p curvature singularity.
To illustrate, let us consider the flat Friedman-Lemaitre-
Robertson-Walker universe with a phantom equation of
state p = wp (—=5/3 < w < —1), which admits this kind of
surface (F4a of Table 1 in [70]). One can easily show that
this surface corresponds to the p.p curvature singularity,
supporting positively our conjecture. Regardless of the
soundness for this speculation, an important lesson from
our results is that the areal radius is not a definitive measure
to examine the spacetime structure.

Only a wormhole candidate is therefore the Ellis-
Bronnikov solution, which we have investigated in detail
the throat structure. Since many of the past works have
been limited to the zero mass wormholes, it has not
been fully recognized that the throat does not always
correspond to the minimal radius and that the gluing
procedure is more sensitive in higher dimensions.
Nevertheless, we have clarified that the Ellis-Bronnikov
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TABLE V. A complete list of static solutions with pseudospherical symmetry.

Frame Scalar k=1 k=-1 k=20
Nonphantom Fisher (2.18)
Einstein Phantom Fisher (2.18), Ellis-Gibbons (2.24), Fisher (2.18) Fisher (2.18),
Ellis-Bronnikov (2.30) Gibbons (2.43)
Nonphantom Fisher (4.30), (4.33)
Conformal Phantom Fisher (4.35), Ellis-Gibbons (4.37), Fisher (4.35) Fisher (4.35),

Ellis-Bronnikov (4.40)

Gibbons (4.37)

solution with a nonvanishing mass also describes a genuine
wormhole with two-sided asymptotically flat regions. To
examine the stability for the Ellis-Bronnikov solution in
arbitrary dimensions by generalizing the work of [35,71] is
definitely an interesting subject to be studied in the future.

We also presented the classification of the static solutions
in the conformal frame. First, we introduced (by means of
two approaches, proved to be equivalent) a simple trans-
formation formula which allows us to obtain the solution
with a conformally coupled scalar field from the solution
with a massless scalar field. Second, we get the same results
by solving the field equations in the Jordan frame. As
shown in Table V, the system with a conformally coupled
scalar inherits a broader variety of solutions. The physical
and causal properties of these solutions will be an interest-
ing future work to be investigated. We also leave the full
classification of solutions in the Jordan frame where the
coupling constant { is arbitrary to a future study.

By taking the three families of solutions obtained in this
paper as a seed, it is possible to obtain charged solutions by
using the symmetry of the target space for the static system.
The (anti-)de Sitter generalization can also be done by
introducing the scalar potential. These issues are reported in
forthcoming papers [72,73]. It would also be of consid-
erable physical interest to construct rotating solutions along
the line of [74].
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APPENDIX: GEOMETRIC QUANTITIES

Suppose the n-dimensional spacetime to be a warped
product of an (n — 2)-dimensional Einstein space (K"~2,7;;)
and a two-dimensional spacetime (M2, g,5). Namely, the
line element is given by

Gud¥dx* = gup(y)dy*dy? + S*(v)y;;(2)dz'd/,  (Al)
where A,B =0, 1;i,j =2,...,n— 1. Here S is a scalar on
(M?, gap) and y;; is the metric on the Einstein space K"~2,
whose Ricci tensor is normalized as (V)R,-j = (n—=23)ky;;,

with k = =£1, 0. The nonvanishing components of the Levi-
Civita connections are

FABC = (2)FABC()’)» Fijk = fijk(z)’

. DuS .
P =0

rAjk = —S(DASij, (A2)

J°

where the superscript (2) denotes the two-dimensional
quantity and D is the two-dimensional covariant derivative
compatible with g,. The nonvanishing components of the
Riemann tensors are

Ripep = (2>RABCD7 (A3a)
RAiBj = —S(DADBS)}’U, (A3b)
Ry = "Ry — (DS (8'4yj — 'y ). (A3c)

where (DS)? := (D,S)(DAS) and R, is the Riemann
tensor constructed out of y;;. The Ricci tensor and the Ricci
scalar are given by

Ryp =Ry — (n-2) DA?BSv (Ada)
R;j = {=SD*S + (n = 3)[k — (DS)*]}7,;, (A4b)
DS k — (DS)?
R= (Z)R—Z(n—Z)T—l— (n=2)(n=3)—G—.
(Adc)

where DS := D,DAS and (V)R,-j = (n—3)ky;; was used.

The Kretschmann scalar K := R**°R,,,,; is
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K =0QR? + 4(n-2) (DADBS;gDADBS)
(k= (DS)*)?

+2(n-2)(n-3)

1 .
e (VR R = 2k*(n —2)(n = 3)].  (AS)
When y;; is a metric of a constant curvature space, we have
3 jki = 2kyixyyj» implying that the last term in (AS5)
drops off.

The Weyl tensor is given by (see e.g., [75])

n—73
Capep = T—1 Wgaic9p)s- (Aba)
Cuin; = =3y (A6b)
AiBj — 2(1’1 _ 1)(” _ 2) 9aB 7/1]1
2W
Cijkl = (y)Cij/dSz + ms4}’i[k7j]lv (A6C)
where
D*S k — (DS)?
W= @R 42 o +2 gz v (A7)
The Weyl square C? := C,,,,C**° reads
2 Yo weim M=y

When y;; is a metric of a constant curvature space, the first
term of the right-hand side of this equation vanishes.

In the main text, we meet static spacetimes with the
following form:
ds? = —f1(r)de> + fo(r)dr* + $?(r)y;j(z)dz'dz/,  (A9)
where f and f, are functions only of r. Then, the tangent

vector k* for an affinely parametrized outgoing radial null
geodesics is given by

» :ﬁ (%)” +7m <%>”, KV, k=0,

(A10)

One can thus constitute the pseudo-orthonormal frame,

G = _Zk(ﬂnu) + 53}E?HE}V’ (All)
by
nﬂzz(gy_im (2Y. mr=ghe( L)
2\0t)  2/f,(r)\Or S(r) * \0z'
yii = 5?3'3;'@4, (A12)

where 7,7 =1,...,n—2. It is elementary to verify that
these bases are parallelly propagated along k*:

KV, = k'V, E = 0. (A13)

In this frame, the components of the Riemann tensor
relevant to the p.p curvature singularity are

Rk EF R E7 = —S KK (D, D5S) 535

lsl+ /S/_2 S//
:f2f1 fz}é?zs f1f2 6;}, (A14)
1/ 2

Ruw)rrkﬂEfynl)E}” =—-S"1kAnB (DADBS) 5;}

LSS NS RANAS )
4f1/3S ’

where the prime denotes the partial differentiation with
respect to r. The trace of (A14) is tantamount to

R, Wk = —(n=2)S"UAKED,DyS.  (A16)

The divergence of the Riemann tensor component
R,,,cK"E;*k’E;? in the pseudospherical symmetric case
therefore implies the strong curvature singularity in the
sense of [76,77].
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