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Thorough modeling of the physics involved in liquid argon calorimetry is essential for accurately
predicting the performance of DUNE and optimizing its design and analysis pipeline. At the fundamental
level, it is essential to quantify the detector response to individual hadrons—protons, charged pions, and
neutrons—at different injection energies. We report such a simulation, analyzed under different
assumptions about event reconstruction, such as particle identification and neutron detection. The role
of event containment is also quantified. The results of this simulation can help inform the ProtoDUNE test-
beam data analysis, while also providing a framework for assessing the impact of various cross section
uncertainties.
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I. INTRODUCTION

Energy resolution and the accuracy of energy scale
calibration are essential characteristics for a neutrino
detector operating in a broad-spectrum neutrino beam.
Modeling these characteristics for the Deep Underground
Neutrino Experiment (DUNE) is a nontrivial task. At the
root of the problem is the nature of the final states produced
when neutrinos of several-GeVenergies interact with argon
nuclei. These interactions can produce multiple hadrons of
different types, which can, in turn, undergo subsequent
interactions in the detector medium, distributing energy
among even more particles. At first sight, by collecting all
ionization charges, one should be able to measure all this
energy calorimetrically. In reality, however, different par-
ticles create different amounts of detectable charge per unit
energy lost, and some energy goes into invisible channels,
such as nuclear breakup. As an extreme case, some or all
neutrons may be altogether missed. Thus, having an
accurate model for the detector response to each particle
type is essential for optimal detector performance.
Given the complexity of the problem, a consistent way to

study it is to simulate a large number of fully developed
neutrino events [1,2]. The simulation pipeline in this
approach combines a code modeling the primary neutrino
interaction with another one propagating all resulting
particles through the liquid argon medium. For the first

code, one can use GENIE, GiBUU, or another event generator.
For the second, the choices are GEANT4 or FLUKA, both of
which model not only ionization losses but also any
subsequent hadronic and electromagnetic interactions of
all particles in the detector. The process needs to be
repeated for different flavors of the incoming neutrino
and a range of energy of interest. The result is a set of
migration matrices describing probabilities connecting true
and reconstructed energies. These matrices are an essential
input for any analysis of oscillation sensitivity.
All this computer-intensive process is necessary just to

characterize energy resolution in the case of baseline assump-
tions about the detector performance. If one wishes to
investigate the impact of various changes to the reconstruction
procedure, one needs to rerun the entire simulation pipeline.
For example, one may wish to vary detection thresholds,
exclude certain particle types, or investigate the impact of
various particle identification (PID) assumptions. In each
case, one obtains a new set of migration matrices, which then
can be used for oscillation studies. An example study
following this approach is presented in Ref. [2], where we
considered several model assumptions about the detector
performance, specifically, on the values of particle detection
thresholds and the availability of accurate PID information.
To gain more insight into the physics dictating neutrino

detection in liquid argon, in this paper, we inject in our
simulation volume individual hadron particles—protons,
charged pions, and neutrons—and investigate the detector
response in each case. This should allow one to under-
stand the role of each particle type in neutrino energy
reconstruction. Of particular interest is quantifying the
importance of reconstructing secondary neutrons.
There are several additional reasons to consider this

study. First, our simulations yield “virtual test-beam data,”
which can be used to compare with the actual ProtoDUNE
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[3] test-beam data, an essential step to validating the entire
simulation framework for the full events.
Second, it may also be used to devise sanity checks for

the full event simulation results. Such checks are always
necessary when one deals with large simulation frame-
works with complex codes.
Third, one can use the results on individual particles to

create simplified, flexible codes, in which prescriptions
describing the detection process are applied to the outputs of
the neutrino event generator. This is the general philosophy
of the FASTMC code employed in the DUNE Conceptual
Design Report (CDR) documents [4,5]. We regard this
approach as very useful for certain problem types and far
frombeing completely superseded by the full simulations. In
connection with this point, it is extremely important to
establish under which conditions the reconstructed energy
for a given hadron type may be described by a Gaussian.
In our study here, we do not directly focus on detector

signatures of electrons, muons, or gamma rays. The reason
is based on our findings in Ref. [2]. Despite the different
event topologies—muons leave long tracks, while electrons
and gamma rays create electromagnetic showers—in all
three cases, the total ionization charge was found to be in
close correspondence with the true particle energy. Thus,
the experimental energy resolution for these particles will
likely be controlled by the reconstruction algorithm per-
formance and not by physical processes in particle propa-
gation, which are the focus of the present study.
The presentation is organized as follows. Section II

presents an overview of our simulation framework and a
list of specific reconstruction assumptions considered in the
paper. Section III presents the simulation results for each
hadron type. Section III A treats protons and also explains
the reconstruction procedure. Section III B treats charged
pions, while Sec. III C is devoted to the study of neutrons.
Section IV explores the impact of limited detector volume.
Section V discusses some consequences of the results of our
study, including the physics dictating the energy resolution
and possible applications to the development of simplified
codes. Finally, Sec. VI summarizes our main findings.

II. SIMULATION OVERVIEW

Following Ref. [2], our simulations here also employ
FLUKA [6,7] to model event development in liquid argon.
FLUKA—here, we use version 2011.2x.6—is a publicly
available, well-tested package that incorporates all relevant
physics processes, such as ionization and radiative energy
losses, hadronic inelastic interaction, and particle decays.
Among its many strengths is a good description of MeV
hadronic physics, as recently demonstrated by theArgoNeuT
experiment [8].
As in Ref. [2], we fully propagate all particles, including

those produced in secondary interactions, but do not
consider detector-specific effects, such as the finite lifetime
of drifted charges, space charge distribution, wire spacing,

electronic noise, or cosmogenic and radiogenic back-
grounds. Such studies are beyond the scope of the present
paper and will depend on specific detector configurations
and performance characteristics. We are encouraged, how-
ever, by the extremely low levels of electronic noise in the
ProtoDUNE-SP data [3] and assume that the reported
issues with the space charge distribution will be adequately
resolved.
Our emphasis at present is on assessing the physical

impact of different reconstruction assumptions. Specifically,
we aim to elucidate the impact of good PID and neutron
detection.We argued in Ref. [2] that these are crucial factors
determining the accuracy of neutrino energy measurements
in liquid argon. Here, we deconstruct the argument by
considering the reconstruction process for each hadron type.
Accordingly, we analyze three model scenarios:
(1) Best reconstruction.—One has PID information on

all charged particles in an event and applies it to get
the ionization energy loss along each trajectory. The
detection thresholds are considered to be very low,
motivated by the ArgoNeuT experiment.

(2) Charge-only reconstruction.—No PID information
is available for any secondary particles in an event.
One collects the total ionization charge and uses it to
infer, statistically, the energy of the injected particle.

(3) Charge-only, no neutrons.—In addition to the
assumption of no PID, any energy imparted to
neutrons at any stage in the process development
is considered to be completely lost.

The first two scenarios were already considered in
Ref. [2]. The second method is described in detail in
Refs. [9,10] and is currently accepted within the DUNE
Collaboration as a way of treating the hadronic system [11].
The two scenarios represent extreme approaches to the
treatment of PID information and thus allow us to quantify
the impact of good PID on energy resolution. Realistic
reconstruction efforts should produce an answer that is
intermediate between the two scenarios, by reconstructing
some of the particles, and the goal is to inform such efforts
on how much can be gained by improved reconstruction.
The significance of these assumptions becomes obvious

when one considers the anatomy of a hadronic event in
liquid argon. Slower particles create more dense charge
tracks, which, in turn, leads to more charge loss to
recombination. Thus, a relationship between the detected
charge, dQ=dx, and the true ionization energy loss, dE=dx,
depends on the particle type. This is illustrated in Fig. 1,
which shows what fraction of the ionization charge, created
by protons, muons, and charged pions, of varying energies,
is lost to recombination. The main physical effect here is
that protons, being more massive, deposit more dense
charge tracks, where more charge recombination takes
place. As a corollary, protons yield less observable charge
per unit energy lost than charged pions or muons of the
same kinetic energy.
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The third scenario is also introduced here as a deliberately
extreme case. It allows us to quantify the importance of
detecting neutrons. Neutrons, being electrically neutral, do
not leave tracks at all. Their presence can be detected by the
secondary ionizing particles they produce in their inter-
actions. Since these interactions occur some distance away
from their starting points, one ends upwith secondary proton
and pion tracks separated from the main event, and with a
spray of small charge deposits created by the deexcitation
gamma rays, from multiple disrupted nuclei, undergoing
repeated Compton scattering [2,12]. The detectability of
these different signatures will depend on a number of
experimental factors—including reconstruction perfor-
mance, containment issues due to finite detector volume,
electronic noise, and radiogenic and cosmogenic back-
grounds—and may be different for the near and far detec-
tors. Nevertheless, it is highly reassuring that ArgoNeuT has
demonstrated good ability to detect charge “blips” from
nuclear deexcitations [8], while MicroBooNE has done the
same for 39Ar beta decay products [13]. So, once again, a
realistic treatment of neutrons is expected to be somewhere
between scenarios 1 and 3.
In summary, the three scenarios outlined above are

chosen to quantify the impact of the two main physical
aspects of event reconstruction: the efficiencies fo PID and
of neutron detection.

III. SIMULATION RESULTS

A. Protons

We begin by considering proton beams. We will use this
case to describe our simulation procedure and to explain
how we use its results to model energy resolution.

First, we generate our simulation dataset, which is used
in each of our three scenarios. For this, we inject protons of
energies from 0.01 to 3.0 GeV into unlimited liquid argon
volume and model the full event development in each case.
The effects of finite detector size deserve a dedicated
discussion, and we will address them in Sec. IV below.
Between 0.1 and 3.0 GeV, we sample proton energy values
in 0.05 GeV intervals. To better characterize the resolution
at low energies, we also generate the second dataset with
0.01 GeVenergy spacing. For each value of the true energy,
Etr, we generate 104 events.
For definiteness, let us for now specialize to the total-

charge study (scenario 2). The simulation dataset tells us, for
a given value of the true proton energy, Etr, the probability
PðQjEtrÞ of measuring chargeQ. Discretizing (binning) the
Q values, we obtain a matrix of probabilities connecting Etr

andQ. Explicitly, thematrix elementPðQðjÞjEðiÞ
tr Þ equals the

number of events that landed in bin QðjÞ divided by the

number of simulations with EðiÞ
tr . This matrix, in the

graphical form, is presented in Fig. 2. The left panel covers
the full range of Etr, up to 3 GeV; the right panel depicts the
finely sampled low-energy dataset, coveringEtr values up to
0.5 GeV. The width of the bins in Q is the same as the
corresponding Etr bins: 0.05 GeV in the first simulation and
0.01 GeV in the second one.
Now, suppose we use this simulation dataset to analyze a

new event, created by a proton with an unknown value of
Etr. Given the value of Q measured for this event, we can
use our matrix as a lookup table, to obtain the probability
PðErecjQÞ that the event was created by a proton with

energy Erec. Explicitly, PðEðjÞ
recjQðiÞÞ is equal to the number

of times charge QðiÞ was obtained in the simulation with

proton energy EðjÞ
rec divided by the total number of times

charge QðiÞ was obtained for all energies in our simulation
set.
What we just described provides a reconstruction pro-

cedure, which allows one to go from the detected value of
Q to Erec. The requirement of unbiased reconstruction is
assured by construction, since our proton energy values are
drawn from a flat distribution. This procedure is designed
to capture the reconstruction problem for an actual (non-
test-beam) experiment, where, in a most general case, one
does not have any prior information on the distribution
from which proton energies are drawn. For example, one
may have a proton track in the middle of a complicated
neutrino event.
In summary, while reading the matrix in Fig. 2 “verti-

cally” gives us a probability distribution of ionization
charge Q for a proton of a known Etr, reading the same
matrix “horizontally,” with appropriate normalization, pro-
vides an unbiased reconstruction procedure.
We now have all ingredients to describe our full energy

resolution modeling pipeline. To this end, it is important to
precisely define what we mean by “energy resolution.”

FIG. 1. Fraction of the ionization charge lost to recombination
as a function of the kinetic energy of the particle, for protons,
charged pions, and muons.
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Loosely speaking, this term could simply refer to the width
of the Q distribution that is obtained when a beam of a
given energy Etr is shot into the detection volume. More
accurately, energy resolution in this paper will describe the
width of the distribution PðErecjEtrÞ, of reconstructed
energies Erec obtained starting with Etr and reconstructing
each event independently, using the lookup procedure
described above.
To find the probability distribution of reconstructed

energies, PðErecjEtrÞ, we must sum (integrate) over all Q
values that can be obtained in the intermediate step:

PðErecjEtrÞ ¼
Z

dQPðErecjQÞPðQjEtrÞ: ð1Þ

It can be straightforwardly shown that, if the charge
distribution is Gaussian,

PðQjEtrÞ ¼
1ffiffiffiffiffiffi
2π

p
σ
exp

�
−
ðQ − EtrfÞ2

2σ2

�
; ð2Þ

where f is the fraction of energy that on average goes into
charge, the resulting distribution of Erec is also Gaussian,
with the width

ffiffiffi
2

p
σ=f:

PðErecjEtrÞ ¼
Z

dQPðErecjQÞPðQjEtrÞ

¼ f
2

ffiffiffi
π

p
σ
exp

�
−
ðErec − EtrÞ2f2

4σ2

�
: ð3Þ

Here, the probability distribution PðErecjQÞ is given by

PðErecjQÞ ¼ fffiffiffiffiffiffi
2π

p
σ
exp

�
−
ðQ − ErecfÞ2

2σ2

�
; ð4Þ

which is normalized to 1. In a general case, however,
the distributions for Erec and Q do not follow the same
functional form.
The application of this procedure to the other two

reconstruction methods is now straightforward. For the
simulation with no neutrons, all charges created down-
stream of any neutron are discarded, with the rest of the
procedure unaffected. In the best-reconstruction case, to
each track in the event, we apply a charge recombination
correction factor that is a function of its PID. The resulting
distribution of the “modified charged" is used in place ofQ.
Figure 3 shows the result of applying this procedure to

our simulation set. Four representative values of the true
proton energy are considered: 0.1, 0.5, 1.0, and 2.0 GeV.
We see that the character of the distribution changes as one
goes from low to high energy values: at 2 GeV, the Erec
distributions are well described by Gaussians, while at
0.1 GeV, the distribution is dominated by a sharp spike,
where essentially all proton energy is recovered. The
0.5 GeV represents a transition between these regimes.
This transition is also clearly seen in Fig. 2, where the
yellow diagonal points represent unscattered protons.
The change from the unscattered to multiply scattered

regimes is dictated by the mean free path of hadronic
collisions. It will prove crucial for our discussion in Sec. V
below. But first, we turn to the corresponding results for the
other hadrons.

B. Charged pions

Understanding the propagation of charged pions is also of
direct relevance to DUNE calorimetry. As illustrated in
Ref. [2], interactions of 4 GeV neutrinos can create hadronic
showers with multiple pions, with energies in the hundreds
of MeV range. Even 1–2 GeV pions are not uncommon in

FIG. 2. Graphical representation of the matrix connecting ionization chargeQ and the true energy of the injected proton Etr , according
to our simulations. (Left) Etr from 0 to 3 GeV and (right) Etr from 0 to 0.5 GeV at finer numerical sampling. The color of each square
indicates the probability of obtaining the corresponding interval of charge Q given the value of Etr .
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such events. Therefore, it is certainly worth considering
charged pion test beams, and indeed ProtoDUNE has
collected such data.
In Fig. 4, we simulate charged pion beams, with energies

0.2, 0.5, 1, and 2 GeV. The histograms in the figure
correspond to π−; for positively charged pions, the results
are very similar. The reconstruction assumptions and the
analysis are the same as considered earlier for protons. We
see that the basic results for pions and protons are
qualitatively similar: the distributions of reconstructed
energies are non-Gaussian at the lowest energies and
become Gaussian at higher energies. One notable quanti-
tative difference is that the Gaussianity sets in at a smaller
energy for pions than for protons. This has a natural
physical explanation in terms of the ionization rates in
the two cases. With energy loss having a v−2 leading
velocity dependence, slower particles lose energy faster per
unit distance traveled. Since protons of a few hundred MeV
are nonrelativistic, their ionization rates are higher than for
pions of the same kinetic energy. Thus, protons are more
likely than pions to come to rest before undergoing
hadronic interactions, and it is repeated hadronic inter-
actions that create Gaussian distribution of reconstructed
energies.

C. Neutrons

Wehave seen that neutron detection has a dramatic impact
on the accuracy of the calorimetric energy reconstruction
by liquid argon detectors. Let us now take a deeper dive
into the subject by analyzing neutron propagation and
interactions.
First of all, one should be more precise about what is

meant by neutron detection. As already mentioned in
Sec. II, a neutron traveling through the liquid argon
medium does not, by itself, create an ionization track.
Its energy is lost via interaction with multiple argon nuclei,
and it is through the secondary particles created in these
interactions that the presence of the neutron can be
revealed. Importantly, the secondary charged particles carry
only a fraction of the original neutron energy—some of the
energy is lost to nuclear breakup. Hence, a direct calori-
metric measurement of the neutron energy is not possible.
One recovers only part of the energy and uses a simulation-
based model to infer the likely energy range of the original
neutron.
At a more detailed level, one has to consider the different

signatures that can be created in neutron interactions.
A neutron can excite an argon nucleus, or it can knock
out one or more nucleons from it, leaving the daughter

FIG. 3. Distributions of proton reconstructed energies, for four representative values of the true energy, Ep ¼ 0.1, 0.5, 1.0, and
2.0 GeV. Three different reconstruction scenarios are considered: (i) full PID information is available (“best rec”), (ii) only total
ionization charge (“charge”), and (iii) total ionization charge with neutrons undetected (“charge, no n”). For comparison, the dashed
curve shows the resolution assumed in the DUNE CDR document [4,5].

FIG. 4. Same as Fig. 3, but for the π− reconstructed energies.
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nucleus in an excited state. The deexcitation gammas
undergo Compton scattering in the medium, and the recoil
electrons leave small ionization charge deposits [12]. Since
a given neutron interacts with many argon nuclei in this
way, many recoil electrons are scattered over an extended
region. The resulting spray of such small charges, from
many nuclear interactions, is, in principle, observable, as
demonstrated by the ArgoNeuT analysis [8].
A more prominent signature comes from energetic

knockout products. In particular, a sufficiently energetic
proton can create a distinct track that is detached from the
main event. Such tracks can be identified as protons, thus
enabling proper charge recombination correction. In Fig. 5,
we depict a spectrum of the leading (highest-energy)
protons created in propagation of neutrons of two starting
kinetic energies: 0.5 and 1 GeV. Estimating the threshold
for proton identification to be 30 MeV, we see that a large
fraction of the knockout protons could be identified.
This remains true even at lower neutron energy. For

example, for a 300 MeV neutron, on average, 34% of the
energy goes into knockout protons above the 30 MeV
threshold, according to our simulations. An additional 4%
of the energy goes into protons below that threshold; 40%
is lost to nuclear breakup; 14% goes into gammas; 4% is
imparted to heavy ions knocked out of the nuclei; 2% goes
to nuclear recoil; and, finally, 2% goes to pions produced in
hadronic collisions. Thus, the full energy budget is quite
complicated, and the accuracy of energy reconstruction
depends on how much of that energy can be recovered.
Three comments about these numbers are in order. First,

the process is highly stochastic, and event-to-event varia-
tions are found to be large. For example, the energy fraction

in the leading proton has a range of 38� 24%. Second, the
fractions obviously change with neutron energy. In par-
ticular, inelastic hadronic interactions become more promi-
nent at higher energy. For 1 GeV neutrons, as much as 19%
of the energy goes into pions. Third, the components in
subthreshold protons and in heavy ions require special
attention.
The subthreshold protons are those for which the

reconstruction algorithm is not able to identify a clear track.
In such a case, they appear as part of the spray. Compared to
Compton-recoil electrons, however, which make up a lot of
the charge blips in the spray, these low-energy hadrons are
subject to larger charge recombination. Thus, if one wished
to use the measured charge in the spray to improve the
neutron energy reconstruction—compared to what is pos-
sible from the leading proton alone—the composition of the
spray must be reliably understood. On the other hand, the
charge blips due to low-energy protons should have a
significantly higher charge concentration than the corre-
sponding electron blips. We propose investigating if
reconstruction algorithms could be taught to distinguish
proton and electron blips based on the charge concentration,
even when a definite track could not be identified.
Similar considerations also apply to the heavy ion

products. Our simulation shows that most of such ions
are deuterons, with the average kinetic energy of 64 MeVat
production. Taking the rates of charge recombination into
account, a 64 MeV deuteron deposits as much charge as a
53 MeV proton, but with a dE=dx energy loss rate that is
approximately 50% greater. Hence, it might in principle be
possible to train the reconstruction software to also identify
most deuterons, further improving energy reconstruction.
For all these reasons, detailed analysis of the nature of

the small charge deposits represents a potentially promising
way to improve energy resolution of the liquid argon
technology. The necessary studies on subthreshold protons
and deuteron ions could be carried out at MiniBooNE and
ProtoDUNE.
Finally, all results given here rely on the accuracy of the

neutron interaction modeling in FLUKA, and direct neutron
test-beam measurements are highly desirable to validate the
simulations. In this case, we note two important, comple-
mentary experimental efforts. The first is with the mini-
CAPTAIN detector. This experiment already ran and
collected data at the Los Alamos National Laboratory
[14], in a neutron beam with energies between 100 and
800 MeV, but so far has only presented total cross section
results. We encourage the collaboration to specifically
analyze the distribution of the leading knockout proton
energies.
The second is the calibration study that was conducted at

ProtoDUNE this summer, using a 2.5 MeV pulsed neutron
source. These measurements should help validate the
neutron transport and capture model, and we are eagerly
awaiting the release of the results.

FIG. 5. Kinetic energy distributions of the most energetic
protons produced by 0.5 and 1.0 GeV neutrons.
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To this end, we simulate energy reconstruction expected
from a neutron test beam. In Fig. 6, we present results for
neutrons of initial energies of 0.1, 0.5, 1.0, and 2.0 GeV.
One of the most striking observations here is that at high
energies, greater than or approximately equal to 1 GeV, the
histograms of reconstructed energy begin to look quite
similar to those of the charged hadrons, shown earlier. We
will return to this important point in Sec. V.

IV. EFFECTS OF LIMITED VOLUME

As the next step, we will consider what happens if the
detection volume is limited. This study has twomotivations.
From the practical side, such a situation could be realized
in ProtoDUNE [3], if one analyzes ionization charges
collected in a single anode plane assembly, or light detected
by a single light collection bar [15]. It may also have
implications for the design of near detectors, as we noted in
Ref. [2]. From the conceptual point of view,wewould like to
understand how the spatial development of the events
impacts the accuracy of calorimetric measurements.
We consider proton beams with two initial energy values,

2 and 7 GeV. The first case is motivated by the relevance to
the DUNE experiment, where the neutrino energy varies in
the approximately 1–4 GeV range. The second one occurs
in ProtoDUNE, where the test-beam energies ran a range of
values, including 7 GeV.
The simulation results are collected in Fig. 7, where the

volumes considered are 2 × 2 × 2 m, 3 × 3 × 3 m, and
5 × 5 × 5 m, left to right. The top row corresponds to
injected protons of 2 GeV energy, and the bottom row
shows the corresponding results for 7 GeV protons. In each
case, we consider the method of total charge calorimetry
and bin the simulation results in “energy-equivalent
charge,” which is defined as energy lost by a minimally
ionizing muon that creates the same amount of ionization
charge. Specifically, one ionization electron is counted as
23.6 eV of lost energy [2,3].
We see that, while in the 5 × 5 × 5 m volume the charge

distribution closely follows a simple Gaussian shape, the

situation in the smaller volumes is more complicated. In
addition to the scattered component, we also clearly see an
unscattered one. Given the mean free path for hadronic
interactions approximately 80 cm, the fraction of unscat-
tered protons exiting the 2 × 2 × 2 m volume is approx-
imately expð−2=0.8Þ ∼ 8%, consistent with what is seen in
the histogram.
The second relevant observation concerns the scattered

component. The dashed curves in the top panels show
the corresponding Gaussian fits. We see that, while the
absolute width of the Gaussian stays approximately the
same in all volumes, the center of the Gaussian moves to
higher energies (charge) as the volume is increased. This
indicates that in the smaller volumes the shower is not yet
fully developed. For example, for 2 GeV injected protons,
about 22% of all ionization charges are created outside of
the 2 × 2 × 2 m volume, and 8% are created outside of the
3 × 3 × 3 m volume.
This is directly confirmed by examining the spatial

distribution of the ionization charge in our simulation.
Figure 8 shows the distribution of charges found after
injecting 4 × 105 protons at position (0, 0, 0). The initial
proton kinetic energy is 2 GeV, and the momentum points
along the z direction. The y coordinate has been sup-
pressed, so the graphics shows the charge projection onto
the ðx; zÞ plane. The contours show the regions enclosing
95% and 99% of the total charge. The cubic volumes
considered above are shown with dashed lines.
We clearly see that the smaller volumes fail to enclose

the full charge distribution. Even the 5 m box misses a few
percent of the ionization charge. These charges form an
extended “halo” and are induced mostly by diffusing
neutrons. Interestingly, some of the charge lies in the
backward direction (at negative z). This charge cannot
be captured at ProtoDUNE but may be detected in the
DUNE far detector.
For 7 GeV injected protons, the effects of the limited

volume are even more pronounced, as indicated by an
extended shoulder between the unscattered spike and the
peak of the scattered distribution.

FIG. 6. Distributions of the neutron reconstructed energies, for four representative values of the true energy, En ¼ 0.1, 0.5, 1.0, and
2.0 GeV. Two different reconstruction scenarios are considered: (i) full PID information is available (blue) and (ii) only total ionization
charge (orange). For comparison, the dashed curve shows the resolution assumed in the DUNE CDR document.
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This shows that behind seemingly simple Gaussian
resolution curves seen in Sec. III lies a complicated
dynamical picture of shower development. The resolution
of a detector may thus be affected by its geometry and other
relevant considerations, such as requirements to fiducialize
the detection volume to eliminate cosmic ray–induced and
other contamination.

V. DISCUSSION

The results of our large-volume simulations can be
summarized by plotting the energy resolution for each
particle type, as a function of energy. This is shown in
Fig. 9, where injection energies up to 3 GeVare considered.
The colored curves correspond to the three reconstruction
scenarios we consider, as labeled. The dashed curves
indicate the resolution assumed in the CDR document [4,5].
We immediately see that the role of neutrons is abso-

lutely crucial for the accuracy of charge hadron energy
reconstruction: the green curves, which correspond to
discarding all neutrons, show the resolution that is signifi-
cantly worse than the other two cases. This is in line with
what we already discussed in Sec. III for specific energy
values. Even though the average fraction of energy that

FIG. 7. Distribution of ionization charges created by an injected proton in cubic volumes of length 2, 3, and 5 m. The top row
corresponds to injected proton energy of 2 GeV; the bottom row, to proton energy of 7 GeV. The dashed curves in the top row show the
corresponding Gaussian fits.

FIG. 8. Distribution of ionization charges created by injecting
4 × 105 protons of 2 GeV kinetic energy at position (0, 0, 0). The
initial proton momenta point in the positive z direction. All
charges have been projected along the y direction. The solid
contours show the regions enclosing 95% and 99% of the total
charge. The dashed lines show the 2 × 2 × 2 m, 3 × 3 × 3 m, and
5 × 5 × 5 m cubic volumes considered in Fig. 7.
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goes into secondary neutrons is quite stable, about 20%, the
event-by-event variation of this fraction is very large [2].
Let us now turn to the other two reconstruction scenarios.

Notably, at sufficiently high energies, the fractional energy
resolution is well fit by a E−1=2 scaling law. Specifically, for
protons, we obtain 42%=

ffiffiffiffi
E

p
for the charge-only method

and 25%=
ffiffiffiffi
E

p
for the best-reconstruction method. For

charged pions, we find 42%=
ffiffiffiffi
E

p
for the charge-only

method and 21%=
ffiffiffiffi
E

p
for the best-reconstruction method.

For neutrons, the corresponding relationships are 40%=
ffiffiffiffi
E

p
for the charge-only method and 23%=

ffiffiffiffi
E

p
for the best-

reconstruction method. The first observation, therefore, is
that at high energies the energy resolution performance is
remarkably similar for each particle type.
The second observation is that the E−1=2 law breaks

down at lower energies, and the fractional resolution
actually improves as the energy is decreased to 0.1 GeV.
Let us discuss the underlying reasons for this behavior.
At the most basic level, liquid argon detectors operate as

calorimeters, in which ionization charge deposited by par-
ticles created as a result of neutrino interactions is used to
infer the total energy. Conversion from charge to energy
involves, however, a number of steps that each introduce
uncertainty. The size of this uncertainty depends on the
amount of additional informationgained in the reconstruction
process. Let us summarize the relevant factors:
(a) For a given final-state track, the first consideration is

its PID. Conversion from charge deposited along a
track to energy involves correctly accounting for
charges lost to recombination. The recombination
correction is higher for slow-moving protons than
for pions and muons of the same kinetic energies, as
illustrated in Fig. 1. One might wonder whether the
discrimination between neutral and charged pions, i.e.,
between electromagnetic showers and tracks, also
plays a role here. In fact, we explicitly checked that,
in our simulation, the main impact of PID on the
accuracy of energy reconstruction is through proton/
charged pion discrimination.

(b) The next fundamental ingredient in the energy
reconstruction of charged hadrons is their interactions
in the medium. Indeed, once the particle type is
identified,dQ=dx along its trajectory can be reasonably
well related to dE=dx, until the particle undergoes a
hadronic interaction with a background argon nucleus.

In hadronic collisions, the energy flow is affected by
several processes:

(i) Some energy is lost to the breakup of the target
nucleus. Some can be emitted by deexcitation
gamma rays, which create small charge deposits
that may be detected with a varying degree of
efficiency, depending on the detection thresholds.

(ii) Energy can be imparted to one or more hadrons,
such as secondary pions created in the collision,
nucleons knocked out of the nucleus, or a combi-
nation of pions and nucleons. For each secondary
track, the accuracy of conversion from charge to
energy loss again depends on whether PID informa-
tion is available.

(iii) Some of the knocked-out nucleons in the last step
could be neutrons, and these present a special
challenge, as discussed in Sec. III C. They do not
leave tracks and can dissipate energy by exciting and
breaking up numerous argon nuclei, resulting in a
spray of small charge deposits. They may also
produce tertiary charged hadrons, which are likewise
detached from the main event. Energy reconstruction
depends on whether and how often such detached
charge deposits can be identified with the main event.

Above all, the main conclusion here is this: the nature of
the energy resolution is dictated by the frequency of
hadronic collisions. Hadrons above 1 GeV (and their
products) are expected to undergo multiple collisions. In
this regime, the distribution of energy among the several
channels becomes stochastic, and the reconstructed energy
distribution approaches a Gaussian form. Notice that the
widths of the Gaussians, which have been derived earlier,
are found to be very similar for the three hadron types. They
are controlled by the similar hadronic interaction rates.

FIG. 9. Simulated hadron energy resolution as a function of its true energy. Left to right: protons, negative pions, and neutrons.
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On the other hand, at lower energies, the interactions are
only sporadic, and the distributions of reconstructed ener-
gies become more and more asymmetric. The Gaussian
width prescriptions obtained at higher energies break down
at these energies. For protons of approximately 100 MeV
energy, the high-energy Gaussian width fails dramatically.
Instead, the energy can be reconstructed with very good
accuracy, assuming good PID.
As a corollary, for protons and charged pions, the worst

relative resolution occurs at energies of several hundred
MeV, as seen in the graphs. We see that this behavior is not
captured by the assumptions of the CDR (shown with
dashed curves).
Given the crucial role of the hadronic interactions, it is

essential that our predictions for them (made with FLUKA)
be directed tested with ProtoDUNE. This applies not only
to the frequency of collisions but also to the statistics of the
final states produced.
Let us now consider some important applications for our

results. Consider two types of problems:
(i) estimating the impact of various detector changes—

such as gradually improving neutron detection
efficiency, or improving PID;

(ii) understanding the impact of various cross section
uncertainties, especially the impact of several con-
tinuously varied parameters in the model.

For example, suppose one considers changes to the pion
production model for neutrino-nucleon interactions, to
reduce the tensions with the electron scattering data
[16]. This adjustment may result in the modification of
the properties of the hadronic final states [17]. One would
like to be able to gauge the impact of these changes on
neutrino energy reconstruction, without having to regen-
erate the full event simulation set after each incremental
adjustment, which carries prohibitive computing costs.
This calls for the need to build simplified codes, as we

mentioned in the Introduction. Such codes would, instead
of simulating full events in the detector, apply certain
“smearing” prescriptions to the final-state particles output
by the neutrino-nucleus event generator, in the spirit of
FASTMC [4,5]. Such a framework would give approximate
answers to the questions of energy resolution and energy
scale calibration, in response to various assumptions
about cross section physics or detector performance. It
can also be used to explore sensitivity to various new
physics scenarios.
Our virtual test-beam simulations provide crucial input

into such a framework. As we saw, it gives not only the
width of the distribution of reconstructed energy but also
when the energy of a particle can be Gaussian smeared and
when a different functional form must be used.

VI. CONCLUSIONS

In summary, the two main lessons of our investigations
in this paper are as follows. First, the energy resolution of

liquid argon time-projection chamber detectors strongly
depends on the detector parameters and performance.
Among the relevant factors are the detector geometry,
which may impact event containment, and the quality of
event reconstruction. In particular, the inability to recon-
struct detached charge deposits due to neutrons leads to a
large resolution penalty.
Second, for hadrons with energies in the GeV range, the

resulting distributions of reconstructed energies are often
non-Gaussian. Namely, we have the following:

(i) With neutrons dropped, we consistently find a very
non-Gaussian charge distribution, even when the
detection volume is large.

(ii) Conversely, in a limited volume (2 × 2 × 2 m), for
high initial energy, we again get a non-Gaussian
charge distribution, even with neutrons included.

(iii) We have considered a total charge measurement with
no PID corrections. In a large volume, with detached
charges created by neutrons, the distribution starts
approaching Gaussian at 2 GeV.

(iv) The best-case scenario is when the charges are
collected over a large volume, neutron-induced
charges are included, and full PID corrections are
implemented. In this case, the distribution is Gaus-
sian even at 1 GeV.

(v) Even in the best-case scenario, however, at low
hadron energies, the distribution is always non-
Gaussian; this happens for proton energies less than
or approximately equal to 0.6 GeV and charged
pion energies less than or approximately equal to
0.4 GeV.

We noted before [2] that loss of information about a
neutrino-induced event always leads to worsening of
energy resolution. We clearly see this here, at the level
of individual hadrons. We also see that the same loss of
information—either by failure to contain the full event or
by missing some particles—often leads to non-Gaussianity
of the reconstructed energy distribution.
We see that the situation is quite different from the case

of highly energetic particles, where the corresponding
hadronic shower can fully develop. In that case, numerous
statistical fluctuations combine to make the calorimetrically
determined energy fluctuate in an approximately Gaussian
manner. In the range of energies relevant to DUNE,
however, Oð1 GeVÞ, the shower may not be developed,
as we have seen here.
Our findings have two major applications. First, they can

be directly applied to the analysis of the test-beam
ProtoDUNE data. The comparison should make it possible
to validate the parameters of the simulation framework, as
well as help guide the analysis of the experimental data.
Second, they have implications for how the physics

reach of liquid argon experiments is assessed. In situations
where one is interested in general estimates of sensitivity to
beyond the Standard Model scenarios, it may be acceptable
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to approximate the detector response with simple Gaussian
errors. However, when accurate modeling is required—for
example, in studying sensitivity to specific oscillation
parameters—detailed, realistic models of the near and far
detector are required for the results to be credible.
We hope that the present study will help with construct-

ing such detailed models.
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