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We present a new method for joint cosmological parameter inference and cluster mass calibration from a
combination of weak lensing measurements and the abundance of thermal Sunyaev-Zel’dovich (tSZ)
selected galaxy clusters. We combine cluster counts with the spherical harmonic cosmic shear power
spectrum and the cross-correlation between cluster overdensity and cosmic shear. These correlations
constrain the cluster mass-observable relation. We model the observables using a halo model framework,
including their full non-Gaussian covariance. Forecasting constraints on cosmological and mass calibration
parameters for a combination of LSST cosmic shear and Simons Observatory tSZ cluster counts, we find
competitive constraints for cluster cosmology, with a factor of 2 improvement in the dark energy figure of
merit compared to LSST cosmic shear alone. We find most of the mass calibration information will be in
the large and intermediate scales of the cross-correlation between cluster overdensity and cosmic shear.
Finally, we find broadly comparable constraints to traditional analyses based on calibrating masses using
stacked cluster lensing measurements, with the benefit of consistently accounting for the correlations with

cosmic shear.

DOI: 10.1103/PhysRevD.102.083505

I. INTRODUCTION

After the immense progress achieved in the past three
decades, observational cosmology is about to undergo
transformational changes once again. A number of high-
precision, wide-field experiments across the electromagnetic
spectrum will soon start operations. Examples include the
Rubin Observatory Legacy Survey of Space and Time
(LSST)," Euclid,” and the Roman Telescope3 in the optical,
as well as the Simons Observatory4 (SO) and CMB Stage 4
(S4) in the microwave, which will deliver galaxy samples of

“anicola@ astro.princeton.edu
lhttps://www.lsst.org/.
https://www.euclid-ec.org/.
3https://roman. gsfc.nasa.gov/.
4https://simonsobservatory.org/.
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unprecedented size as well as high-precision measurements
of cosmic microwave background (CMB) anisotropies,
respectively. As the data volume of cosmological surveys
increases, these experiments will become increasingly domi-
nated by systematic rather than statistical uncertainties,
which will require the development of novel analysis
methods.

Galaxy clusters constitute the most massive bound
objects in the Universe, and their abundance as a function
of mass is a powerful probe of cosmology, which has the
potential to tightly constrain the amplitude of matter
fluctuations, og, and the fractional matter density today,
Q,, (see, e.g., [1,2]). However, this exciting cosmological
probe has so far received less attention compared to, e.g.,
cosmic shear or galaxy clustering, as it has been limited by
systematic uncertainties related to the determination of
cluster masses (see, e.g., Refs. [1-3] for a discussion).

© 2020 American Physical Society
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Galaxy clusters can be detected by several different
techniques: (i) in the optical by looking for large over-
densities in the galaxy distribution; (ii) in the microwave,
through their imprint on the observed CMB temperature
anisotropies, the thermal Sunyaev-Zel’dovich (tSZ) effect
[4]; and finally (iii) in the x ray through the emission of the
hot gas trapped inside these clusters. All of these methods
measure an observable that is connected to mass, such as
richness A, tSZ decrement Y, and gas temperature and
density 7, p. The uncertainty in the mass-observable
relation is the largest systematic uncertainty in cosmologi-
cal analyses of galaxy clusters and needs to be calibrated
using external data. Weak gravitational lensing is sensitive
to all matter in the Universe, and therefore, the lensing
signal for galaxies located behind a given cluster can be
used to infer cluster halo masses and calibrate the mass-
observable relation (e.g., [2]). Examples of recent cosmo-
logical analyses of galaxy clusters include Refs. [5-8],
which use CMB data from the Atacama Cosmology
Telescope5 (ACT), the South Pole Telescope6 (SPT), and
Planck, respectively, as well as Refs. [9,10], which use
x-ray data from Chandra and optical data from the Dark
Energy Survey7 (DES), respectively.

In addition, several recent works have investigated joint
constraints on cosmology and cluster mass calibration: for
example, Ref. [11] forecasted constraints from a joint
analysis of CMB S4 cluster abundances and LSST weak
lensing, Ref. [12] focused on a combination of cluster weak
lensing with galaxy clustering and the cross-correlation
between cluster and galaxy overdensity, and finally
Ref. [13] took a different approach: focusing only on
power spectra, the authors investigated the potential of
multiwavelength analyses to jointly constrain cosmology
and properties of the intracluster medium.

In this work, we focus on the abundance of galaxy
clusters detected through the tSZ effect in CMB temper-
ature anisotropy maps. Building on previous work [14-16],
we propose a new method for joint cosmological parameter
inference and cluster mass calibration from a combination
of weak lensing measurements and tSZ cluster abundances.
Specifically, we combine cluster number counts with the
spherical harmonic cosmic shear power spectrum and the
cross-correlation between cluster overdensity and cosmic
shear. We use a halo model [17-20] framework for
modeling the observables and their full non-Gaussian
covariance. Using this framework, we forecast constraints
on cosmological and mass calibration parameters for a
combination of LSST and SO and investigate the different
sources of cosmological and astrophysical information.
Finally, we compare our results to those obtained with more
traditional tSZ mass calibration methods, which are based

5https://act.princeton.edu/ .
(’https://pole.uchicago.edu/ .
7https:// www.darkenergysurvey.org/.

on stacked measurements of cluster weak lensing (for a
summary of the method, the reader is referred to, e.g.,
Ref. [11]; for examples of stacked weak lensing analyses,
see, e.g., Refs. [21,22]). Although we focus on forecasting
the constraining power of future experiments in this work,
the methods presented here are equally applicable to joint
analyses of current surveys, such as ACT, SPT, and DES.
This paper is organized as follows. In Sec. II, we present
the cosmological observables used in our analysis.
Section III outlines the theoretical modeling of the observ-
ables within the halo model, and in Sec. IV, we derive
expressions for the joint covariance between the probes
considered. Section V describes our fiducial assumptions
for forecasting joint constraints from LSST and SO,
and Sec. VII describes the forecasting methodology. We
present our results in Sec. VIII and conclude in Sec. IX.
Implementation details are deferred to the Appendixes.

II. OBSERVABLES

In this work, we investigate the potential of joint
analyses of tSZ cluster number counts and cosmic shear
to simultaneously calibrate cluster masses and constrain
cosmological parameters. To this end, we focus on com-
bining cluster number counts N\ with cosmic shear power
spectra C”/ and cross-correlations between cluster over-

density 6. and cosmic shear, C‘;f‘y. In the following, we
describe these observables in more detail. Unless stated
otherwise, all theoretical predictions in this work assume a
flat cosmological model, i.e., ; = 0.

A. tSZ cluster number counts

1. Cluster detection

The modeling of both the thermal Sunyaev-Zel’dovich
signal and cluster detection in this work closely follows
Ref. [11]. We give a brief summary below but refer the
reader to Ref. [11] for more details.

The thermal Sunyaev-Zel’dovich effect is a secondary
anisotropy of the CMB due to inverse Compton scattering
of CMB photons with energetic, free electrons in galaxy
clusters (for a review of tSZ cosmology, see, e.g., [3]). The
tSZ effect leads to a characteristic spectral distortion of
the CMB blackbody spectrum that is proportional to the
integrated pressure along a given direction @, given by (see,
e.g., [3,23])

AT 1.6) = f() -1 / AP, (1.6) = FL)y(®). (1)

Tems myc

In this equation, f(v) is defined as f(v) = xcothx/2 —4
with x = hv/kgT oy, where Teyp denotes the CMB
temperature and 4 and kp are the Planck and Boltzmann
constants, respectively. Furthermore, m, denotes electron
mass, o7 is the Thompson cross section, P,(I,0) denotes
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the three-dimensional cluster pressure profile, and d/ is the
line-of-sight distance in direction 6. Finally, we have
defined the dimensionless Compton-y parameter y(6),
which determines the amplitude of the tSZ signal. We
model P,(1,0) following Ref. [11], adopting the analytic
pressure profile from Ref. [24] with the parameter values
given in Ref. [11].

Following Ref. [11], we assume that a matched-filter
applied to a CMB map is used to define a cluster. For each
detected cluster, we define the spherical aperture tSZ flux
as [25]

47 Rso0 o}
Ysoo = —— drr2—P,(r), 2
=g PR @

where D, (z) denotes the physical angular diameter dis-
tance and Rjsqq is the radius where the density equals 500
times the critical density of the Universe at the cluster
redshift z. The quantity Y5 is not directly observable as it
depends on Rsg, which is poorly constrained from CMB
data alone. Several different approaches to relating a given
measurement of the integrated Compton-y parameter to
Y500 have been employed in the literature (see, e.g.,
[5,26,27]). In the following, we briefly review the approach
taken by the ACT Collaboration [5,28], referring the reader
to the references for a description of alternative methods. In
this approach, the integrated Compton-y parameter is
obtained from CMB maps filtered on a fixed angular scale.
These measurements can be related to Yy, by assuming a
fiducial cluster pressure profile as well as a cosmological
model. As an alternative to using a fixed filter scale, CMB
surveys can be combined with overlapping optical or x-ray
surveys (e.g., eROSITA®), which provide estimates for
Rs0o. In this work, we do not consider Ysn,-modeling
uncertainties for simplicity.

For a given multifrequency CMB experiment, the uncer-
tainties in measuring Ysqy, denoted oy (M, z), are deter-
mined by the noise and resolution of the different frequency
maps. These uncertainties depend on the number of CMB
map pixels covered by a given cluster, which depends on the
angle subtended by Rs, and thus the cluster halo mass M.
Therefore, the quantity oy (M, z) is mainly determined by
M. In order to compute o (M, z), we again follow Ref. [11]
and refer the reader to that work for further details.

2. Mass-observable relation

As the quantity Y5y, is obtained by integrating the
Compton-y parameter over the cluster’s extent, it is a
measure for the total thermal energy of the cluster. We thus
expect Ysq to be a measure for the cluster halo mass M J

8https://www.mpe.mpg.de/eROSITA.

Here M denotes a generic mass definition and we transform
between definitions as needed. The procedure chosen to trans-
form between mass definitions is outlined in Appendix A.

The relation between the mean flux Y5y, and the underlying
halo mass M is the main systematic uncertainty in tSZ
cluster cosmology. In this work, we follow Refs. [11,25,29]
and model this relation as

- M a
YSOO(MSOO’ Z) == Y* {%] Yeﬁ}’l()gZ(MSOO/M*)(l + Z)J’Y

Da(z) 172
xE(2) [100;1 Mpc} ’

(3)
where log denotes natural logarithm and M5 is the mass
enclosed within the radius where the density equals 500
times the critical density of the Universe at the cluster
redshift. The quantities ay and Sy account for the first and
second order mass dependence and yy parametrizes a
redshift dependence, additional to that expected from
self-similar evolution. Furthermore, Y, and M, are con-
stants and E(z) = H(z)/H,. The quantities H(z) and H,,
denote the Hubble parameter and its present day value,
respectively. The distribution of true tSZ fluxes is usually
assumed to take a log-normal form around their mean Y5y,
ie., (e.g., [25])

1

v 271'0'10g Ys00 (M’ Z>
(log Y5 —log ¥500(Ms00.2))? /207 (M.z)

500 log Y50

where we have introduced the intrinsic mass- and redshift-
dependent scatter 6y, y,, (M, z), which we model as [11]

P(Yt5r35|M500, Z) =

X e

M sy | %
GlogYsoo(M’ Z) = Ology, [%] (1 + Z)yd' (5)

In the above equation, a, and y, parametrize the mass and
redshift dependence of the intrinsic scatter, respectively.

3. Cluster number counts

The probability to observe a galaxy cluster at redshift z
with mass M, true tSZ amplitude Ygrgg, and observed tSZ

amplitude Y25 is given by

p(M,z, Y$55, YS65) = p(YS60) P(YS551YS65) P (M, 2| Y55
(6)
Using
p(M,z)
PM.2|Y555) = ey PYSRIM. 2), (7)
p( 500)

we can rewrite Eq. (6) as
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P(M. 2. Y555, YS5)
Yobs
= PUS) vty p (M, 2)p (VML) (8
p(Y55)

Here p(M, z) denotes the normalized halo mass function
(as we are computing the probability to observe a cluster),
p(YS§|M, z) is the probability that a cluster of Y4y at
redshift z has halo mass M, and finally p(Y5|Yie) =
p(YS)/p(YEse) p(YIue| Yehs ) denotes the survey-specific
cluster selection function. The selection function quantifies
the probability of measuring Y205 for a true tSZ flux Y5
and is determined by the experimental uncertainties dis-
cussed in Sec. [T A 1.

If we instead set p(M,z) to the unnormalized halo
mass function, i.e., p(M, z) = dn/dM, then Eq. (8) gives
us the number of detected clusters with M, z,Y' 3’85, YIS,
Therefore, the observed number of thermal Sunyaev-
Zel’dovich detected galaxy clusters in redshift bin i with
Z € [Zimin» Zimax) and tSZ signal amplitude bin a with
Y3 € (VS5 YShi™) becomes

N, = NCI(AYgB?),(z’ AZi)

cla
_ Qs /Zi,max dZ C d_v / de_n
. H(z)dy dm

i,min

dY&s

obs,max

500.a

<[ ar eI (ML), (9)
500,

where we have integrated over halo mass and Y15, which
are not directly observable. Here, dV/dy=y? denotes the
comoving volume element in comoving distance, and we
have performed the integration over a solid angle, which for
a survey covering a sky fraction fg, yields Q,=4nfg.
Defining the integrated survey selection function for Y%
bin « as

obs,max

Su(Vies M. 2) = / Wy p(YeE|YEE).  (10)

obs.min
YSOO.a

we finally obtain

. Zimax dV d
;]a:szs/ dzL—/dM—"
. Zimin H(Z) dX dM

< [ avgep(rgin. . (v M) (1)

Using the results derived in Sec. Il A 1, we can obtain an
expression for S, (Y4, M, z). Let us assume a detection
threshold for clusters given by goy(M, z), where oy (M, 7)
denotes the noise in the ¥ measurement for a cluster of halo
mass M at redshift z and ¢ is the detection level.'” This
leads to [25]

Oy this work, we set ¢ =5, which corresponds to a 5o
detection threshold and is typical for CMB tSZ detections.

obs,max

500,
sa(rggma) = [

max(goy., Ygg;:!‘i“)

dysgp(Y$lvses)-  (12)
Assuming a Gaussian distribution for p(Y5|Yie) given
by [25]

p(Y(S)BB‘Ytrue) _ 1 e—(Yggg—Yggg)z/zzyfv(M,z) (13)

07 2noy (M, z) ’

we finally arrive at [25]

1 Yobs.nllax _ Y[rue
S(I(Ygrg&M’Z) — |:erf (500’(500)

2 \/EO-N(M7Z)
obs,min rue
—erf (maX(CIUNv Y00 )= Ytsoo)] . (14)
\/EUN(M,Z)

where oy(M,z) is fully determined by experimental
uncertainties.

B. Power spectra

We combine cluster number counts with two different
power spectra: the cosmic shear power spectrum and the
cross-power spectrum between cluster overdensity and
cosmic shear. 4

Let us consider two tracers a,b € [y;, 6 ], where y
denotes cosmic shear and J. denotes cluster overdensity.
Furthermore i, j label the respective redshift bins and « the
tSZ amplitude bin. Employing the Limber approximation
[30-32], we can write their spherical harmonic power

spectrum as

& W G@)W(x(2))

= “HE) 27 (z)
X P <k = f;(zl)/z , z), (15)

where c is the speed of light, y(z) is the comoving distance,
and P,;,(k,z) denotes the three-dimensional power spec-
trum between probes a and b. The quantity W¢(y(z)) is a
probe-specific window function, which we discuss next for
cosmic shear and cluster overdensity.

1. Cosmic shear power spectrum

Cosmic shear is sensitive to the integrated matter
distribution between source galaxies and the observer,
and the cosmic shear kernel W (y(z)) is given by

2 Zh . N —
Witate)) =520 [ a2, g

where n'(z) denotes the normalized redshift distribution of
source galaxies in redshift bin i, y, is the comoving

083505-4
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distance to the horizon and a denotes the scale factor. As
cosmic shear is sensitive to all gravitationally interacting
matter in the Universe, we further set P, (k, z) = P,,,(k, z),
where P,,,,(k, z) denotes the matter power spectrum.

The observed cosmic shear autopower spectrum receives
an additional contribution due to shape noise from intrinsic
galaxy ellipticities. We model the shape noise power
spectrum of redshift bin i as Ni, = 67,;/Mloyce, Where
il ouce denotes the mean angular galaxy number density
and o, ; is the standard deviation of the intrinsic ellipticity
in each component.

2. Cross-correlation between cluster overdensity
and cosmic shear

Galaxy clusters are a biased tracer of the matter dis-
tribution, and their clustering properties can therefore be
analyzed analogously to galaxy clustering. In this work, we
focus on the angular power spectrum between cluster
overdensity and cosmic shear, which can be computed
by cross-correlating maps of cluster overdensity and galaxy
ellipticity. The redshift distribution of galaxy clusters with
tSZ amplitudes in AY‘;gaa, detectable by a given survey, is
determined by their number density as a function of redshift
(see, e.g., [33]). From Eq. (11) we thus obtain

Ncl,a<z) = NCI(Z’ Ayggéa)
-0, dv / a3
H(z) dy dm
< [ argop(rggin. s M. (1)

Finally, normalizing Eq. (17) to unity by dividing by
the total number of observable clusters in tSZ bin
aN . = [dzN,(z), we obtain the redshift distribution
of galaxy clusters as

NC a
ncl,a(z) = j\/l',il(Z) (18)

In addition to considering bins in tSZ amplitude, we can
subdivide the galaxy cluster distribution into redshift bins.
We denote the resulting distributions by n; (z), and the

cla
window function Wfsd’a( x(z)) thus becomes

Wi (o) = 2D, (19)

Cc

While the cross-correlation between cosmic shear and
. S . . .
cluster overdensity C* is free from observational noise,

the autocorrelation of the cluster overdensity C‘;f‘ﬁd is
subject to Poisson noise. In this analysis, we model this

; i — 1/ 7i
noise power spectrum as Ny 5 = 1/i ,, where i,

denotes the mean angular density of galaxy clusters in tSZ
amplitude bin a and redshift bin i.

3. Systematics modeling

We account for potential systematic uncertainties in the
cosmic shear measurement by including simple models for
these systematics in our theoretical predictions.” The most
important observational systematics for cosmic shear are
photometric redshift uncertainties and multiplicative biases
in measured galaxy shapes, while effects of baryons on the
matter power spectrum (see, e.g., Refs. [35,36]) constitute
the largest theoretical systematic uncertainty. In this work,
we account for photometric redshift uncertainties and
multiplicative shear bias as described below, but we leave
a treatment of baryonic effects to a future application of this
methodology to data. We note, however, that baryonic
effects severely limit the range of scales used in current
cosmic shear analyses and thus their statistical precision. In
the case that no mitigation techniques become available in
the near future, these uncertainties will also significantly
impact future weak lensing surveys such as LSST, and thus
the constraints derived in this work.

Photometric redshift uncertainties. For each tomographic
redshift bin i, we parametrize the impact of photo-z
uncertainties as

ni(z) « ij(z + Az;), (20)

where n; denotes the true, underlying redshift distribution,
while 7; is estimated from the galaxy photo-zs. The
parameter Agz; allows us to marginalize over potential
biases in the mean of the redshift distributions.
Multiplicative shear bias. The estimated weak lensing
shear 7 is prone to multiplicative calibration uncertainties,

which we model as (e.g., [37])

7= 0+m)y. (1)

In the above equation, y is the true galaxy shear and m;
denotes the multiplicative bias parameter for tomographic
redshift bin i.

III. THEORETICAL MODELING

To model all angular cosmic shear power spectra C/, we
compute nonlinear matter power spectra P,,,,(k, z) using
the Halofit fitting function [38] with the revisions by
Ref. [39]."% We compute theoretical predictions for all
other observables and their covariances using the halo

""The main systematic uncertainty for tSZ cluster number
counts is the Y — M relation, which we discuss in Sec. Il A 2. We
note that we do not account for possible halo assembly bias when
modeling the cluster overdensity, as the magnitude and signifi-
cance of the effect are currently a matter of investigation (see,
e.gs Ref. [34])).

"This choice is motivated by the fact that the halo model
described below is not able to accurately model power spectra in
the transition regime between the 1- and the 2-halo terms [40].

083505-5
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model [17-20]. In this model, the three-dimensional power
spectrum P, (k,z) is split into two distinct terms, the
1-halo and the 2-halo terms. The 1-halo term quantifies
clustering within a single halo, while the 2-halo term
accounts for the contributions to P, (k,z) coming from
the relative clustering of tracers in different halos. These
two quantities can be written as

Pyy(k.z) = Ig,(k.k. 2).
P2 (k,z) = IL(k,2)1}(k, 2) Py (K, 2), (22)
and the total power spectrum then becomes
Pub(k’ Z)

In Egs. (22) and (23) we have used the general notation
(see, e.g., [16,41])

T k) = [ a1 1) [Tl 101

i=1

= Pyy(k.2) + Pij (k. 2). (23)

(24)

where by, ,(M) is the nth order halo bias and we define
by (M) = b, (M), b;, o = 1. The quantity i, (k;, M) is the
Fourier transform of the normalized profile of the distri-
bution of a given tracer within a halo of mass M and (- - )
denotes an ensemble average.

In order to model P, (k,z), we additionally need
expressions for the normalized density profiles for all
probes considered, which we will discuss next.

A. Cosmic shear

Cosmic shear is sensitive to all matter in the Universe, and
we can therefore employ the halo model quantities for the
matter distribution when predicting the statistical properties
of cosmic shear."”® We define i, (k, M) = M/p,u,(k,M),
where p,, denotes the comoving matter density, and set
it,(k, M) = ii,, (k, M). We further assume a Navarro-Frenk-
White profile [42] for the Fourier transform of the matter
distribution inside a halo of mass M, i.e., [42]

Uy (kM) = {IH(IJFC)_l—iJ_I
) {Sinx[Si((l +¢)x) = Si(x)]

+ cos x[Ci((1 + ¢)x)

— Ci(x)] _M}

(1+c)x
(25)

YAs outlined at the beginning of this section, we employ the
halo model to compute cosmic shear cross-correlations and
covariances, while we use Halofit to compute cosmic shear
power spectra.

where x = kR /c, R, denotes the halo radius, ¢ = ¢(M) is
the concentration parameter, and Si/Ci denote the sine and
cosine integral functions.

B. Galaxy cluster overdensity

We follow Refs. [16,43] and assume that each halo of
mass M contains at most one galaxy cluster, which is
located at its center. In order to derive the Fourier transform
of the normalized cluster density profile, we first consider
the number density of galaxy clusters in redshift bin i and
tSZ amplitude bin a as a function of position r. This can be
written as

rale) =3 [ arssp(rin.

X Sa<Yt5r88’M’ 2)op(r;)), (26)

where 8p(r) denotes the Dirac delta function. Switching
from discrete to continuous variables, we obtain the mean
cluster density in the tSZ and redshift bin as

ﬁlea_/deM/ Yo p(YSe61M, 2)Sq (Y555, M, 2).
(27)

Finally, using the fact that the Fourier transform of the
Dirac delta function equals unity, we obtain

J AYSEp(YSE§IM. 2)
_él.a

Sa(Ys00: M. 2)

i, (k. M) = (28)

C. Halo model implementation

We compute the halo mass function dn/dM and the halo
bias b, (M) using the fitting functions derived in Ref. [44].
We further assume the concentration-mass relation of halos
c(M) to follow the fitting function derived in Ref. [45].
Unless noted otherwise (e.g., Msg), halo masses are
defined with respect to the mean matter density p,, and
we assume a virial collapse density contrast as given by
Ref. [46]."*

We further note that the 2-halo term for matter converges
to Py, (k, z) as k — 0. This imposes a nontrivial constraint
on 1}, (k,z) as

/dM;CIbh( )Z Y (29)

We enforce this constraint by adding a constant to all halo
model integrals for the matter density when computing
cosmic shear cross-correlations and covariances [47], thus

“We note that we transform A. as given in Ref. [46] to be
relative to the matter density instead of the critical density.
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correcting for the finite minimal mass cutoff. This correc-
tion is not necessary for other tracers considered in this
work, as these have a physical mass cutoff in all halo model
integrals.

In this work, we compute theoretical predictions for
cosmological observables using the LSST Dark Energy
Science Collaboration (DESC) Core Cosmology Library
(CCL") [48].

IV. COVARIANCE MATRIX

We compute the joint covariance matrix of cosmic shear,
tSZ cluster number counts, and the cross-correlation
between cosmic shear and cluster overdensity analytically
using the halo model. The resulting expressions for all
possible combinations between these probes are discussed
below. With the exception of the Gaussian covariance of
angular power spectra, which does not include mode-
coupling effects due to observing only a fraction of the
sky (see, e.g., Ref. [49]), these expressions will be useful
for both forecasts as well as analyses using real data.

A. Cluster number counts

The autocovariance of cluster number counts in redshift
bins i, j and tSZ Y bins a, f can be subdivided into a
Poissonian and a halo sample variance (HSV) part, i.e.,

Cov(N!

cla’

Ngm) = Covp(NV!

cla’

Ny

+ Covysy (N4 'él,ﬂ)- (30)

The Poissonian part of the total covariance accounts for the
fact that clusters are discrete tracers. The HSV, on the other
hand, quantifies correlations between cluster number counts
in different Y bins caused by estimating these quantities
from a finite survey volume (see, e.g., Refs. [50,51]).
Recently, Ref. [52] found that halo exclusion effects provide
an additional contribution to the covariance of cluster
number counts as well as the cross-covariance between
cluster number counts and angular power spectra. In this
work, we do not include these effects but leave modeling
thereof to future work.

In this work, we follow Refs. [16,53] and estimate the
Poissonian contribution to the total covariance as

COVP(Nél,av él,/}) = 55[353Né (31)

Lo’

where we assume nonoverlapping cluster number count bins
in tSZ amplitude and redshift and set cross-correlations
between cluster number counts at different redshifts to zero.

Phttps://github.com/LSSTDESC/CCL.

The halo sample variance can be estimated as [16,53,54]

Covsy (N g N él,/})

<i.max C dV 2 dl’l
= 5,2 d — dM — b, (M
092 [ aeis ] [ o genon

i,min

[ avsgsp(rgsian.2)s.(v5.1.)

d
| [aw gimnton) [avggpirine.o

X S,V M z>] G2). (32)

The quantity o7 (z) is the variance of the long wavelength
background mode d; g over the survey footprint, given by
dk?

o Pk, )Wk 2)P. (33)

612) (Z ) = (271’)2

In the above equation, W(k 1,z) denotes the Fourier
transform of the survey footprint, which we approximate
as a compact circle with an area matched to our dataset:

_ 204 (ko x(2)8;)

Wk, .z)= k220 . Oy=arccos(1-2fyy). (34)

where J;(x) is the cylindrical Bessel function of order 1.

B. Angular power spectra

The covariance of two angular power spectra C4” and
Cf;i can be written as the sum of a Gaussian, non-Gaussian,
and supersample covariance (SSC) part, i.e.,

Cov(Ce, C4l) = Covg(CY, C5) + Covng(CEP, C
+ Covgsc(Ce, C4f). (35)

The non-Gaussian covariance accounts for mode coupling
due to the non-Gaussianity of the fields being cross-
correlated. Finally, the SSC quantifies the coupling of
small-scale modes due to the presence of long, supersurvey
modes (see, e.g., Refs. [55,56]).

The Gaussian covariance matrix is given by (see, e.g.,
[16,57])

Osp
ab cedy — ____ “0C
Covg(CY, CY) = (2¢ + 1)Al f gy o

x [(Cfe +00N) (Cet + 8p,N™) - (37)
+ (3 + 0N (Co + 65 N")], (38)

where AZ accounts for possible binning of the angular
power spectra C% into band powers. The quantities N
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denote the noise power spectra, which are nonzero only for
autocorrelations. The expressions for these noise power
spectra for the probes considered in our analysis are given
in Sec. II B.

The non-Gaussian covariance 1is given by the
angular projection of the three-dimensional tn'spectrum16
Te%<d(ky, ky, k3, ky) as (see, e.g., [16])

d?¢ dzf’
Covng(C¥,C4l) = / / /
o f\efl ’\efz A(Z))A

y d){ )(WC()( Wd()()
X Tl = x.C [y~ x). (39)

The quantity A(Z;) denotes the area of an annulus of width
AZ; around ¢;, ie., A(Z;) = f\flef, d?#, which is approx-
imately given by A(¢;) = 2zA¢;¢; for £; > AZ,.

Using the halo model, the trispectrum 7%<? can be
written as (e.g., [56])

bed __ bed,1h abcd2h abcd,2h
T{l C Tl,l C + (T + T13 )

+ Tahcd,Sh + Tabcd,4h’ (40)
where

Tade’lh(kw kb? kc’ kd) - Igbcd<ka’ kbv kc’ kd)

T;ng.Zh (km kh’ kcv kd) Plln( ab) ab(ka’ kb) (ku kd)
+ 2 perm.,

T3 (K Ky K K ) = P (k)L (ko) g (ki ey k)
+ 3 perm.,

T3k, ky, Ko kg) = BT (kg Ky, Kea) L (ko) T, (kp)
x 1! (k.. kg) + 5 perm.,
= TPT(kaf kbv kw kd)llll(ktl)

x I (k) Ie (k) g(ka). - (41)

Tabcd,4h (km kb» kc7 kd)

Here, k,, =k, +K,, and the quantities BT and T°T
denote the matter bi- and trispectrum, respectively, as
estimated using tree-level perturbation theory. The full
expressions for these terms can be found in Ref. [56].
For simplicity, we follow [16] and approximate the 2- to
4-halo trispectrum as the linearly biased matter trispectrum
and only include a probe-specific 1-halo trispectrum con-
tribution. Specifically, we set

Tabcd Tabcd 1h Ny bbb b T 2h+3h+4h (42)

"*The trispectrum is the connected part of the four-point
function.

where T@bcd1h and Tm2h+30+4h are computed following
Egs. (41). For T®<41" e evaluate Eq. (24) for probes a, b,
d, c, while for T™2+3/+4h e use the corresponding
expressions for the matter distribution. Finally, b, denotes
the linear bias of tracer a predicted using the halo
model, i.e.,

b= [aM g b0nm0.M). (@)

and we set b,(M) = 1. From Eq. (24), we see that the
1-halo trispectrum is given by

Tabcd,lh(k kba kc’ kd)
dn . . .
= [ A kM) M) e M i D))
(44)

A special case arises when T%<¢!"(k, k,, k., k;) con-
s

cla’ cl./} (Set to

tracers c, d without loss of generality), as a halo can at most

contain a single cluster. Accounting for this fact, we then
obtain

tains two cluster number count tracers &

Tabedlh(k Kk, k,.ky)

=0;; M—1ii M)ii M)~
51]5(1/)’/(1 dMua(ka’ )ub(kbv ) (ﬁlcl,a)z

Finally, we compute the supersample covariance con-
tribution following the treatment of [16], i.e.:

(45)

COVSSC (C;b s C;/d)

_ / dy W) WP GO)We )W () OP o (€ /1. 2(x))
)(4 Dds

< LACIED i), (46)

The quantity 0P, (k, z)/ 08 s denotes the response of the
power spectrum P, to a large-scale density fluctuation,
which we estimate using the halo model and results from
perturbation theory as (e.g., [16])

aPab(k’Z) _ @_ ldlogk3plm(k Z)
s

2173 dlogk )I(k)lh(k)Pnn(k,z)

+I¢11b(k’k) - (ba,a#y+bh.b¢y)Pab(k’Z)' (47)

The last term in Eq. (47) accounts for the fact that observed
overdensity fields are computed using the mean density
estimated inside the survey volume.

For consistency with our implementation of the trispec-
trum, we compute the response function 9P (k, z)/08 g
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for a given probe as the linearly biased response of
the matter field."”

C. Cross-correlations between cluster number counts
and angular power spectra

Finally, the cross-covariance between cluster number
counts and angular power spectra vanishes for purely
J

Zimax wa wh av
Covng(NE . CeP) = Qs/zmm dZHc (x(2)W°(x(z))dvV

(2) 7*(z2)

X

{f o
+ ({ dM—bh( )it g(k,M)/lesr(L)'Sp(Y500|M’Z)Sa(ytsrgg,MJ)] [/dM
/

Gaussian fields, but it receives both non-Gaussian and
SSC contributions, i.e.,

Cov( C%") = Covng(NG cli’ ce")

+ COVSSC (Ncl i Cab) (48)

clt’

Following Refs. [51,53], we can write the non-Gaussian
part of this cross-covariance as

ol MYt . ) [ QY83 p(YSIM. 2)5, (Y5, M.

dn

aM bh( )

»(k, M)

+| [ am o ) [ dYtoopwgfgsM,z>sa<Ygf33,M,z>]

[ / dM(;i—A’;bh( M)i a(k,M)Dplm(k,z)}. (49)

Furthermore, the SSC covariance is given by (see, e.g., [16,53])

Zi.max we Wb dv
Covgsc(NG,. C%) = s/ d)(()())(z()() & {/
8Pab(f/)(v z2(x) ,

S o))

V. COMBINATION OF LSST AND SO

We assess the potential of a joint analysis of tSZ number
counts, cosmic shear, and the cross-correlation between
cluster overdensity and cosmic shear to simultaneously
infer cosmology and mass calibration by performing a
Fisher matrix forecast for a combination of LSST and SO."®
The survey specifications assumed for each survey and
probe are detailed below.

A. LSST specifications

We follow Ref. [11] and model an LSST-like survey
assuming a sky coverage of 18,000 square degrees (cor-
responding to fg, = 0.4), an angular galaxy number

"In order to test the robustness of our results to this
approximation, we also compute the SSC contribution to the
covariance using the probe-specific halo model quantities in
Eq. (47). We find our forecasted constraints to be unaffected by
this change and therefore resort to the approach described above
for consistency.

We note that a similar analysis could be performed for
current surveys, such as ACT, SPT, and DES.

dn

a3 b, () / AYEe (VI |V ), (Vi M. 2)

dm

(50)

density for the weak Ilensing sample of iy =
20 arcmin™? and standard deviation of the intrinsic ellip-
ticity in each component of ¢, = 0.3. We further assume
the redshift distribution of these galaxies to follow the
functional form given in Ref. [58]:

n(z) « e, (51)

where we set zy = 0.3. The assumed redshift distribution
roughly matches the one outlined in the LSST DESC
Science Requirements Document [59], while both the
intrinsic ellipticity and angular galaxy number density
are more conservative and are derived by extrapolating
results from the Hyper-Suprime Cam (HSC) survey [60].
We subdivide the galaxies into four tomographic redshift
bins of approximately equal galaxy numbers between
redshift zp, =0 and zy, =3 and estimate the true
redshift distribution in each photometric redshift bin
i using (e.g., [61])

This leads to the following redshift bin edges Zpin i, Zmax.i =
[0.,0.57],[0.57,0.89],[0.89, 1.41], [1.41,3.] for i =0, ..., 3
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TABLE I. Summary of assumed survey specifications for SO
LAT (see also Table 1 in Ref. [63]).

Frequency FWHM Noise (goal)
[GHz] [arcmin] [#K arcmin]
27 7.4 52

39 5.1 27

93 2.2 5.8

145 1.4 6.3

225 1.0 15

280 0.9 37

nilz) = / e p(gln(z). (52)

min, i

where z,, denotes photometric and z, true redshift, respec-
tively. Finally, we model p(z,|z,) assuming z, to be
Gaussian distributed around z, with ¢, = 0.05 [62].

We compute spherical harmonic power spectra for
all auto- and cross-correlations between those redshift bins

in 13 angular multipole bins between ¢, = 100 and
Coax = 4600.%°

B. SO specifications

We model the expected survey specifications for SO
following Ref. [63], focusing only on the Large Aperture
Telescope (LAT). We assume observations in six frequency
bandpasses with beam full-width half-maxima (FWHM)
and white noise levels for a sky coverage of fy, = 0.4 as
given in Table I (cf. Table 1 in Ref. [63]). We additionally
model the atmospheric noise contribution following
Ref. [63] and refer the reader to their Sec. I1.2 for more
details.

1. Cluster number counts

We subdivide the cluster number counts into five bins in
redshift between z.;, =0 and z,,, = 1.5. The maximal
cluster redshift is chosen in order to ensure a large
enough source sample for mass calibration. Furthermore,
photometric redshift uncertainties for LSST are expected
to increase significantly at high redshift, which will
further limit the usage of high redshift galaxies for mass
calibration. We subdivide each of these redshift bins
into roughly 15 tSZ amplitude bins between Y ‘S’Bf),min =
4x 107" and Y =3 x 1078 The exact bin edges
and bin numbers considered depend on the cluster redshift
bin, as we follow observational analyses (see, e.g., [64])
and ensure that each bin contains at least a single galaxy

*’The maximal angular multipole is chosen in accordance with
previous LSST forecasts; see, e.g., Refs. [16,62]. Furthermore,
we choose the bin centers as £, = {100,200, 300, 400, 600,
800, 1000, 1400, 1800, 2200, 3000, 3800, 4600}.

21 . . . .
cluster.” The exact bin configurations are given in

Appendix B 1.

2. Cluster lensing

In order to measure the cluster lensing cross-correlation
Cff“‘, we subdivide the cluster overdensity field into four
redshift bins between z.,;, = 0 and z,,,x = 1.41 and four

tSZ amplitude bins between Y5 . =4 x 1071 and
Y3 max = 1.4 x 107, We remove five bins from this
subdivision, as they contain less than one cluster, which
leaves us with 11 cluster overdensity bins.” Furthermore,
we only include cross-correlations between galaxy cluster
overdensity and cosmic shear for bin combinations for
which the lenses are located behind the clusters. These
is/
specifications leave us with 20 cross-power spectra C; 5“"“,
which we compute for 16 angular multipole bins between
i = 100 and #,,,, = 9400.”

Finally, when combining LSST and SO, we assume full
overlap between the two surveys over a fraction of the sky
Sy = 0.4. Figure 1 shows an example for each of the three
observables considered in our analysis, computed accord-
ing to the survey and binning specifications given above.

VI. METHODOLOGY FOR JOINT COSMOLOGY
AND MASS CALIBRATION

We forecast constraints on cosmological and mass
calibration parameters from a joint analysis of cluster
number counts, cosmic shear, and cluster lensing power
spectra, assuming a Gaussian likelihood given by

1
X e—%(DObS—D‘hw’)TC—l (IDebs_ytheor) (53)

3

ﬁ(DObS|9) —

where C denotes the non-Gaussian covariance matrix,
computed as outlined in Sec. v Furthermore, D is
the observed data vector, given by

*'We note that not applying this cut results in significantly
tighter constraints on mass-calibration parameters. However, we
choose to not include low cluster number count bins for two
reasons: (i) these bins mainly correspond to the high mass end of
the mass function, where the approximations made for computing
the covariance matrix in this work might break down, and
(ii) including bins with very few objects can cause numerical
instabilities in Fisher matrix computations.

“The exact bin configurations are given in Appendix B 2.

“This choice of maximal angular multipole ensures that we
include a significant amount of information coming from the
1-halo term and is similar to earlier analyses, e.g., [16].
Furthermore, the bin centers are chosen as &pe. = {100,
200,300,400,600,800, 1000, 1400, 1800,2200,3000,3800,4600,
6200,7800,9400}.

'We note that when computing the inverse covariance matrix,
we first invert the correlation matrix and then transform back to
the inverse covariance matrix. This avoids numerical instabilities
due to the large dynamic range in the covariance matrix elements.

083505-10



JOINT COSMOLOGY AND MASS CALIBRATION FROM THERMAL ... PHYS. REV. D 102, 083505 (2020)

1000

Y
‘

£ 750
— O
S S 102
=~ ~ 500
= =
+ +
L T 250
% 105 \:J 10 )
0
102 108 102 10 104 1o 10710
t e Yo
FIG. 1. Examples of the observables considered in this analysis. The leftmost panel shows the cosmic shear autopower spectrum for

redshift bin i =1 (zy, = 0.57, Zmax = 0.89), the middle panel shows the cross-correlation between cosmic shear bin i =3
(Zmin = 141,  Zg =3.) and cluster overdensity bin i=1, a=1 (Zn, =035 Zmu =0.7, Yy =3.08x 10712,
Yiax = 2.4 x 10711), and finally the last panel shows the cluster number counts for redshift bin i = 2 (zy, = 0.5, Zmax = 0.75).
We have subdivided the cluster lensing power spectrum into its 1-halo and 2-halo contributions. In all panels, the shaded regions show

the 1o uncertainties.
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FIG. 2.
cosmic shear, and the cross-correlation between cluster over-
density and cosmic shear obtained in this analysis.

Joint correlation matrix of tSZ cluster number counts,

Dobs _ (C}’il 7jt CYiann Cyil élél{al Cyi"’égll.):zm
- 14 ey P y “f Y ey P ’
11 lo
Ncl,/)’l AR NC],/}’(})ObS ’ (54)

and D" denotes the corresponding theoretical prediction.
The correlation matrix obtained in our analysis for the
experimental specifications given in Sec. V is shown in
Fig. 2. The full matrix has dimensions (n,n)=
(519,519) and consists of 130 C?/ measurements, 320
C?S“' measurements, and 69 A/, measurements. As can be

seen, the different probes are significantly correlated
and the importance of non-Gaussian contributions to the

ZThe correlation matrix Corr is obtained from the covariance
matriX C as COFI’U = C,// C“C”

covariance, which give rise to the off-diagonal elements,
increases with angular multipole ¢ and tSZ amplitude Y255

Traditionally, tSZ cluster mass calibration has been
performed in a two step process: in a first step, cosmic
shear, CMB lensing, or x-ray measurements are used to
derive prior constraints on cluster masses or mass calibra-
tion. In a second step, these prior constraints are folded into
the cluster number counts likelihood to derive constraints on
cosmological and mass calibration parameters. A number
of different approaches exist in the literature (see, e.g.,
[25,64—67]), which vary in the data used to derive priors on
mass calibration and their derivation. In order to further
validate the mass calibration method proposed in this work,
we compare its forecasted constraints to those obtained in
such a stacking analysis. For the stacked cluster number
counts likelihood, we closely follow the approach outlined
in Ref. [11]: we compute uncertainties on inferred weak
lensing masses assuming measurements of the real-space
cluster lensing signal for all clusters in the sample. These
constraints are used to derive cluster number counts binned
in redshift z, tSZ signal-to-noise ¢, and weak lensing mass
M. The measurements are finally used to compute
constraints on cosmological and mass calibration para-
meters assuming Poisson noise (i.e., neglecting the non-
Gaussian covariance discussed above%).

VII. FORECASTING METHODS

We use a Fisher matrix formalism to forecast constraints
on cosmological and mass calibration parameters for both
methods outlined above. The Fisher matrix allows for
propagation of experimental uncertainties to uncertainties
on model parameters. Under the assumption that the
dependence of the data covariance matrix on the parameters
of interest 6, can be neglected, the Fisher matrix for a given
experiment, measuring a data vector D, is given by (see,
e.g., [68-70])

**We have made this choice in order to maintain consistency
with the original analysis in Ref. [11].
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TABLE II. Summary of assumed fiducial model and parameters considered in the Fisher analysis.
Parameter Fiducial value Prior Description
H, 69.0 Planck” cosmology
Q,h? 0.02222 Planck cosmology
Q.h? 0.1197 Planck cosmology
Ay 2.1955 x 107° Planck cosmology
n 0.9655 Planck cosmology
wo -1.0 Planck cosmology
W, 0.0 Planck cosmology
Y, 242 x 10710 = mean of ¥ — M relation”
ay 1.79 mean of ¥ — M relation
Py 0.0 mean of ¥ — M relation
Yy 0.0 mean of ¥ — M relation
Olog ¥, 0.127 scatter of ¥ — M relation®
a, 0.0 scatter of ¥ — M relation
Yo 0.0 e scatter of ¥ — M relation
Az; 0.0 N(u=0,6=0.002)" photo-z uncertainties
m; 0.0 N(u=0,6=0.004) multiplicative shear bias
“See description in Sec. VIL
*See Eq. (3).

ZSee Eq. (5).

Here, A denotes a one-dimensional Gaussian distribution.

oD oD
Fop=—-C1—.
aff aeac agﬂ (55)

The Cramér-Rao bound states that the uncertainty on d,,
marginalized over all other 6, satisfies

AGy 2\ (F7)gg- (56)

Computing the Fisher matrix requires the assumption of
a fiducial model. In this work, we choose cosmological
parameter values close to those derived by the Planck
Collaboration in their 2015 data release using only temper-
ature data [71] (cf. the first column of Table 4 in Ref. [71]).
The fiducial values assumed for all parameters are sum-
marized in Table II.

We assess the potential of a combination of LSST and SO
to simultaneously constrain cosmology and mass calibra-
tion by mainly investigating its constraining power on the
time evolution of the dark energy equation of state
parameter w(a), parametrized as w(a) = wy + (1 — a)w,
(72,7317 We therefore focus on wow,CDM and forecast
constraints on the set of cosmological and systematics
parameters given by 0 = {H,, Q,h>, Q.h> Ay, ng, wy, Wy,
Y*’ Glog Yo Ay Vs Xy ﬂY’ Yy, AZ,’, mi}’ i € [0’ s 3]’ where
H, is the Hubble parameter, Q,h” is the physical baryon
density today, Q_h? is the physical cold dark matter density

we note, however, that we expect the methods presented
here to be useful for constraining any cosmological parameter
affecting late-time structure growth, such as the sum of neutrino
masses, »_; m, ;.

today, n, denotes the scalar spectral index, A, is the
primordial power spectrum amplitude at pivot wave vector
ko = 0.05 Mpc‘l,28 and w, and w, parametrize the equa-
tion of state of dark energy. We compute derivatives of the
observables with respect to these parameters numerically
using a five-point stencil with step ¢ = 0.0160, where 6
denotes any parameter considered in our analysis.”’ We test
the stability of our results by varying the parameter ¢ and
find our results to be largely insensitive to this choice.
Unless stated otherwise, we combine our constraints
with prior information from the Planck power spectrum
following Ref. [11]. Specifically, we include Planck tem-
perature information from angular scales 2 < # < 30 from
the full Planck angular sky coverage (fg, = 0.6), temper-
ature and polarization information from 30 < Z < 100
from the part of sky in which Planck and SO overlap
(fsky = 0.4), and finally temperature and polarization
information from 30 < £ < 2500 from the part of sky
covered by Planck but not by SO (fg, = 0.2). Including
the full Planck angular range and sky coverage, or the
forecasted SO primary CMB information was found to not
significantly impact forecasted constraints on w, and w,
[63], which are the primary focus of this work. We further
follow Ref. [16] and assume Gaussian priors on Agz;
and m; with standard deviations o(Az;) = 0.002 and

BWe note that for consistency with Ref. [11] we choose to
parametrize the power spectrum amplitude in terms of A, instead
of og, which denotes the rms of linear matter fluctuations in
spheres of comoving radius 8 2~' Mpc.

PFor parameters with fiducial values of zero, we set ¢ = 0.01.
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Forecasted constraints on a subset of cosmological parameters obtained in a joint analysis of LSST and SO for three different

data splits, where gg denotes cosmic shear, gdc denotes the cross-correlation between cluster overdensity and cosmic shear, and nc
denotes cluster number counts. The constraints are marginalized over mass calibration and cosmic shear systematics parameters. The
inner (outer) contour shows the 68% confidence limit (C.L.) (95% C.L.).

o(m;) = 0.004, respectively. However, we do not assume
any priors on the mass calibration parameters.

VIII. RESULTS

Figure 3 shows our fiducial forecasted constraints on a
subset of cosmological parameters™ for a combination of
LSST and SO, denoted gg+ gdc +nc’' in the figure.
These constraints are obtained from a joint analysis of SO
tSZ cluster number counts, LSST cosmic shear, and the
cross-correlation between cosmic shear and cluster over-
density, combined with prior information from Planck as
described in Sec. VII. The corresponding constraints on
mass calibration parameters are shown in Fig. 4. As can be
seen, the combination of SO clusters with LSST cosmic

*The full panel is shown in Fig. 7 in Appendix.

*'Here, gg denotes cosmic shear, gdc denotes the cross-
correlation between cluster overdensity and cosmic shear, and
finally nc denotes cluster number counts.

shear has the potential to provide rather tight constraints on
both cosmological and mass calibration parameters. As an
example, the dark energy equation of state parameters w;
and w,, are constrained to a level of ~8% and 6(w,) ~ 0.3,
respectively. These constraints can be recast into uncer-
tainties on w),, which denotes the value of the dark energy
equation of state at a pivot redshift z, where the uncertainty
on w), := w(zp) is minimized (see, e.g., [74,75]). For our
fiducial constraints we obtain o(w,) ~0.017 at a pivot
redshift of z, = 0.36. These results constitute an improve-
ment in the Dark Energy Task Force (DETF) Figure of
Merit [74] with respect to LSST cosmic shear alone of
approximately a factor of 2. In addition, we find tight
constraints on Hy and A, improving the uncertainties on
the primordial power spectrum amplitude by a factor
of 2, again compared to LSST cosmic shear. This also
implies tighter constraints on og, which is directly con-
strained by low-redshift large-scale structure observables.
Comparing our fiducial constraints to those obtained from a
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FIG. 4. Forecasted constraints on mass calibration parameters obtained in a joint analysis of LSST and SO for three different data
splits. The constraints are marginalized over cosmological and cosmic shear systematics parameters. The inner (outer) contour shows the

68% C.L. (95% C.L.).

combination of current Planck CMB and BAO data®> [76],
we find significant improvements in the constraints on H,
wy, and w,, with the dark energy figure of merit increasing
by a factor of approximately 9. Furthermore, our fiducial
constraints on w,, are comparable to those forecasted from a
combination of Planck CMB with data from the Dark

PSee https://wiki.cosmos.esa.int/planck-legacy-archive/images/
4/43/Baseline_params_table_2018_68pc_v2.pdf.

Energy Spectroscopic Instrument (DESISS) [77]. Looking
at the mass calibration parameters, we find a ~3% con-
straint on the amplitude of the Y — M relation, Y,.
Comparing this constraint to existing measurements is
complicated by the fact that the respective analyses
significantly differ in both methodology and constrained

https://www.desi.Ibl.gov/.
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parameter set. We note, however, that this constraint con-
stitutes a significant improvement compared to current con-
straints, which are at the level of 17% (see, e.g., Ref. [6]).
These results are especially remarkable, as the cosmological
constraints are fully and self-consistently marginalized over
uncertainties in the tSZ Y — M-relation and cosmic shear
measurement systematics and are derived accounting
for the full non-Gaussian covariance between cluster number
counts and the various cosmic shear observables. Similarly,
the constraints on mass calibration shown in Fig. 4 illustrate
the constraining power of LSST and SO when self-
consistently marginalizing over cosmic shear systematics.
In order to disentangle the contribution of separate
probes to these constraints, we compute forecasted con-
straints for two subsets of our full data vector: in the first
case, we combine only cosmic shear and cluster number
counts (denoted gg+ Nnc), and in the second case we

combine cluster number counts and the cluster lensing
power spectrum (denoted gdc + nc). The obtained con-
straints are shown in Figs. 3 and 4 alongside our fiducial
ones. From these figures we see that the combination
gg -+ nc yields cosmological parameter constraints com-
parable to those obtained from our fiducial case, while
leading to significantly weaker constraints on mass cali-
bration. The combination gdc + nc, on the other hand,
shows the opposite behavior; i.e., the cosmological con-
straints are weaker while the constraints on mass calibration
are comparable to the fiducial case. These results suggest
that adding cosmic shear to cluster number counts mainly
affects the cosmological constraining power. Combining
cluster lensing and number counts, on the other hand,
allows for precise mass calibration and breaks some of the
degeneracies between cosmology and the Y — M relation,
inherent to cluster counts alone.
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FIG. 6. Comparison of the forecasted constraints on mass calibration parameters obtained using the two methods outlined in Sec. VL.
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68% C.L. (95% C.L.).

It is interesting to ask which angular scales in
C;‘s“‘ contribute most to the constraints on the ¥ — M
relation. To this end, we forecast constraints for gdc +
nc restricting the angular multipole range for the
cluster lensing cross-correlation to ¢ <3000 as
compared to our fiducial case with Z < 9400. Somewhat
surprisingly, we find almost identical constraints on both
cosmological and mass calibration parameters in both

cases.”* This suggests that the constraints on mass cali-
bration are driven by the large and intermediate angular
scales rather than the smallest scales considered in our

3 As the constraints are almost indistinguishable, we do not
show them in any of the figures. In addition, further reducing the
multipole range to £ < 1000 only leads to modest increases in
parameter uncertainties.
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analysis. As can be seen from Fig. 1, these scales receive
contributions from both the 1- and the 2-halo terms of the
power spectrum. For the intermediate redshift bin shown in
Fig. 1, the 2- to 1-halo transition occurs at £ ~ 300, while
for the highest redshift bin, they are pushed to £ ~ 600. Our
results thus suggest that the amplitude of C?“‘ on relatively
large angular scales contains some information on mass
calibration, as also seen in Ref. [78]. The large-scale
amplitude of the cluster lensing signal is predominantly
determined by the cluster bias, which depends on mass, and
is therefore sensitive to mass calibration parameters, thus
allowing for constraining the mass-observable relation.
This is different from traditional mass calibration methods,
which solely focus on the 1-halo term and thus use
information from smaller scales to constrain the ¥ — M
relation.”> This complementarity therefore suggests an
interesting way to test for systematics in mass calibration
by comparing the results obtained with both methods.
We further test the methodology presented in this
analysis by comparing the obtained forecasted constraints
to those obtained performing a traditional stacking analysis,
as described in Sec. VI. As the stacking analysis does not
contain cosmic shear information, we only perform this
comparison for the gdc + nc data split. We constrain the
same parameter set and apply identical priors to both
methods, except that for consistency with existing analyses
we do not account for cosmic shear systematics when
forecasting constraints from the stacking method. The
resulting constraints are shown in Figs. 5°° and 6. As
opposed to the constraints obtained from the stacking
method, the constraints from the cross-correlation method
are fully marginalized over cosmic shear systematic uncer-
tainties and are derived taking into account the full non-
Gaussian covariance between cluster counts and cosmic
shear. From Figs. 5 and 6 we see that the cross-correlation
method nevertheless yields significantly tighter constraints
on cosmological parameters, especially Hy and A, where
we find a reduction in the 1o uncertainties of approximately
30% and 40%, respectively. For the mass calibration, we
find the cross-correlation method to yield comparable or
tighter constraints on the parameters entering the mean of
the Y — M relation [see Eq. (3)], e.g., fy. In contrast,
however, the obtained constraints on the scatter in the
Y — M relation [see Eq. (5)] are weaker. From Fig. 6 we see
that the larger uncertainties on these parameters are mainly
driven by increased parameter degeneracies obtained for

PA potential concern about using information from the large-
scale amplitude of the cluster lensing signal for mass calibration
is the uncertainty on cluster bias models. In order to test the
robustness of our results to these uncertainties, we forecast
constraints from gdc + nc accounting for a 10% uncertainty
in the amplitude of the cluster lensing power spectrum, finding
onlsy modest increases in parameter constraints.

“The full panel for the cosmological parameter constraints is
shown in Fig. 8 in the Appendix.

the cross-correlation method. This suggests that these
differences are not due to the mass calibration method
itself but rather due to the different treatment of cluster
number counts in both analyses: while the stacking method
allows for binning the cluster number counts in both My,
and Y ?5’8‘3, the number counts in the cross-correlation
method are only binned in YV 235 This lack of explicit mass
information in the cluster number counts can lead to larger
degeneracies and thus enhanced correlations between the
different mass calibration parameters. Further confirmation
comes from the fact that we find the derivatives of
the stacked cluster number counts with respect to the
parameters of 6.,y (M, z) marginalized over ¥ ‘5’85 to be
significantly larger than the derivatives obtained when
marginalizing the cluster number counts over Myy.
Another way of seeing this is that we find a loss of most
of the constraining power on the scatter of the Y — M relation
when using the stacked cluster number counts marginalized
over M. As discussed above, an additional reason for
these differences might be the fact that the constraints
derived using the cross-correlation method are fully mar-
ginalized over systematics in the cosmic shear and take into
account the cross-correlation between cluster number counts
and cosmic shear, in contrast to the stacking method.

Despite the somewhat weaker constraints on the scatter
in the Y — M relation, these results show that the cluster
lensing power spectrum provides a promising alternative to
traditional tSZ mass calibration methods, as it allows for
both precise mass calibration and additionally provides
cosmological information complementary to cluster num-
ber counts (as can be seen from the fact that the cosmo-
logical constraints from gdc + nc are tighter than those
obtained with the stacking method).

IX. SUMMARY AND CONCLUSIONS

In this work we present a novel method for joint
cosmological parameter inference and cluster mass cali-
bration from a combination of weak lensing measurements
and thermal Sunyaev-Zel’dovich cluster abundances. We
focus on a combination of cluster number counts, angular
cosmic shear power spectra, and the angular cross-
correlation between cluster overdensity and cosmic shear,
which acts as the main cluster mass calibrator in our
analysis. Using a halo model approach, we derive and
compute theoretical estimates for all observables as well as
their full non-Gaussian covariance. We then forecast
constraints for a joint analysis of LSST and SO on both
cosmological and mass calibration parameters in a Fisher
analysis, fully marginalizing over systematic uncertainties
in cosmic shear measurements. Our results show that the
method presented here yields competitive constraints on
both cosmological and mass calibration parameters.
Furthermore, we find most of the mass calibration infor-
mation to be contained in the large and intermediate
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angular scales of the cross-correlation between cosmic
shear and cluster overdensity.

We then compare our constraints to those obtained in a
more traditional stacked cluster weak lensing analysis.
Generally, we find the method presented here to yield
tighter constraints on cosmological parameters and com-
parable or tighter constraints on the mean of the mass-
observable relation. However, we find the scatter in the
mass-observable relation to be more strongly constrained
with the traditional method. We attribute this not to the
mass calibration method itself but rather to different treat-
ments of cluster number counts in both methods: the
traditional methods allow for binning the cluster number
counts in mass My, and tSZ amplitude Yggf) while the
cluster counts in the method presented here are solely
binned in Y¢%. The additional mass binning in traditional
methods allows one to break degeneracies between the
parameters of the mass-observable relation and therefore
leads to tighter constraints on its scatter.

Therefore, our analysis shows that the cross-correlation
between cluster overdensity and cosmic shear provides a
promising alternative to traditional mass calibration meth-
ods, offering several advantages compared to traditional
approaches. First of all, the constraints derived using the
method presented here are fully and consistently margin-
alized over cosmic shear measurement systematics and are
derived taking into account the full non-Gaussian covari-
ance between cluster counts and cosmic shear. Second,
computing the cross-correlation between cosmic shear and
cluster overdensity amounts to performing a statistical mass
calibration. In contrast, traditional mass calibration meth-
ods require measuring the cluster lensing signal for each
cluster in the sample, which might become prohibitively
expensive for future surveys. Finally, the joint cluster count
and cosmic shear likelihood derived in this work can
readily be combined with other probes of the large-scale
structure, such as galaxy clustering.

We envisage several possible extensions of the present
work. On the one hand, it will be interesting to test the
method presented here by applying it to combinations of
current CMB and large-scale structure surveys, such as
ACT, SPT, or DES. Because of the lower signal to noise in
these data, as compared to LSST and SO, we, however,
expect to constrain only a subset of the parameters
considered in this work, especially those entering the mass
calibration. Furthermore, applying this method to data will
necessitate the inclusion of additional systematics, such as
baryon feedback effects on the matter power spectrum (see,
e.g., Refs. [35,36]). On the theoretical side, we aim to
investigate the potential of the cross-correlation method to
constrain nonparametric mass-observable relations, which
would remove the need of assuming uncertain functional
forms for both the mean and scatter of the ¥ — M relation.

The analysis presented in this work shows that the cross-
correlation method provides a promising and self-consistent

way for jointly analyzing thermal Sunyaev-Zel’dovich
cluster counts and cosmic shear. This bodes well for paving
the way for multiprobe analyses including tSZ cluster
number counts and harnessing the full potential of galaxy
clusters as a precision cosmological probe.
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APPENDIX A: TRANSFORMING BETWEEN
MASS DEFINITIONS

Throughout this work, we need to transform between
different mass definitions. The total halo mass enclosed
within a radius R for an Navarro-Frenk-White density
profile is given by

R
M(<R) = 471'/ drr?papw (1)
0

R R/r
= 4apyri |1 1+—) ———— Al
ot (147) -7 o

where r; denotes the scale radius and p, the characteristic
density of a given halo. In the case in which R = R,, we
obtain using cy = Rp /7

M(<R,) = dapori {log (I+ca)— A ] (A2)

1+CA

Thttps://github.com/nbatta/szar.
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Therefore we obtain a relation between halo masses defined
using different overdensity criteria A as

M(<Ry) _log(l1+eca) - ‘jA”,A ‘ (A3)
M(<Ry) log(l+4cy)— E

The above equation is an implicit function of M,
M(<R,/). In this work, we convert between M and
M5, by iteratively solving Eq. (A3).
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APPENDIX B: IMPLEMENTATION DETAILS

1. Cluster counts binning scheme

We first divide the distribution of galaxy clusters into
five redshift bins with bin edges z; € [0.,0.25,0.5,0.75,
1., 1.5]. As discussed in Sec. V, we employ different tSZ
amplitude bins for each redshift bin, in order to ensure at
least one cluster per bin in all cases. For the first redshift
bin, we consider 15 logarithmically spaced bins between
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FIG. 7. Forecasted constraints on cosmological parameters obtained in a joint analysis of LSST and SO for three different data splits.
The constraints are marginalized over mass calibration and cosmic shear systematics parameters. The inner (outer) contour shows the

68% C.L. (95% C.L.).
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Y3 in = 8.6 x 1072 and Y = 3.9 x 107°. For the
second redshift bin, we consider 14 logarithmically
spaced bins between Y30 . =4.3x107'? and Y3 =
5.1 x 10719, For the third redshift bin, we consider 15
logarithmically spaced bins between Y358 . =3.1x107"2
and Y3 . = 1.8 x 107'% For the fourth redshift bin,
we consider 13 logarithmically spaced bins between
Y o =3.1x 10712 and Y "=1.1x10~10, And finally

Oh?
a

O.h*

@

for the fifth redshift bin, we consider 12 logarithmically
spaced bins between Y908 - =2.5x 1072 and Y3 =
6.6 x 10711,

2. Cluster lensing power spectrum
binning scheme

We compute the cross-correlation between cosmic shear
and cluster overdensity in four redshift bins with bin edges
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Comparison of the forecasted constraints on cosmological parameters obtained using the two methods outlined in Sec. VI. The

constraints are marginalized over mass calibration and cosmic shear systematics parameters. The inner (outer) contour shows the

68% C.L. (95% C.L.).
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Z; € [0., 0.35,0.7,1.05, 1.41]. We further subdivide these
redshift bins into four logarithmically spaced tSZ amplitude
bins between Y5 . =4x 107" and Y =1.4x107.

Requiring that each bin contain at least a single cluster
removes five of these bins, which leaves us with 11 out of
our original 16 tSZ amplitude and redshift bins.
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