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The Krylov-Fock expression of nondecay (or survival) probability, which allows one to evaluate the
deviations from the exponential decay law (nowadays well established experimentally), is more
informative as it readily provides the distribution function for the lifetime as a random quantity. Guided
by the well established formalism for describing nuclear alpha decay, we use this distribution function to
figure out the mean value of the lifetime and its fluctuation rate. This theoretical framework is of
considerable interest inasmuch as it allows an experimental verification. Next, we apply the Krylov-Fock
approach to the decay of a metastable state at a finite temperature in the framework of thermo-field
dynamics. In contrast to the existing formalism, this approach shows the interference effect between the
tunnelings from different metastable states as well as between the tunneling and the barrier hopping. This
effect looks quite natural in the framework of a consistent quantum mechanical description as a
manifestation of the “double-slit experiment.” In the end we discuss the field theory applications of

the results obtained.
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I. INTRODUCTORY REMARKS

The phenomenon of false vacuum decay plays an
important role in evolution of the universe from its early
beginnings to the present state [1,2]. Much of our under-
standing of tunneling, which is one of the basic ways for the
false vacuum decay, comes from the one-dimensional
quantum mechanics. Namely, for handling the false vac-
uum problem in quantum field theory, one usually reduces
the problem to the one-dimensional case by using the
JWKB approximation and the notion of a most-probable
escape path. Most of the calculations in the case of field
theory is reduced to the evaluation of JWKB tunneling
probabilities. There is, however, a number of essential
features concerning the calculations of the mean lifetime
that lack a desirable transparency even in quantum mechan-
ics. First of all, the lifetime of a metastable state is a random
quantity, and consequently for estimating the mean lifetime
one needs to know the distribution function for this
quantity. Second, using this distribution function, one
has to work out the fluctuation rate of the lifetime to have
a “complete” description of the phenomenon. Therefore,
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we must step back and explain those features first in
quantum mechanics. Our fundamental tool will be a
nonescape (or survival) probability, w(7), introduced by
Krylov and Fock [3,4], which enables one to describe the
whole dynamics of the unstable state decay. Presently, we
know that the temporal development of the decay of a
metastable state manifests the presence of three regimes:
initially decay is slower than exponential; then comes the
exponential decay, which for the long times is followed by
the inverse power law [5-8]. The existence of these three
regimes appears to be a universal feature of the decay
process.' The attempt to use w(t) for a better estimate of the
mean lifetime of a false vacuum was made a few years ago
in [10,11]. Their approach does not address the questions
posed above but rather is aimed to extract the I" factor that
governs the decay at intermediate timescales. It is also
worth mentioning that the first (perhaps not very success-
ful) attempt to generalize the quantum-mechanical results
of nonexponential decay to the field theory was made
in [12].

We begin by introducing the distribution function for the
lifetime. It is based on the Krylov-Fock nonescape prob-
ability. After discussing the mean lifetime and its fluc-
tuation rate, we address the decay of an unstable system at a
finite temperature. For this purpose, we use the formalism

1 . . .

The only exception of which we are aware is the escape of
massive scalar particles from the brane. In this particular case the
decay strictly follows an exponential law [9].
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of thermo-field dynamics, which allows the distribution
function for the lifetime to be introduced in the same
manner. In the end, we discuss the applications to the field
theory and summarize our results. Many results of the
discussion can be checked experimentally.

II. KRYLOV-FOCK SURVIVAL PROBABILITY
AND MEAN LIFETIME

The temporal development of the decay of a metastable
state is conveniently described in terms of a nonescape/
survival probability

2 (1)

where y;,(x) is the wave function describing the particle
confined at r = 0 to the potential well—whose motion is
inhibited by the potential barrier; see Fig. 1—and y(7) is a
solution of the Schrédinger equation with this initial state.
On the basis of this formalism, put forward by Krylov
and Fock [3,4], one can gain a qualitative understanding of
the whole evolution of a metastable state. Let us consider
the schematic potential shown in Fig. 1. It tends to infinity
as x tends to 0%, has a local maximum at x,,, and then
decays monotonically for x > x,,,—tending asymptoti-
cally to 0. For such a potential, the Hamiltonian has a
continuous energy spectrum, yg(x),0 < £ < oo,

w(t) = [(winly (1))

7 awitowe (0 = sle - ).

which allows one to express the amplitude (y;, |y (7)) as

(Wl (1)) = A " dge vl . ()

Whenever the potential is bounded from below, the
decay for t — oo follows not exponential but rather an
inverse power law [5-7] (has been confirmed experimen-
tally [13,14]). On the other hand, the decay is initially

O(z)
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FIG. 1. Schematic drawing of the potential.

slower than that predicted by the exponential law [8]
(observed experimentally [15,16]). It can readily be seen
by estimating w(f) for small values of 7. w(r) =1-
8E;, + O(r*), where 6E,, is the variance (or fluctuation)
of energy. In the case of exponential decay, w(r) =
exp(—t/7), one would have w(t)=1—t/7+O(*). Thus,
at short and long times there are deviations from the
exponential decay law.

The question we want to address now is as follows. What
does function (1) signify? The physical significance of
w(ty) is that it defines the probability of finding a state y(¢)
initially confined to the region of a potential well in that
same region after a time f#y. The lifetime is a random
variable and to characterize it we need the distribution
function. Using the terminology well established in prob-
ability theory [17,18], w(t) is the distribution function of
the lifetime of the metastable state y;,. That is, w(7;) stands
for the probability that the metastable state will survive for
the time interval 0 < ¢ < ¢, or, equivalently, that the life-
time ¢ will be greater than #,. In other words, the probability
of finding the lifetime in the time interval t; <t < t, is
given by

W{t <t<t}= —/IZ do = o(t)) — o(t,).

3

It implies that —@ is a probability density of the lifetime.
That is, —dw gives the probability that the system will not
decay from ¢ to t 4 dz. This definition meets the require-
ment that the total probability is unity:

- [ do = 0(0) - ofe) = 1.

Thus, the mean lifetime can be estimated as

T= —/ tda(t) = / dtw(t) — tlimta)(t). (3)

0 0 —00
Let us note that the definition of the mean lifetime
by Eq. (3) is not new; for instance, one can find a similar
discussion in [19], but it is not common knowledge.
The mean lifetime is often defined in the literature as
(see [20-22], possibly one can add many other references)

7= Aw dttw(t)/%oo dro(1). (4)

We adopt Eq. (3) as the correct one but strictly speaking
only the experiment can decide the question. Both expres-
sions give precisely the same results for the exponential
decay

1
o(t) =exp(-T),=>1=7= T (5)
However, the decay does not precisely follow the expo-

nential law, and one may hope that the corrections due to
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deviation from the exponential law will allow one to
distinguish between these two expressions. For this pur-
pose, in the next section we shall consider a typical
quantum-mechanical example that can serve as a guide
to experiments that might be sensitive to such corrections.

III. CAUCHY-LORENTZ DISTRIBUTION

Let us consider one of the typical examples of energy
distribution for the metastable state (some other examples
can be found in [23]) in order to estimate the mean lifetimes
with respect to Eqgs. (3) and (4). For narrow resonances,
I'/€y < 1, the integrand in Eq. (2) is usually approximated
by the Cauchy-Lorentz (Breit-Wigner) distribution [24]

_N__ 1
S 2 (E-&y)?+T2/4°

[(wolwe) |2

where N stands for the normalization factor to ensure

wolwo) = / A€l wolwe) 2 = 1 =

N — 2l
- 1 -7+ 2arctan(2&,/T) "

For the mean lifetimes one obtains (see Appendix)

N> N)z-1)(z &
(5 - arctan(fo) - m) s

T

T 4 P
. N?  4N? [z &(3+ &) arctan(&))
T = - —— -
27T 2T \8 4(1 + &) 4
T 250
Z _ arct , h =2&/T.
—|—<2 arc an(§0)> T Zj%) where &, = 2&,/

In order for the measurements to reveal the difference
between 7 and 7 it is necessary for the width I not to be very
small compared to £y—since otherwise the decay will
basically follow the exponential law resulting in the equal-
ity t =17.

IV. FLUCTUATIONS OF THE LIFETIME

Along the mean lifetime, the probability density allows
one to define its fluctuation rate as well

ot = <— Am do(t) — 12> "
= (2 [ -pmratn-2) " o

In view of Eq. (4), the distribution function for the lifetime
is understood to be

(1) / A " draol1),

and for the fluctuations one would have

5% = ( /) * dtlo (1) / A ” dro(r) —%2>'/2. (7)

Both Egs. (6) and (7) give the same results for the
exponential decay

o(t) = exp(-T't),= 6t = 67 = % (8)
We see that §7(57) turns out to be equal to 7(7); see (5). Of
course, it may seem somewhat embarrassing in that when
the fluctuations around the expectation value cannot be
considered as negligible compared with the expectation
value, then the latter is not very informative. To clarify this
point, it may be helpful to draw a simple parallel from
quantum mechanics. Recall the ground state wave function
of a harmonic oscillator,

p* | ma?(x —xp)’

“2m 2 ’

1/4
y = <@> ey
/4

H

The average value of the position is clearly (x) = x, while

its fluctuation rate is éx = 1/v/2mw. One can always
arrange the parameters x,, m,® in such a way as to have
(x) = éx. Having an ensemble of such oscillators, the
measurement of the position would not give a sharp value.
Similarly, if one considers the result (8) to be fairly reliable,
the measurement of the mean lifetime for an ensemble of a
radioactive nucleus would give quite different results
spread over the region: 0 <7 <2/I'. That means that the
mean lifetime is quite uncertain. Not to go astray, from this
point on we proceed by recalling the standard approach to
the alpha decay.

In order to compare with experiments, one is instead
considering a huge number of identical metastable systems,
ng, and looks for the probability that n particles out of n
will decay during the time ¢ [19],

I’lo!

2 (1) = !a)”O‘”(t)(l —w(t))".

nl(ng—n

Of course,

o
S owie() =1,
n=0

and one can use this distribution for estimating the average
number of decaying particles and its fluctuation rate

(n)(1) = EU: Wi (tn,  (8n)*(1) = (n) (1) = (n)*(1).
n=0
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In the case of exponential decay, one usually assumes
ny > n and approximates W,°(¢) by the Poisson distribu-
tion. As a result, the average number of decay and its
fluctuation rate appear to be
(n)(1) ~ngl't, on(t) = \/nylt. 9)
If we had an ensemble of false vacua, say in the context of
multiverse, then this result might be of some use. To see
how large the fluctuations in Eq. (9) may be, let us assume
that we have such an ensemble. It is known that if the
standard model of particle physics is valid all the way up to
the Planck energy scale, then the lifetime of the electroweak
vacuum is expected to be about 10%°3 times larger than the
age of the universe #;; [25]. Putting in Eq. (9) r =y, then
one would obtain that (n)(#)/6n(t) > 1 = ny > 105, In
fact, we are again facing the problem of large fluctuations.
The problem of large fluctuations we encountered can be
described in terms of time as well. To identify the mean
value of 7 in Eq. (9) when 1/I" is large enough, one clearly
needs to spend much time (¢ > 1/ny"). And in the case of
the oscillator considered above, too, one has to make a huge
number of measurements to identify the mean value of x as
the oscillator does not spend the most time in the narrow
region around the mean value.
Thus (for a false vacuum in the universe) we clearly face
the problem of large o6r that remarkably reduces the
predictive power of 7.

V. FALSE VACUUM DECAY AT A FINITE
TEMPERATURE

Once one knows the zero-temperature description of the
dynamics of a metastable state [8], an obvious question
arises—how to describe the same problem at a finite
temperature? The main questions in dealing with this
problem, however, are how do we choose initial state
and how do we define the dynamical equation? Apart from
the tunneling, the trapped particle experiencing thermal
fluctuations can also hop over the barrier. At a certain
temperature scale, the barrier hopping becomes dominant
over the barrier tunneling and, thus, it becomes reasonable
to describe the process classically with small quantum
fluctuations. The probabilistic description of the dynamics
of particle hopping over the barrier, which is affected by the
thermal and quantum fluctuations was suggested by
Kramers [26]. In his model, the distribution function, which
obeys the Fokker-Planck equation, describes a large number
of Brownian particles with no mutual interference—being
initially in thermal equilibrium within the potential well.
An alternate description is based on the use of Wigner
function [27]. The equation of motion for the Wigner
function looks like the Kramers (Fokker-Planck) equation
with quantum corrections. Unfortunately, in the course of
time the Wigner function may become negative for some
values of phase-space coordinates, even if it is initially

positive definite [28,29]. For this reason, in general, it
cannot be regarded as the distribution function. As these
approaches are of little use for our discussion, we will not
discuss them in detail. Instead, we will approach this
problem from the standpoint of thermo-field dynamics
[30-33].

VI. A GLANCE AT THE THERMO-FIELD
DYNAMICS

By now the formalism of thermo-field dynamics [30-33]
is well established as a natural framework to analyze time-
dependent processes at finite temperature. It may be of
considerable interest for the problem under consideration.
The key point in this formalism is the introduction of a
thermal vacuum state giving the expectation values equiv-
alent to the Boltzmann averaging. It is a method for
describing mixed states as pure states in an enlarged
Hilbert space. To treat our problem within this formalism,
we have to enlarge our system by introducing one more
coordinate y. Applying Boltzmann averaging, one usually
states that if a system in equilibrium can be in one of the y/;
states, then the expected value of the observable is

{w Al exp(—=BE.
<A>ﬂ:Z,<w,|Alw,Z>e p(=p ,), (10)

where ff = kzT and

Z= Z exp(—p¢;).

To represent the average (A) as the expectation value of the

operator A for a pure state, one constructs a “thermal
vacuum” in doubled Hilbert space

wplr) == e (<25 i), (a1

As the operator A acts in the x space, one finds

(wplAlyy) = ;;eXp <—ﬁ25> (—%J)
X // doedyy (v)w; (x)w; (v) A (x)
()
X / dyw; (V)w;(v) / duy; (x) Ay (x) = (4) 5

The reason this approach may be particularly useful in
dealing with the decaying system is that usually the
temperature is assumed to be low enough so that the initial
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state can be viewed as a near thermal equilibrium and can
therefore be represented as a specific superposition of the
metastable states. Having this sort of initial state, one can
then proceed in the same fashion as in the zero-temperature
case. That is, one could merely study the finite temperature
decay dynamics by solving the Schrodinger equation with
this initial state.

Assuming the sum in Eq. (11) is taken over the
metastable states, the solution of the Schrodinger equation
can be represented as

v//s(t,x,y)zizew B8y ety ).
DA 2

Hence, for the temperature dependent trajectory of the
escaping particle one would have

1
(0 =5 S exp (e, [ anlyr0)
J
and a somewhat similar expression for
—i
(0)0) =5 S exp (-pE)) [ dup(rx)0ap )
J

Basically, it is tantamount to solving the Heisenberg equa-
tions for %(z), p(¢) operators and then taking Boltzmann

averaging Sp(p (1)) and Sp(p p(1)), where p =exp (—pH).

VII. SEMICLASSICAL APPROACH

Obviously, we have to be guided by the existing
approach to the problem, which is experimentally verified.
For this purpose we shall mainly use the textbook [34].

In the case of a metastable system there is a finite number
of virtual states—each of which is characterized with its
lifetime 1/T';. If the potential barrier is large enough, one
can find the virtual levels approximately by making the
barrier infinitely wide. For simplicity, let us consider a
rectangular version of the potential shown in Fig. 1;
see Fig. 2.

Then, the metastable states can be defined approximately
by the transcendental equation [35]

Fo
a\/2m€; = nj — arcsin y | L, (12)
@,

where the values of arcsin are taken between 0 and 7z/2.
Making the assumption &;/®j <« 1, from Eq. (12) one
finds

7f2j2

&= Vama+ 1@

d(x)

Bor------

Eaf------

Ep------

Eab------
Erf------

O a b T

FIG. 2. Rectangular potential.

Above the barrier, the energy spectrum of the particle is
continuous—extending from @ to infinity. This spectrum
is given by the eigenvalues of the Hamiltonian. In general,
the Hamiltonian with the potential shown in Fig. 2 pos-
sesses only continuous spectrum

Hy(x,&) = Ey(x,E), 0<€&<oo.
The virtual levels, £;, are distinguished by the fact that the
function |y (x, £)| is mainly concentrated within the poten-
tial well when £ is close to &;. That is,

2
’

b 2 x+b
[ awisgpp> [ aripirg)

where x is an arbitrary positive number obeying x > b.

The essential features of the metastable states, y;[(not to
be confused with y(x, & j)], are that they are normalized
functions localized within the well by means of which the
virtual energy levels are defined as (y;|H|y;) = &,. Let us
assume that prior to decay the particle is in the state y;.
Now, a decay probability per unit time is to be computed:
I';. It is usually regarded as the product of tunneling
probability, W(E|), and the frequency by which a particle
hits the barrier from inside [34],

v _ V26 /m (13)

a a

The process is qualitatively pictured as follows. The
particle bounces around inside the well and, each time it
hits the barrier, it has a certain probability of tunneling
through it. Equation (13) is nothing other than the prob-
ability that, per unit time, the particle will hit the starting
point of tunneling. Thus, one arrives at the expression

ry = V2, (14)

a

The next step is to recall that there is the probability
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P(E)AE = [(y1|w(E))[Pde (15)

that the energy of the particle will lie in the region
(€,€ + dE). The quantities (14) and (15) enable one to
write

= Y / " agpEVEWE).  (16)

Equation (15) indicates that the probability for £ > @, is
not zero. In such cases, the energy of the particle is
sufficient to surmount the barrier. That is, the overbarrier
jumping takes place. How to estimate I" for this process?
The answer can be read off from Eq. (14). The lifetime of a
particle in the state v, which is the inverse of I';, is the
time a /v, amplified by the factor 1/W(&;). Thus, the factor
1/W(&,) has a clear physical meaning of the number of
particle reflections from the barrier back to the well.
Neglecting the overbarrier reflection, for the overbarrier
jumping one obtains

r,, =Y / dEp(e (17)

This equation allows a straightforward generalization to the
finite temperature case by replacing

_ exp(=p(€ = &1))
—

p(€)

With this replacement, Eq. (16) becomes the decay rate
for the thermally assisted tunneling and can be approxi-
mated by the finite-temperature-most-probable-escape path
[36-39]. That means that instead of tunneling directly from
the metastable state, the particle can tunnel from thermally
excited higher energy states. However, the evaluation
of Egs. (16) and (17) is of little interest for our further
discussion.

VIII. THERMALLY MIXED INITIAL STATE

Now let us return to the thermo-field dynamical descrip-
tion. To simplify the ensuing discussion, we will again use
the rectangular potential depicted in Fig. 2. For further
simplification, we will assume the existence of a single
|

(wp(t=0)|wy(1)) =

where Gg (1) denotes the retarded Green’s function

~ i S
Gr(t) :Z/_ ds

metastable state, which we denote by y, The energy
spectrum above the barrier is denoted by w;, where
j=1,2,3,.... The initial state, which is nearly normalized
to unity, can be written as (11),

wplo) == e (<55 i), 19
=0

To clarify the point, we remind the reader that the initial
state should be localized within the well: 0 < x < a. That
means that all y;(x)’s should be localized within the well.
At the same time, we require that the energy spectrum
above the barrier starts from ®,. For constructing such an
initial state in a simple way, one might start with the
spectrum of an infinite well,

w(x) _Ajsin<M), g =

a

z*(j+1)°
2ma?

’

and then for j > 1 one could slightly adjust the parameter
a — ¢ in such a way as to ensure

51:

Next, one can replace this spectrum by

{ \/gexp(i%), for0 < x < a,
Yo =

0, for x <0 and x > a,
(]+1)x
exp(i——*=), forO<x<ec,
Wis1 = { \/ PUES) (19)
0, for x <0 and x > ¢,

in order to ensure that the particle in the initial state, above
the barrier, has nonzero momentum in accordance with the
discussion of the previous section.

To render the initial state normalized to unity we set the
negligibly small overlapping terms

/dywé(y)w,-(y), i=1273,..,

equal to zeros. Using this initial state, one obtains for the
transition amplitude (2)

(w1 =0)|Gr(1)lws(1=0))

1 7
:E{e—ﬂ&)/dxw(*)(x)e—th—etWO(x

)+ 3o [awime iyl o

e—ité’

E—H+ie’
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whence the regularization parameter ¢ in Eq. (20). For our consideration this regularization is not needed, but one should
remember that if necessary, this sort of regularization can be safely used. The nonescape probability, Eq. (1), which is the

main tool for our calculations, takes the form

o255

st = O) s = S |0l exp (=itED) o) 2 + —

zZ
e—ﬂfo
ZZ
e_ﬁgo

22

+

+

The first line of Eq. (21) is the sum of tunneling and barrier
hopping probabilities, and the next line represents the
interference between the two phenomena. The piece of
physics related to the interference between the (tunnelings
in the presence of several metastable states and) tunneling
and barrier hopping is missing in standard analysis. Let us
assume for simplicity that the decay dynamics through the
tunneling follows a pure exponential law:

(wol exp (—itH)|y) ~ e~1607T1/2, (22)

For evaluating the statistical sum, which stands for the
barrier hopping, let us use the spectrum (19), which allows
one to simply calculate the amplitude

kit
o » (1=-50), 0<r<fe,
<1//j|e ”H|l//j> —e it€;t k; (23)
0, t > mc/k;.

Without alerting the conclusions, one can write Eq. (23) in
analogy to Eq. (22) as

<l//j|e_i'H|l//j> ~ e—ité’jt—l"./-t/Z’ (24)

where I'; ~2k;/mc. To simplify matters further, let us
employ a low temperature approximation, f®, > 1, im-
plying that the statistical sum is dominated by the lower
energy terms. In particular, we shall consider just two
energy levels: £, and £, = ®,. Substituting now Egs. (22)
and (24) in Eq. (21) and using Eq. (3) for finding the mean
lifetime, one obtains

1 e_zﬁgﬂ e—zﬁ‘bo
ez (T T

+ de~Peo=P® (T 4-T) - 1
(T+T))2 + (@g—E)?) (1 4P @€0))?
1 —2p(®y—Eo) 4e P @o=E) (T 4-T
x (=4 € + € - ( + l) 5. (25)
r I (C+T)* 4 (Do = &)

To put this result in a form that can immediately be
applicable to the field theory, let us recall from the previous

0o 2

Ze—g,ﬂ<%|e—ng|%>

=1

ZZ

0

(wolexp (=itH)lwo) > ey e |yr;)*

J=1

[Se]

(ol exp (=itH)lwo)* Y e (yjle ™ y)). (21)

Jj=1

section that I'/W(&y) ~ Ty, where W(&y)(< 1) is usually
estimated by the bounce solution [40]

W(E) = e B,
In the field theory, one usually considers the tunneling from
the bottom of a potential well. Thus, we can assume that

&y K . For this case, Eq. (25) can be put in the form

4e=P%o
% . (26)
1+ @5/17

7 (e%(&’) +e % 4

~ 20,

The expression in the brackets is clearly dominated by the
first term: e®(®), Because of the nonzero temperature, the
zero-temperature lifetime, e®(€0) /T"|, is now suppressed by
the factor Z2, where

Z ~e o 4 e P, (27)

The maximum value of Eq. (27), which occurs when
p — 0, is equal to 2. Thus, at best Eq. (26) can lead to
the suppression of the zero-temperature lifetime by the
factor of 1/4. However, the approximation (26) is valid for
small temperatures and the best we can do is to speculate
that f~®;'. In this case Z~1+e ' ~1.37 and the
suppression is even smaller.

At this point, the reader may wonder how raising the
temperature can possibly reduce the lifetime significantly.
From the above discussion it is clear that the considerable
suppression of the zero-temperature result due to barrier
hopping occurs at a temperature so high that Z includes a
large number of overbarrier modes. It is useful to keep in
mind that there is an upper bound

n
Z%Ze—/f&- <n+1,
=0

which may be used for a crude estimate of the suppression
factor of a zero-temperature lifetime. The number of
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modes n, estimated via £; < -1, is simply given by the

ratio ¢/ implying that 22 ~ ¢?/f.
Let us now see if the above conceptual framework can
lead to any tangible results in field theory.

IX. FIELD THEORY APPLICATIONS

The mean lifetime derived in the previous section
involves a thermal averaging over the amplitudes, Eq. (21),
and the final result represents the thermal average of
zero-temperature lifetimes + interference terms, Eqgs. (25)
and (26). It differs from the existing formalism, which
approaches the problem by Boltzmann averaging over the
decay rates; see Sec. VII. In our discussion, Eq. (26) stands
squarely at the crossroads linking the quantum mechanical
expression with the field theory one. At this point one may
have an objection regarding the Boltzmann averaging over
the amplitudes instead of the physical quantity which is of
immediate interest for us. We do not want to rebut this
objection. Moreover, we also omit the interference terms
and just focus on the point which seems more essential and
obvious at the same time. The point is that the correct result
for the average lifetime

LS et =23 S
Tp = — T L) = —
I z4 T EAT(E))
cannot be obtained by first averaging the decay rate

1
= § )
J

and then inverting it.
To apply the above arguments to the field theory, which
may be defined by the Lagrangian density

0,00 I 3¢

L= -7
2 4 4rv

(¢p—v)*+ (28)
we use the formalism of the thin-walled-bubble Ansatz
[40-42]; see Fig. 3.

In view of the Lagrangian (28), the bubble can be
approximated by

by :\zl(l—tanh[v\//_;(\;;x)])

Thus, the bubble is characterized with the radius x, which is
a dynamical quantity, and with a thin wall heaving the
thickness of the order of 1/ vﬂ. This Ansatz reduces the
field-theory problem to the one-dimensional mechanical
one with the Lagrangian2 [43-45]

“Strictly speaking, this approximation breaks down when the
bubble radius becomes of the order of the wall thickness:

x~1/vV/A.

®p
\'
xr T
FIG. 3. The bubble profile.
®(x)
--------------------- P
Subcritical | Critical
c(€) Zitop \ x

FIG. 4. Potential for the one-dimensional model.

0 52 o .
L:47r/0 drrz%—mrA drrz(w‘l‘[](d’b))

. 0 dg,\2 4xx’
—2i2z [ dr? (222} - yv
xn’/) rr(dx) 3 (V)

_4nx? Avdqﬁ 20(9) E”(xz)xz

+ex® —ox?, (29)

where

V273 Ax? A272v3
,u(x) = f and o = iT .

The potential for this one-dimensional problem has the
form shown in Fig. 4.

The analogy with the one-dimensional problem helps to
clarify the picture. A bubble of true vacuum of the
subcritical size nucleated in a surrounding sea of the false
vacuum will just oscillate before it will tunnel [46—49]. On
the other hand, a bubble of the critical size will spread
forever—converting false vacuum to true [40,41]. The
bounce solution [40], which corresponds to the £ = 0 case
in Fig. 4, determines the probability—denoted by W(&) in
Sec. VII, rather than a decay rate. In order to infer a rate, we
need to identify a characteristic time as it was done in
Sec. VII. For the subcritical bubbles this timescale is
naturally defined by Eq. (13). Denoting by p(€)dE the
nucleation probability of the subcritical bubble in the false
vacuum in the energy range (&, € + d€), one can express
the lifetime of false vacuum as
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Dy dgp
. W)

L ey

Thus, in analogy with Sec. VII, the subcritical bubbles play
the role of the metastable states. Unfortunately, we do not
have elegant systematic techniques for estimating the
nucleation probability of the subcritical bubble [42].
What we can say on general grounds is that p(€) decreases
rapidly with £ leading to the idea that the bounce may
provide a fairly good approximation. At the finite temper-
ature, however, p(&) is simply given by the Boltzmann
factor e ¢/ Z. Correspondingly, the lifetime of the false
vacuum that decays through the tunneling at a finite
temperature is given by

. @) d€e™ ﬁg/ u(x) (30)
0 5 D(x

1 —eP™

o)
Z = / de e = —— . (31)
0 p

where

The bubble solution with the energy @, represents the
saddle point of the potential
v@))

Vig] = /d3x <W+

and thus determines the height of the potential barrier
[50,51]. Correspondingly, the probability for barrier hop-
ping is given by e#® /Z. From Eq. (29) one finds that

@, = % @—z)z (32)

In the high (f®, <« 1) and low (D, > 1) temperature
limits, Eq. (31) gives Z ~ @y and Z ~ 1/, respectively. As
to Eq. (30), one can estimate it in the high and low
temperature asymptotic regimes as follows. The expression

= o PETB(E)

is monotonically decreasing with energy. On the other
hand, the expression

<() p(x)
/ M3 - o) (33)

is increasing with energy but it varies slowly relative to the
exponential factor. The integral (33) diverges for £ = @,
and is zero for £ = 0. To avoid this divergence and, on the

other hand, to set the timescale for the decay in a low-
temperature limit, one can use the cutoff that naturally
exists in the model. Namely, the variable x is defined up to
the wall thickness, and one can replace the upper limit of

1/ vv/A and the lower limit by

x, = 1/vy/A. Stated more precisely, one can identify the
corresponding energy scales

the integral by x, = x,p —

— 2 3
Eyn = 0x5 5 — €X3

and modify Eq. (30) as follows:

B £, d€e™ /’5/ ﬂ(x
=z 2, -

En dEe_ﬂg/ o)
g, 2(E-d(x

@ dfe™ /)’5/ x)
2(E, —D(x))

In the low-temperature limit one will have

UL (Y S CO R
T_W(é’:O)A d 2(&, = @(x))

In the high-temperature limit, one can safely omit the factor
e ¢ ~ 1. Besides, we know that 1/W (&) = exp(B(€)) is
sharply peaked at £ = 0 [52]; however, we do not know its
localization width. For this reason, we use the energy scale
&, in the role of the width that results in the approximate

result
e 1 gy H(x)
"cbovv(s:o% M ey Y

which clearly indicates that the only suppression factor (as
compared to the zero-temperature case) is &, /®D,. In the
thin-wall approximation @ is large enough [see Eq. (32)],
and correspondingly, this suppression factor becomes quite
appreciable.

The discussion so far almost precisely parallels the
quantum-mechanical picture of the previous sections. To
proceed in the same way, either the overbarrier states can be
identified with multibubble configurations implying the
energy levels 2d, 3@, and so forth, or one can propose a
quantum-mechanical description of the bubbles (as it was
suggested in [45]) and consider it apt that due to quantum
fluctuations of the wall position x, there should exist
bubbles with the same x but with discretely increasing
wall energy. That is, in the latter case one would have
the bubbles with radius x,,, and the overbarrier spectrum
o1/Xy,p (similar to what was considered in the previous
section). In view of the discussion of the previous section,
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one infers that the existence of such bubbles allows one to
estimate the false vacuum lifetime at a finite temperature as’
ﬁ e%(s:o)

T —

xtop Iﬁl

(35)

One sees that if x,., 18 large enough, then the lifetime can be
reduced significantly even at relatively low temperatures.
The value of x, in the thin-wall approximation [see
Eq. (29)] is large enough,

_%: 3¢ eB(E=0)
Top T3 T TELSTT

In real physical models, where x,, is not large, this
suppression mechanism is merely useless. For instance, it
cannot affect the lifetime of the Higgs vacuum [2,53,54] or
the timescale of the anomalous electroweak baryon number
violating process [55].

X. SUMMARY

(1) The starting point of our discussion is the observa-
tion that the lifetime of an unstable system is a
random variable and its consistent description re-
quires the knowledge of a distribution function.

(2) A further observation is that the Krylov-Fock non-
escape probability provides such a distribution
function. However, besides the mean lifetime that
naturally follows from this distribution function,
Eq. (3), there exists an alternative definition,
Eq. (4), and it would be desirable to check exper-
imentally which of them can be considered as a
reliable one. For this reason, in Sec. III we have
worked out both of these quantities for the Cauchy-
Lorentz energy distribution function.

(3) And here comes the next, unpleasant, observation
that for the exponential decay both definitions of the
mean lifetime imply remarkably large fluctuations.
As manifested by the standard discussion of the
radioactive decay (see Sec. IV), this problem may be
somewhat more generic for the unstable systems. An
obvious downside of this fact is that it considerably
reduces the predictive power of the false vacuum
lifetime. In general, it should be emphasized that
an obvious deficiency of the existing quantum-
mechanical as well as field-theory estimates of the
mean lifetime of an unstable system is the lack of its
fluctuation rate (or uncertainty). It should not be
confused with the uncertainties that might be related
to the imprecisions of the input parameters of
the model.

*Here we omit the thermal corrections to the tunneling given
by Eq. (30) as it is expected to be less significant for decreasing
the lifetime.
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(4) As a logical continuation of our discussion, we

address in the next section a finite temperature decay
in terms of the Krylov-Fock nonescape probability.
For this purpose we have used thermo-field dynam-
ics formalism. The new features as compared to the
existing descriptions are as follows. The amplitudes
of tunneling corresponding to different metastable
states interfere with each other and also with the
amplitude of the barrier hopping. It is just a
manifestation of the double-slit phenomenon in
quantum mechanics. If the particle can escape from
the potential well through the different “slits” (as is
the case at the finite temperature), then one should
naturally expect the interference between the am-
plitudes. Correspondingly, we shall have an addi-
tional contribution to the mean lifetime.

And the other feature is that the thermal averaging
(with respect to the Boltzmann distribution) is over
the lifetimes. Of course, it would be incorrect to find
first the average value of the decay rate

i
[y =32 7T,

and then estimate the mean lifetime as 75 = 1/I. If
we are interested in the lifetime at a finite temper-
ature, the natural approach would be, of course, to
write

1
T/} = Eze_ﬂé‘/’[(gj).

In the simplest case, 7(£;) = 1/T'(£;), the difference
between these two expressions is obvious. However,
there is a subtle point noticed by the referee. Namely,
it would be desirable for the mean lifetime to have
natural low- and high-temperature limits. That is, if
in the low-temperature limit the tunneling contrib-
utes essentially to the mean lifetime, in the high-
temperature limit one would naturally expect the
mean lifetime to be almost independent of it as
overbarrier jumping becomes the dominant process.
The mean lifetime defined as

1 1

Tﬁ = = —/—7—,
Fﬁ Ftun +F0b

where we have used notations similar to Eqs. (16)
and (17), shows the desired asymptotic behavior—in
the limit f — oo it is dominated by the tunneling
decay rate, while in the high-temperature limit I'y,,
becomes negligible as compared to I';;, and does
not contribute to the mean lifetime. The result
obtained by the thermo-field approach involves
the contribution from tunneling even in the high-
temperature limit; see Eq. (26). This peculiarity can
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be understood better by considering the limiting
cases of the Boltzmann average,

e P

1 1 i
= — —/}S/- L) = — _—
=5 E e Phir(E)) Z g &)

One sees that the low-temperature limit f — oo

or less straightforwardly. Certainly, in contrast to the
quantum mechanics, in field theory our knowledge
about the metastable states is somewhat restricted.
One usually thinks in terms of the probabilities esti-
mated by using O(4) and O(3) symmetric bounces.
The former one determines the field tunneling
probability from the bottom of the potential, and

singles out the metastable state &y, but in the limit
f — 0 the sum takes the form

;{F(éo) e +}

where I'(&y) is the tunneling probability and I'(€)
stands for the barrier hopping one. I'(£,) is temper-
ature dependent and increases with temperature.
That is how 1/I°(&,) survives in the high temper-
ature limit. It would be really interesting to check
experimentally as closely as possible the predictions
of the thermo-field dynamics for the decay of
unstable systems. It seems quite feasible to formu-
late such experiments.

(5) The final section is devoted to the field theory
applications of the above results. Thin wall approxi-
mation reduces the problem to the one-dimensional
case that allows one to carry out the discussion more

|

the latter one allows one to determine the height of
the potential barrier that is important for estimating
the barrier hopping probability at a finite temper-
ature. Judging in terms of these solutions, one can
infer certain conclusions regarding the lifetime of a
false vacuum.
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APPENDIX: EVALUATING INTEGRALS

For evaluating the integral (2) for the Cauchy-Lorentz
distribution, it is convenient to introduce a dimensionless
variable ¢ =2(€ — &)/T,

o dfTexp(—ift)  2exp(—i&yt) [ dEexp(—itll) 26xp —i&yt) déexp(—itél'/2)
/o (E-E)+T2/4 r /50 &41 /50 &+1
2exp(—i&yt) [ déexp(—itél'/2) 2exp(—z€0t) é déexp(—itel'/2)
- T /_oo g+1 T /_m £+1
_ exp(—i€ot —T1/2)  2exp(—i€yt) /—éo déexp(—itll'/2) (A1)
r r o E4+1 '

Here &, = 2&,/T. From Eq. (A1) one sees that for & > 1, the second term determining deviation from the exponential
decay becomes smaller. For estimating the order of magnitude of the deviation, one can expand this term in powers of 1/&,
by using repeated integration by parts

~6 dgexp(—itl'/2)
/_oo g+1

2iexp(it&yl'/2)
(1 +&)
where the remainder term is bounded as
& (1 -38)exp(— itc_fF/Z)' /—.50 1-3&2 &
‘/ ! 1+ &)y <) ¥arer arar

One can, of course, continue the expansion to any order in 1/&,. For our discussion, it is important to estimate the
asymptotic behavior of Eq. (A1) as t — oo. For this purpose, let us introduce a new variable # = £t and use again repeated
integration by parts

8o exp(it&ol'/2)
P+ 87

8 [~& . (1—3&)exp(—itél/2)
ﬁ/ & (14¢&)° ’

/00 déexp(—itll’/2) _ t/oo d exp(—inl'/2) _ 2 exp(ithF/Z)
N =
_ 8&exp(it&ol'/2) (1- 352 ) exp(—itél/2)
1'*2t2( + 52 1'*2t2/ 5 1+ §2) : (AZ)

076006-11



MICHAEL MAZIASHVILI

PHYS. REV. D 102, 076006 (2020)

The order of magnitude of the last integral in Eq. (A2) can easily be estimated (it is assumed that &, > 1 /\/§)

‘ /°° déj(l -3¢&) exp(—itﬂ"/Z)‘ <V3- $o
%o

(1+&)

(1+&)*

One sees that for large values of ¢, the integral (A1) decays at least as ¢~ and, correspondingly, the quantity () will decay
at least as #~2. Therefore, in Eq. (3) one can safely ignore the term tw(t) in the limit # — co. Therefore, for the mean lifetime

one obtains

N? © —& décos(#T/2)\ 2
TZWA dt(exp(—Ft/Z)—Z/_oo 52(4_1 ))

%0 dé&,

_ 2N? /—éo dé N? [-& d&
7T2r3 o (1+£2)2
N2 -6 dg (b d&
27°T? oo E+1 ) §§+1/_m
N? N(z-1)

7T? ) 841 )0 E+1

) 1738
drexp <% (& —fz)> =

N N? /mdz 2/—¢od§sin(z§r/2) 2 N?
47’12 J —co E+1 47

w T  N* 2N? (& dE
/O dreos (7 (& _”@) T 42T 2T /_oo (1+¢)?

N 2N%(n— 1)/—60 de
47713 73 oo (1 4+

= 42 200

50 T N2
t —_ - —_ =
<arc an(—¢&,) a8 ) 12T +

N2(n—1)(2 4 6 ) (a3)

e a8 ss gt

Let us now evaluate 7. For this we need w(¢) that can be read off without much trouble from Eq. (A3). Hence, we find

w N2 [ N2 [~& dE [ It €0\ N? (& dE
T = dttw(t) = —— drt —I't) — drr - —_—
7T L (1) 4752F2A exp(—T7) pors /_oo 1+£2/0 exp ( 2) cos( > ) +7z:2F2 /_oo 1+5%

S d&y [ (& —&)
x/_oo 1+§%A dttcos(—2 )

N2 4N?

Here we have used

<) d o0
/) drtcos(at) = @A dtsin(at)
d [ i 1
:aﬁ/_ dt@(t)e t:——z,

0 a

which follows from the well-known integral representation
of the step function

i 0 e—iat
0(t) =— d .
(1) 2r /_oo aa + ie
It is equivalent to using the following redefinition for
making the integral convergent:

- B 0 dé(1-&) 4N* [~& dg /
4T 2T e (148 2T 148 )

dé, 1

. A4
1+& (& -&)? (A4)

/w dtt cos(at) — /oo drt cos(at)e™
0

0
d (o 1
= _H— dreiat—et — )
deA ¢ (€ — ia)?

In the last integral in Eq. (A4), however, we omitted the ¢
term—tacitly assuming that because of singularity occur-
ring at £; = &, this integral has to be interpreted by a
suitable subtraction of divergences. For this purpose we
shall use somewhat different regularization. First, with
the use of Wolfram Mathematica, let us carry out the
integration with respect to &, from the regularized
expression

 Parctan(222) + e(e? + & — 1) arctan(&,)

/wdé 1
6 1+8E &2+

e(et +2e7(& - 1) + (1 + &)%)

arctan(2=%) + & arctan(2251) + e&) In(

1+ ) £r=00
E+(5-6)?

e(e* +2e2 (& = 1) + (1 + &)%)

(AS)
&H=6o
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From this expression we drop the terms that are either divergent or vanishing in the limit ¢ — 0. Accordingly, we shall have

_aE-n

1+
Sz ar) (8 - 1) arctan(&))

/°° d§2 1 _
6 1+8(E -85+ 2(1+8)?

(14&)? (14&)?

Integrating further with respect to &£, and dropping again the terms either diverging or vanishing when € — 0, one obtains

/oo a6 /oo dcz ! = <£—arctan(§ )) —250
o 1+8 ), 1+8E-&)7 \2 Y)r+&
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