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Rotating fermions inside a spherical boundary
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We apply the canonical quantization procedure to the Dirac field inside a spherical boundary with
rotating coordinates. The rotating quantum states with two kinds of boundary conditions, namely, spectral
and MIT boundary conditions, are defined. To avoid faster than light, we require the speed on the surface to
be less than the speed of light. For this situation, the definition of vacuum is unique and identical with the
Minkowski vacuum. Finally, we calculate the thermal expectation value of the fermion condensate in a
thermal equilibrium rotating fermion field and find it depends on the boundary condition.

DOI: 10.1103/PhysRevD.102.065002

I. INTRODUCTION

The quantization of fields in rotating coordinates
attracted some attention since the 1980s, which was partly
motivated by Hawking’s work on black-hole evaporation
[1]. Fulling showed that quantization in Rindler coordinates
is not identical with that in ordinary Minkowski coordinates
and an accelerated observer sees the Minkowski vacuum as
a thermal bath [2]. Then, Unruh elucidated the relationship
between the quantization schemes in Rindler coordinates
and the black-hole evaporation and showed a model
particle detector in an accelerated state of motion indeed
observes particles in the Minkowski vacuum [3]. It is
natural to investigate whether similar effects will occur in
other noninertia frames. Letaw and Pfautsch studied the
scalar field theory in rotating coordinates [4]. They found,
unlike the uniformly accelerating observer, there is no such
fancy effect in a rotating frame. Then, Iyer investigated the
Dirac field theory in rotating coordinates [5]. He found for a
Dirac field that the quantization scheme in rotating coor-
dinates is inequivalent to the usual Minkowski quantization
scheme. However, the systems discussed in Refs. [4,5] are
both unbounded, which means the region outside a radius R
will have a speed larger than the speed of light. This
unphysical property leads to some difficulties of quantiza-
tion for a scalar field [4] and nonunique quantization
schemes for a Dirac field [6]. In addition, some problems
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when calculating the thermal expectations in unbounded
rotating systems will occur [6-8]. These problems can be
solved by constraining the rotating system inside a region
whose speed is less than the speed of light. A rotating scalar
field bound inside a cylinder surface was investigated in
Ref. [7], and a rotating Dirac field bound inside a cylinder
surface was investigated in Ref. [6]. It is shown that, for
rotating systems bound inside a cylindrical boundary, the
quantization scheme is identical to that in usual Minkowski
coordinates. These results imply that a physically possible
cylindrical rotating frame is certainly different from a
uniformly accelerating frame where some fancy effects
will occur.

To understand the problems that occur in quantization
of a field in rotating coordinates, let us review the usual
canonical quantization procedures in Minkowski coordi-
nates. First, one solves the field equation and finds a set of
complete orthogonal modes. These modes are split into
positive and negative frequency modes. Then one expands
the field operator by the modes and promotes the expansion
coefficients into operators. The coefficients of the positive
frequency modes are promoted to annihilation operators,
and the coefficients of the negative frequency modes are
promoted to creation operators. Next, one assumes the
commutation (anticommutation) relations of the annihila-
tion operators and the creation operators and defines the
vacuum as the state annihilated by all the annihilation
operators. For a field in Minkowski coordinates, the split of
positive and negative modes is clear; the positive (negative)
modes have positive (negative) Minkowski energy E.
However, for a field in rotating coordinates, the split of
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positive modes and negative modes is not as clear as that in
Minkowski coordinates. This is because a rotating mode
with energy E > 0 may have Minkowski energy E < 0, and
vice versa. Should we regard E > 0 or E > 0 modes as
positive frequency modes? For a scalar field, if we want the
positive frequency modes to have a positive Klein-Gordon
norm, we must define £ > 0 modes as positive frequency
modes, because the Klein-Gordon norm is proportional to
E [5]. But for a Dirac field, all modes have a positive Dirac
norm, so the split of positive and negative modes seems less
constrained. If we define E > 0 modes as positive fre-
quency modes, the vacuum is called a nonrotating vacuum,
which is identical to the Minkowski vacuum. If we define
E > 0 modes as positive frequency modes, the vacuum is
called a rotating vacuum. On unbounded Minkowski space-
time, there exist modes with EE < 0, thus making the two
vacua inequivalent. If one encloses the field inside the
speed of light surface (SOL), one can expect that the modes
with EE < 0 will not occur; thus, the rotating and non-
rotating vacuum are equivalent, and the problems are
solved. For a scalar field, it is shown that there are no
EE < 0 modes when enclosing the field inside a cylindrical
boundary with the Dirichlet kind [9]. For a Dirac field,
one can also prove the same result for spectral and MIT
cylindrical boundary conditions [6]. In this paper, we will
prove this result for a Dirac field enclosed in a spherical
boundary with spectral and MIT kind. It seems there is a
general proof for this result, regardless of what the shape or
kind of the boundary condition is. (Of course, the boundary
condition should satisfy some basic requirements, such as
keeping the Hamiltonian self-adjoint.) This general proof is
not available now, but it is reasonable to believe it exists.

From the point of view above, the quantization in
rotating coordinates is trivial. But it does not mean other
aspects of a rotating system are also trivial. For example,
macroscopic parity-violating effects can occur in rotating
systems [10]. When considering the chiral anomaly, there
can be a chiral vortical effect in noncentral high-energy
heavy-ion collisions [11]. To study these effects, one may
need thermodynamics and statistical mechanics for rotating
systems, whose principles had been introduced by Landau
and Lifshitz [12] and elaborated by Vilenkin [9]. Here, we
should note that the thermodynamics for rotating systems is
not the thermodynamics in noninertial rotating frames. The
former deals with what a static observer sees for a rotating
system, while the latter deals with things seen by a rotating
observer. Since the observer is static, one need not use
rotating coordinates when discussing the thermodynamics
for rotating systems. But, interestingly, problems will occur
if the speed of the surface exceeds the speed of light. These
problems are also relevant to the modes with EE <0,
because the distribution in rotating systems is relevant to

[e/’E + 1]‘1 [6]. For an unbounded rotating scalar field, the
existence of particle modes with £ =0 leads to the

divergence of the thermal expectations [8]. For an
unbounded Dirac field, if one treats E > 0 modes as
particle modes (positive frequency modes), the thermal
expectation values will have an unphysical term [6,9].
These problems can also be cured by enclosing the field
inside the SOL. There are some results of thermal expect-
ation values for a fermion field bounded by the cylindrical
boundary [6].

In this paper, we study the Dirac field theory inside a
sphere with rotating coordinates. The axis of rotation is
selected as the z axis. The rigidly rotating quantum states are
constructed. To bound the field inside a sphere, we follow
Ref. [6] to impose two kinds of boundary conditions, the
spectral [13] and MIT [14] boundary conditions, and give the
spectrum in each case. We proved that the rotating and
nonrotating vacua are identical when the boundary of the
sphere lies within the SOL. The second quantization
procedures are performed. The thermal expectation value
of the fermion condensate is calculated for each boundary
condition, and possible applications are discussed.

The aim of this paper is of twofold. First, by showing that
the vacuum of a rotating fermionic field enclosed inside a
sphere (whose surface does not exceed the speed of light) is
identical to the Minkowski vacuum, together with Ref. [6],
which obtained the same result but for a different geometry
boundary, this paper suggests that any physically possible
rotating observer does not see the Minkowski vacuum has
strange effects such as the Unruh effect. Second, the results
of this paper can be used to calculate thermal expectation
values for some spherical rotating systems, which may have
practical applications. We will discuss the fermion con-
densate as an example. One advantage of this paper is that it
deals with finite rotating systems, which are more close to
the real rotating systems, especially when the finite volume
has important effects. For example, the results of this paper
have potential applications to realistic simulation of the
small rotating quark-gluon systems created in heavy-ion
collisions [15-18].

The structure of this paper is organized as follows. In
Sec. II, we construct the mode solutions of the Dirac
equation in unbounded spherical coordinates and review
the second quantization procedure. The remainder of the
paper considers the bounded space-time with spectral and
MIT boundary conditions. In Sec. III, we give the mode
solutions satisfying the two kinds of boundary conditions,
show that there are no EE < 0 modes if the field is enclosed
in the SOL, and perform the second quantization procedures.
The thermal expectation values of the fermion condensate
with the two kinds of boundary conditions are calculated in
Sec. IV. Finally, a summary is included in Sec. V.

I1. UNBOUNDED SPACE-TIME

In this section, we construct the mode solutions in a
rigidly rotating, unbounded, Minkowski space-time. The
Dirac equation is introduced in Sec. I A. The solutions in
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spherical coordinates are given in Sec II B. In Sec. I1 C, we
discuss the definition of the vacuum.

A. Dirac equation in rotating Minkowski space-time

The metric of a rigidly rotating frame with angular
velocity Q is given by

1—(2+yHQ2 yQ —xQ 0

yQ -1 0 0
L = 1
e —xQ 0 -1 0 W
0 0 0o -1
We adopt the convention that 7, ;... =7,%,9,%2 and y,v... =

t, x, v, z refer to the Cartesian coordinate in the local rest
frame and the general coordinate in the rotating frame,
respectively.

In this paper, we adopt the units 7 = ¢ = kz = 1. The
Dirac equation of a fermion with a mass M in the curved
space-time is

[ir'*(9, +T#) = Mly = 0, (2)
where
l ;;
Fﬂ = —Za)ﬂ;}d ,

[
W15 = Gapes @el;» + Ffue’,f)»
an i
oy —

.7 ()

with the Christoffel connection, I, = % 6" (9, + Guo—
9uw.s)» and the gamma matrix in curved space-time,

= e’;.‘ y'. The vierbein e’;.‘ connects the general coordinate

with the Cartesian coordinate in the rest frame, x* = eg’ Xl
Then the Dirac equation can be reduced to [19]

V(i0, + QJ,) + iy* 0, + i’ 0, + iy’ 0, — My =0,  (4)
where J, is the z component of the total angular momen-

tum. In this paper, we adopt the Pauli-Dirac representation
of the gamma matrices:

(0 (0 e

where o; are Pauli matrices:

() () e

B. Mode solutions

It is observed that the Dirac equation (4) is different from
the Dirac equation in Minkowski coordinates only by a
term about J,. In fact, as we will see, the spherical wave
solutions to Eq. (4) have the same form as the spherical
wave solutions to the Dirac equation in Minkowski
coordinates. The solutions to the Dirac equation in
Minkowski space with respect to spherical coordinates
have been reported or partly reported in Refs. [12,20-23].
In this paper, we partly follow Ref. [23].

We assume the form of the solution to Eq. (4) as

y(x) = u(x)e ™. (7)
Then we obtain a stationary equation:
(=ir"'0; + "M = QJ )u(x) = Eu(x), (8)
or, by @ = y()y, p= 76, written as
(—ia-V + pM — QJ . u(x) = Eu(x). 9)

E is the total energy in the rotating frame. We can write the
corotating Hamiltonian

H=i0,=—-ia-V+pM—-QJ, =H-QJ,. (10

where H has the same form as the free Hamiltonian in
Minkowski coordinates. To solve Eq. (9), one usually looks
for a complete set of commuting operators. The complete
set of operators suitable for spherical coordinates is
{H,J? J.,K}, where J? is the total angular operator and
K is defined by

K=BL-Z+1), (11)

where L is the orbital angular momentum operator and

o (g 2) (12)

where 6 = (01, 65, 63), which are given in Egs. (6).

One can check that operators H, JZ, J ., and K commute
with H and commute with each other. In fact, they are
exactly the complete set of commutating operators in
Minkowski spherical coordinates [20]. Thus, the solutions
to Eq. (9) have the same form as the solutions to the Dirac
equation in Minkowski coordinates; only the energy E is
different from the Minkowski energy E. We label the
eigenvalues of {H,J?,J,, K} by {E, j(j +1).m;,«}, and
the relation between the corotating energy E and
Minkowski energy E is

E=E-Qm, (13)
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The energy difference €2m; can be understood intuitively
that a rotating object with angular velocity Q and angular
momentum J has a rotation energy Q - J.

For short, we use k = (E, j, m;, k) to label an eigenstate
ui(r, 6, ¢), which has eigenvalues {E, j(j + 1), m;,x} and
corresponds to a solution

Up(t.7.0.¢) = u(r.0.dp)e™E" (14)
to Eq. (4). To solve u,(r, 0, ¢), we split it into two parts:
uy (r,0, ¢))
ui (r,0,9)

Using the fact that u;(r, 6, ¢) is an eigenstate of J?, J_, K,
we have

u(r,0,¢) = ( (15)

T = j(+ Dug,
1
<Lz + 561> uki = mjuki’
(L -6+ 1)uif = txuf. (16)

Because J? = L + %62 +L-o, u,f are the eigenstates of

L?, and we set the corresponding eigenvalues to be
E(F+1):

L?uf = F(I* + 1)uf. (17)
|

To solve u,f, we also split into two parts:

b (r.0.4) )

+ _
i (r0.9) = ((pki(r, 0.9)

(18)

By the second equation in Egs. (16), we have

Lo+d 0 N\(or\ (ot
<O Lz—§><tpf>_m‘i<<pf)' 19)

So we can write ¢=(r, 0, ¢) and ¢*(r,0, ) as

$=(r.0.9) = [(Y 12, 4(0.9).
5 (r.0.9) = [ (DY e 11(0.6). (20)

Here we note that we use f(r) [f'(r)] as the radial function
for both ¢* (¢™), but it should be different for ¢* () and
for ¢~ (¢ 7). Now, let us find the relation between j, x, and
I*. First consider K? = J? +1; we have

K—i<j+%>. (21)

Then, by the third equation in Egs. (16), we have

(mf' 3 1>f(r) F &f(r) + \/<Ii +m, +%) (zi -3t 1>f’(r) =0,

\/<li —m; +%> <li + m; —%+ 1>f(r) - (m,- +%— 1)f’(r) F xf'(r) =0. (22)

Equations (22) have nonzero solutions when the deter-
minant of coefficients equals to zero, and then we get

F(E+1)=«x(kF1). (23)
That is, when k = j +1 > 0,

1
IF=k—1=j—=,

1
5 F=xk=j+=. (24)

2

and, when k = —(j +3) <0,

1
l+:— 5 -,
K ]+2

F=—(k+1)=j—=. (25)

There is no solution for xk = 0, since j cannot be negative.
The ratio between f(r) and f'(r) is

flr) _ \/(li +mj 4 3) (I —m;+3) 26)
£(r) P :
Thus, we can write u,f as follows: when « > 0,
uf = (s g =9, (27)
and, when « < 0,
up = f( VU = 9, (28)
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where
Jt+m;
. Va7 Vi
)(jm- = )
J j—
=My l
2j S mpmit
Jj—m;+1
. VD Y itk
)(jmj = - . (29)
_ j+mj+lY
20+1) © jtpmity
. 1 3 o . . .
J=3:5s 0 mj=—j,—j+ 1,...,j. Now let us look for

the radial functions f(r) and g(r). To do this, we need the
eigenequation

Hu(r,0,¢) = Eu(r,0,¢). (30)

To solve Eq. (30) in spherical coordinates, we need to
express H in spherical coordinates. By

rx (rxV)=r(r-V)-rV :rrg—#v, (31)

r

we have

. i o 1
—1a-V:—;(a-r)E—ﬁa-rxL, (32)

where r is the position vector operator. Then using the
identity

(@-A)(Z-B)=y°A-B+ia-AxB (33)
and the fact that r - L = 0, we have
ia-rxL=(a-r)(2-L)=(a-r)(pK—-1). (34)

So H can be written as

r r

H:—;(a-r){g—l(ﬂl(—l)]—l—Mﬁ. (35)

Plugging it into Eq. (30), and using 6 - Ly =y}, we get
the equations that the radial functions satisfy:

(= E)f) = e 1) =i 257 =
(M= E)gn) + L= 1p -0 —0. 36)

which can be turned into the form

2 r r
PZID 20 el =0,
ZHD 42 20 4 (2 - et Dl =0, 37

where p? = E> — M?. These equations are the spherical
Bessel equations, their solutions are, when x = j —i—% > 0,

f(r) = akjj—%(pr)v g(r) = bk]j%(ﬁ”)v (38)

and, when k = —(j +1) <0,

fr) =awjjulpr).  g(r) = bijji(pr).  (39)

Plugging the solutions into Eq. (36) and using the following
formulas about spherical Bessel functions:

n+1, .
X jn<x>:.]n—1(x)’

33 =2 a®) = =i (), (40)

Jn(X) +

we get

b sgn(k) ip
— = K .
a EWELTM

(41)

Thus, the solutions are finally written as

\ G2 PO
up(t,r,0,¢) = ,
i SR (i,

B2 (P,
u(t,r,0,¢) = ,

_;E JE-M; +
l‘E| E ]}—%(pr))(jmj

k<0,

(42)

where ;(jim/_ are given by Egs. (29). The solutions above are

not normalized; if we multiply a coefficient Cf*® = , /2p,
k P2

they will be normalized as
) ® o free (27 7F
A r dr/) smOd@/) dp|C|1°U, Uy
= 5(k7 k/) = 5],]’5m,,m’_,51<.l<’5(p - p’)H(EE’), (43)

Antiparticle modes V; can be obtained from the particle
modes through charge conjugation, i.e.,

Vi(x) = it Ui (x), (44)
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and have the following form:
Vilt.r.0.0) = vi(r.0.4)e™, (45)

where

L IE
(r.0.) = s (1. 0.0) = (1" (0.,

(46)
where

k= (-E.j,—m;

—K). (47)

C. Second quantization

As we discussed in the introduction, the vacuum of a
Dirac field in rotating coordinates is not uniquely defined,
which comes from the freedom to choose the “particle”
and “antiparticle” modes. For a nonrotating vacuum,
particle modes have Minkowski energy E > 0. For a
rotating vacuum, particle modes have corotating energy
E > 0. The difference between rotating vacuum and non-
rotating vacuum arises from the modes with EE < 0. By
enclosing the system inside the SOL, the modes with
EE < 0 can be eliminated, which has been proved with a
cylindrical boundary [6]. We will also prove it for a
spherical boundary in this paper. Thus, the rotating vacuum
and the nonrotating vacuum are equivalent.

Assuming that there are no modes with EE < 0, second
quantization can be performed by expanding the field
operator y(x) as

y(x) =Y O(E)Ur(x)by + Vi(o)d],  (48)

where O(E;) is the step function which ensures the
Minkowski energy E; is positive and

EDS 2’: /|E>M dE. (49)

k J=1/2mj=—j k=%(j+1/2)

The one-particle operators b, and d,t obey canonical

anticommutation relations:
{bi.b},} = 8(k. k'), {d;.d} =5(k. k).  (50)

All other anticommutation relations are zero. The vacuum
state |0) is defined by

b|0) = d,|0) = 0. (51)
In the next section, we will investigate the Dirac field

enclosed by two kinds of boundary conditions, namely,
spectral and MIT boundary conditions.

III. BOUNDED SPACE-TIME

This paper focus on the quantum fermion field with
rotating coordinates, inside a sphere which has radius R. To
avoid exceeding the speed of light, we require RQ < 1.

To enclose the field inside the sphere, we consider
two kinds of boundary conditions: the spectral and MIT
boundary conditions. In Secs. IIT A and III B, the spectral
and MIT boundary conditions are introduced, respectively.
For each case, the spectrum is derived and the vacuum state
is discussed. And, for each case, we show that the rotating
vacuum and nonrotating vacuum coincide.

A. Spectral boundary conditions

Before introducing the spectral boundary condition, we
first discuss the constraint on the behavior of the field on
the boundary due to the requirement of the self-adjointness
of the Hamiltonian. Here we follow the discussion
in Ref. [6].

The Hamiltonian is a self-adjoint operator, that is,

(w.Hy) = (Hy.5). (52)
Since H = id,, Eq. (52) is equivalent to

O (w.x) = 0. (53)

In the special case y = v, Eq. (53) implies the conservation
of particle numbers. In the rotating frame, one has [6]

O ly.z) = - /) RoNG 08 (54)

where OV is the two-dimensional boundary of the three-
dimensional volume V. Thus, in the spherical coordinates,
the self-adjointness of the Hamiltonian requires

7 2 .
R A sin 06 A dpiry’y|,_p = 0. (55)

where " = y! sin@ cos ¢ + y* sin@sin ¢ + y° cos 6.

To implement the spectral boundary condition, we
write the solution y of the Dirac equation with z-angular
momentum m as

w(x) = e x (ety ety ety ety ). (56)

The inner product of w and another solution y with
z-angular momentum m’ are time invariant if

/ sin 0dO(w (syh, — cx2) + vk (sy?, + cxrh)
0

+ W (Sxm = Sxm) + W (K + ) )y = 0. (57)
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where ¢ and s is the short writing of cos@ and sin®,
respectively. (Note do not confuse ¢ with the speed of
light c¢.) The inner product of the charge conjugate

W, = i)/jl//* of y and y must also be time invariant. That is,

/0 sin 0dO(wL,, (s — cxm) — W2in(Sxa + i)

=y (sx = cxm) T W (st + X))o — = 0.

(58)
To satisfy both Egs. (57) and (58), we can set
w31|r:R = er:R = O’ m > 0’
l//}n|r:R = l//%n|r:R = O’ m < 0’ (59)

which we call the spectral boundary condition. One can
also set the third and fourth components zero when m < 0
and the first and second components zero when m > 0.
Here we discuss only the implementation in Eq. (59). We
expect that the other implementation gives similar results
for expectation values.

1. Discretization of the momentum

Apply Eq. (59) to the mode solutions (42) requires the
momentum p must be discretized by

$iri mx >0,
Pjmx iR = ’ (60)
’ $jo1y mk <0,

where &, ; is the ith nonzero root of the spherical Bessel
function j,(x). Thus, the mode solutions of the Dirac
equation with spectral boundary condition can be written as

U (x) = CPU(x), (61)
where k includes a new index i:
k= (E, jmj ki) (62)

and E = 4+/p?> + M? is the Minkowski energy. The
constants C;’ will be calculated in Sec. III A3 to make
the modes have unit norm.

2. Energy spectrum

Here we will show there are no EE < 0 modes in the
particle spectrum; then the rotating and nonrotating vacua
are equivalent. But, before the proof, let us explain the
physical meaning of this conclusion briefly.

In the picture of the Dirac sea, the Minkowski vacuum is
the state with all negative modes £ < 0 occupied. But the
mode with Minkowski energy E has rotating energy E as a
rotating observer sees. If E > 0, this occupied mode will be

identified as a particle by the rotating observer. That is, the
rotating observer will see that the Minkowski vacuum
contains particles. However, if the condition EE >0 is
satisfied for all modes, the rotating observer will see
nothing in the Minkowski vacuum.

To demonstrate there are no EE <0 modes for the
spectral boundary condition, we use the property of the first
zero of the spherical Bessel function [24]:

Thus, for £ > 0, we have

ER>2pR>& 1) > +% > m;. (64)
So

ER = ER—Qm;R > (1 — QR)m;. (65)

If QR < 1, then EE > 0 for all M, J» mj, k, i. Similarly,
when E < 0, we can also verify that EE > Oforall M, J.mj,
K, i. Thus, the rotating and nonrotating vacua are equivalent.
Here we can see the key point in the proof is that, by
enclosing the system inside the sphere, the momentum is
discretized and, thus, has a nonzero minimum value.
Since EE < 0 modes do not appear, we can perform the
second quantization procedure as introduced in Sec. II C.

3. Normalization

Before performing the second quantization, we have to
calculate the normalization constant C Zp. The inner product

for two particle modes U,” and U} is

(U UR) = CF" CPo(k. k)T . (66)
where

5(k9 k/) = 5jj’émj,m}éx,K'ﬁii’g(EE/) (67)
and

R I.. )
S 2/) drrzg[]%(pr) + a1 (pr)]
R3

=5 |Raer

S D) s R (pR) + (PR,

PR
- ko 2Ll 2
Sun = |, drr §[Jn(pr)—1n+1(pr)]
RZ
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When mx > 0, §/,, = =K 2 1(Ej14), we take
2 2
V2
sp
i = mk>0. (69)
' v |]J—l(51+7

When mk < 0, +1 =5 ]J+1(§ 1,;), we take

Sp _ \/§

B = —————— mk < 0.  (70)
] v R3|]j+%<§j 1

The antiparticle modes are related to particle modes by
Eq. (46):

V(e r.0.0) = (-

)m +—

] | UP(t,r,0,¢), (71)

where

k= (=E,j,—m,—x,i). (72)

Since the particle modes are normalized (the above
calculation is valid for both E > 0 and E < 0), so are
the antiparticle modes. One can check that U;” has the same
normalization constant with its charge conjugate V’.

4. Second quantization

To perform the second quantization procedures, we first
expand the field in terms of the normalized modes:

=Y o) |uppy +vyar.  (73)
k

where k is defined in Eq. (62) and

ey XYY

[6e]
k J=1/2mj=—j k=+(j+1/2) i=1 E==|E|

The vacuum |0%) for the spectral boundary condition is
defined by

b,’|0%) = d;7|0P) = 0. (75)

B. MIT boundary conditions

The MIT boundary condition was first introduced in
Ref. [14]. It satisfies Eq. (55) by setting

ify (xy) = gy (xp), (76)

where n,, is the normal to the boundary and # = y#n,,. The
coefficient ¢ can take the general form [25]

¢ =exp(—iys0®) = cos® — iy5sin O, (77)

where O is the chiral angle. Here we consider only the cases
when ©® = 0 (MIT) and ® = 7 (chiral), that is,

(1 (M),
g_{—l (chiral). 78)

One can check that the MIT boundary condition Eq. (76)
makes the normal component of the fermionic current
J* = wy*w to be zero on the surface, i.e.,

nﬂj# (xb) =0. (79)

In spherical coordinates, the boundary condition (76) can
be written as

—iy"y(xp) = cw(xp). (80)

One can check that if w(x) satisfies this boundary con-
dition, so does its charge conjugation iyy*(x).

1. Discretization of the momentum

Substituting the solutions Egs. (42) into the boundary
condition Eq. (80) and using the identity (o - ?))(ij =

6L mi = Xmj» We can get the equation for the allowed
momentum:
ji(PR) = sgn(k) =" j1 (PR),  (81)
K E+ M’k
where
/ { k—1 forx >0,
S " for k < 0,
- K for k > 0,
b= (82)
—-k—1 forx <O.

Here we note our equation (81) is different from that in
Ref. [22] by a minus sign, because our definition of x is
different from theirs by a minus sign. We label the ith
nonzero root of Eq. (81) with E, j, k as pgj.;. The mode
solutions of Dirac equation with MIT boundary condition
can be written as

UM (x) = CYTUL(x), (83)

where k represents
k= (E.j.mj k,i). (84)

The normalization constant will be calculated in
Sec. III B 3.
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2. Spectrum energy

Now we show that there are no EE < 0 modes; thus, the
rotating and nonrotating vacua are equivalent for the MIT
boundary condition case. First, we consider the case when
M = 0. The eigenequation (81) becomes

ji2(PR) = £ijs(pR). (85)

where the plus or minus sign depends on the signs of «
and ¢. The roots of Eq. (85) times R are the zeros of
functions

T3 % 71 (0), (86)

where J, is the nth Bessel function. According to the
theorems in Ref. [26], the first nonzero zero 5;1 of

Jj(x) = Jj41(x) satisfies &7 > &), and the first nonzero
zero &y of J;(x) 4+ J;.1(x) satisfies & > &, where
"1 is the first zero of J(x). Using the property [24]

i
> Vil +2), (87)
we get
> izmy (88)
Thus,
|Ejm il R 2 PEjeiR > mj. (89)

Combine Eq. (89) with Eq. (65) and we prove that there are
no EE < 0 modes for the M = 0 case.

When M # 0, we assume E >0 (E <0 case can be
proved in a similar way). Let us first consider the ordinary
case (¢ = 1); the eigenequation (81) becomes

J;(PR) k>0,

p
- mfj+1(PR) =0,

E+M
J,(pR) +

Jit1(pR) =0, k < 0. (90)

For the equation with x > 0, we set the first nonzero root
pR = ¢; . Since 0 <z <1, 0one has J;(&;1) <J;41(&1)-
However, in the interval 0 < x < &7, J;(x) > Jj;1(x) > 0,
s0 & > 5;1 > m;, and thus Eq. (89) is satisfied.

For the equation with x < 0, using z%; > 0 and J;(x) >
Jjy1(x) > 0 when 0 < x < &7, one can easily know the
first nonzero root is larger than £;,, and thus Eq. (89) is
satisfied.

Now let us turn to the chiral case (¢ = —1); the

eigenequation (81) becomes

P
J;i(PR) +mfj+1(PR) =0, k>0,
E+M

J;i(pR) - Jit1(pR) =0, k <0. (91)

For the equation with x > 0, using z2;; > 0 and J;(x) >
Jjr1(x) > 0 when 0 < x < &7, one can easily know the
first nonzero root is larger than 5;1, and thus Eq. (89) is
satisfied.

For the equation with x > 0, it can be written in the

following form:

J;(PR)
P Ji1(pR)

which is the formula (3.49) in Ref. [6]. Then one can follow
the proof below (3.49) in Ref. [6], and finally Eq. (89) is
satisfied.

Yet, we have proved that there are no EE < 0 modes,
and, thus, the rotating and nonrotating vacua are equivalent
for the MIT boundary condition case.

= M+E, (92)

3. Normalization

To perform the second quantization for the MIT boun-
dary condition case, we have to calculate the normalization
constants CY!T. The inner product for two particle modes
UM and UM is

(UMIT, gMIT) = CMIT=CMIT5(k, k) {Sﬁr%( PEjciR)

M
LRI RS
where 6(k, k') = 5,-,5,,,/_,,,,;5,<_K,5,.,.,9(EE’) and Sﬁ% are given

by Eq. (68).
Combining Eq. (81) with Eq. (93), one can get the
normalized constants:

V2 E+M

CMIT = - , k>0,
g R‘JjJr%(pEjK.iR” 2ER—¢(2j+1)+c
(94)
2 E+M
V2 o,
R‘Jj—%<pEjK,iR>| 2ER+¢(2j+1)+¢%
(95)

The antiparticle modes are also normalized, since the
particle modes are normalized, and one can check that
UMIT has the same normalization constant as its charge
conjugate VMIT,
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4. Second quantization

The second quantization can be performed as before.
Expand the field by normalized modes:

waar = Y_O(E) | UYTHIIT - V@Y (96)
k

where

EZ-fIi) fj SNCU

The vacuum state |OMIT)

case is defined by

for the MIT boundary condition

bII:/IIT|0MIT> — dkMIT‘0MIT> =0. (98)

Thus, we have finished the field quantization for the
Dirac field in rotating coordinates with two kinds of
boundary conditions.

IV. FERMION CONDENSATE

In this section, we calculate the thermal expectation
value of the fermion condensate in a thermal equilibrium
rigidly rotating sphere. The spectral and MIT boundary
conditions are considered separately.

We calculate the fermion condensate s in a straightfor-
ward way. The field operator w(x) and w(x) can be
expanded by creation and annihilation operators:

_ Zg EQ)CilbiUi(x) + diVi(x)],

Ze E)C

where C; are the normalization constants. We have

F[dVi(x) + b O(x)), (99)

= > O(E)O(EL)CiCy | (b[bi) Uiy
kk'

+ (ddl )V Ve + (bl T Ve + (dkbk/WkUk/},
(100)

where (-) means the ensemble average for a thermal
equilibrium rotating system. According to Refs. [10,12],

; 1
T _ /
(bibe) = ePEH) 41 ok, k),
T\ i _ 1 /
) =1 = ) = (1= otk )
(bid!,) = (diby) = 0. (101)
Using V,(x) = iy2U;(x), one has V,V, = U, U,. Let

w(Ey) = (1= (didy) — (bybi))0(Ey)
0(E E, - E
_ O(EW) tanhﬁ( K = H) " tanhﬁ( k1) ’
2 2 2
(102)
and then the condensate can be written as
(pw) = _Z|Ck|2W(E~k)UkUk- (103)
k
Set
Ir,
Ajni(7,0) = sgn(K) 3 12, (pa) ) X,
= 2 Per) U ) i, | (104)
and
M,
Bjmjm'(r’ 0) = ﬁ []i_%(pkr) jm; )T)(/m]
+ PP ) o |- (109)
We have
UkUk = Ajmjlci + BjmjKi' (106)
Finally, the condensate can be expressed as
[ <) J
) == > > >
j=1/2 k=% i=1 mj=—j
X |CijKi|2W(Ejm Kl)(AjmjKi + leani)' (107)

A. Spectral boundary condition

For the case of the spectral boundary condition,
one notices that ijn,-‘K,i:pj,—mj,—K.i’ ()(Jj‘fmj)T)(jjfmj:

+ _
()(j,—m,)T)(j.,—m/’ and Cj,mj,,(_i = Cj,_ml_,_,(,i, so one has

A —-A B B

jamjki = Jommj—k,i jmjui = Bj—m;—x.i- (108)

Thus, the expression of the condensate can be simplified as

E:XE]Qm

j=1/2 k=% i=
X Z{ ]mlcz - (Ejmjlci)]Ajmjlci
m;=1/2

+ [W( Jjm; Kl) + W( /m-ki)}Bjmjki}’ (109)

065002-10
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and Cj; is the abbreviation of

xi.m,>0> which depends on j, k, i only when m; > 0.

where E = E 4 Qm;
C;
The condensate is a function of 6 and r, in general. In the
special case Q =0, i.e., the nonrotating case, one
can simplify the expression further. Using the additional
formula

ZY Im 9 ¢

W(0.9) = ZY (0, 4)Y1,(0',¢)

21 +1

ZTPI(COS 0), (110)

where cos® = cosfcos @ + sin@siné cos(¢p — ¢'), we
can get

2/ + 1 2j+1
i - — —
Z Jm/ jmj—TPj%(Cos@_l)_ P

(111)

Then Eq. (109) with Q = 0 can be simplified as

ZZZI i "W (Ejei)Bicimso,  (112)

Jj=1/2 k=% i=

where Ej,; is the abbreviation of E jiim; >0 and

J
Bcim>0 = Z 2Bjmjlci(r’9)
m=1/2
M2j+1
T2E 4z

|:] '_%(ijl m>0r) + ] (iji,nl>0r):| ’
(113)

which depends only on r. So the condensate inside a
nonrotating sphere with the spectral boundary condition
depends only on coordinate r. This is easy to understand,
since a nonrotating spherical system has spherical symmetry.

The condensate we calculate above is divergent. We can
subtract its divergent part which is independent of the
temperature to get the condensate (: Py ) which is finite.
To do this, we just need to replace w(E) by

0(E)
1 + eP(E-n)

__ o)
1 4+ P EH)

o (E) = -

(114)

In Fig. 1, we present some numerical results of the
fermion condensate (:yw:) for the spectral boundary
condition. Figures 1(a) and 1(b) show the influence of
the rotation on the fermion condensate. We can observe that
rotation increases the condensate at large r. And this effect
becomes stronger when the rotation speed increases.
Figure 1(c) shows the influence of the inverse temperature
f on the fermion condensate. The fermion condensate

increases when the temperature increases, which is con-
sistent with the result in Ref. [6]. Here we note that the
quantity we calculated is the free fermion field condensate
(:yy 1), which should not be confused with the conden-
sates calculated in some effective models like the linear
sigma model, where the condensate usually decreases when
the temperature increases [27]. The influence of the mass M
on the fermion condensate is presented in Fig. 1(d).
Figures 1(e) and 1(f) show that the effects of rotation
are different at different @ angles. The rotation has a
stronger effect when @ is close to z/2. For the spectral
boundary condition case, the fermion condensate on the
boundary is finite and nonzero, in general. There are some
differences between our results of fermion condensate
and that in Ref. [6] for the cylindrical spectral boundary
condition. The fermion condensate in Ref. [6] is zero when
the particle is massless, which is not the case here. Another
difference is that the fermion condensate in Ref. [6] is
always positive while it can be negative here.

B. MIT boundary condition

For the MIT boundary condition, the discretized momen-

tum pp;,; and normalization constants C;,; are independent
i + (ot

of m;. Considering )T Kim, = Uiem, )X j.=m,» we have

A —A. . B. .—B

KL Js—mj K, Jomj K.t

(115)

JimmjK,i

Thus, the condensate Eq. (107) can be simplified as

DR HICHDS

J=1/2 k=% i= m;=1/2
X [W(Ejm Kl) + W(E]m‘/-xiﬂ(Ajm_/-Ki + Bjm/-Ki)’ (116)
which is a function of 6 and r. When the system is

nonrotating, i.e., Q = 0, we can also simplify the expres-
sion further:

0

) == > 1CilPW(Ej) (Wji+Bj).  (117)
J=1/2k==% i=1
where
J
Wi = Y Apyui(r.0)
mj=—j
2j+117.
= sgn(k) —,——> [Jf_%(pkr) J (pkr)}
J
2B/Kl = Z Bjm m(rve)
mj=—j
_M2j+17r,
2E 4z []J %(pkr) +Jj+ (pkr)] (118)
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The thermal expectation values of fermion condensate (: iy :) for the spectral boundary condition. The radius of the sphere is

set to be R = 1. All results are calculated at chemical potential 4 = 0. (a) The condensate as a function of r at @ = z/2 at M = 1, fixed
inverse temperature f = 2, and various angular velocities Q. (b) The condensate as a function of r at @ = z/2 at M = 1, fixed inverse
temperature § = 0.5, and various angular velocities Q. (c) The condensate as a function of r at @ = z/2 at M = 1, fixed angular velocity
Q = 0.5, and various inverse temperatures f. (d) The condensate as a function of r at § = z/2 at fixed inverse temperature f§ = 1,
angular velocity Q = 0.5, and various masses M. (e) The condensate as a function of r at several @ angles at M = 1, fixed inverse
temperature f = 2, and angular velocity Q = 0.8. (f) The condensate as a function of r at several # angles at M = 1, fixed inverse

temperature f = 0.5, and angular velocity Q = 0.8.

So the condensate inside a nonrotating sphere with the MIT

boundary condition also depends only on coordinate r.

In Fig. 2, we present some numerical results of the
fermion condensate (:yw:) for the MIT boundary

condition case. One noticeable feature is that the conden-
sate vanishes on the boundary, which is different from the
spectral boundary condition case. This feature was also
noticed in Ref. [6]. We can show that this feature does not
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FIG. 2. The thermal expectation values of fermion condensate {:y :) for the MIT boundary condition. The radius of the sphere is set
to be R = 1. All results are calculated at chemical potential 4 = 0. We take ¢ = 1 if not noted. (a) The condensate as a function of r at
0 = /2 at M = 1, fixed inverse temperature § = 2, and various angular velocities Q. (b) The condensate as a function of rat @ = z/2 at
M = 1, fixed inverse temperature = 0.5, and various angular velocities Q. (c) The condensate as a function of rat @ = z/2 at M = 1,
fixed angular velocity Q = 0.5, and various inverse temperatures /. (d) The condensate as a function of r at @ = z/2 with ¢ = +1 at
fixed inverse temperature f = 1, angular velocity € = 0.5, and various masses M. (e) The condensate as a function of r at several 6
angles at M = 1, fixed inverse temperature # = 2, and angular velocity Q = 0.8. (f) The condensate as a function of r at several 6 angles
at M = 1, fixed inverse temperature f = 0.5, and angular velocity Q = 0.8.
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depend on the shape of the boundary, because it is a direct
consequence of the MIT boundary condition:

wyl,, = (=i ngy°) iy na)l,,

=w(r'n)yl,, = —wyl, =0,  (119)
where we used Eq. (76) and n, = (0, —n;). Figures 2(a)
and 2(b) show the influence of the rotation on the
condensate. Like the spectral boundary condition case,
the rotation increases the condensate at large r. The
influences of the inverse temperature f and mass M are
presented in Figs. 2(c) and 2(d), respectively. Like the
spectral boundary condition case, the fermion condensate
increases when the temperature increases. Figures 2(e)
and 2(f) show that the effects of rotation are stronger at the
0 angle which is closer to z/2. This is also similar to the
spectral boundary condition case. But, the quantitative
results with MIT boundary condition are different from
that with the spectral boundary condition.

Yet, we have finished the calculation of the condensate
inside a sphere with spectral and MIT boundary conditions.
We find that the expectation value of the condensate
depends on the boundary condition.

V. SUMMARY

In this paper, we studied a Dirac field enclosed inside a
sphere in Minkowski space-time. The solutions to the Dirac
equation in rotating spherical coordinates have the same
form as the solutions to the Dirac equation in nonrotating
spherical coordinates, but the spectrum in rotating spherical
coordinates is different from that in nonrotating spherical
coordinates by a term relative to the rotation speed. To
constrain the system inside the speed of light surface, we
considered two kinds of boundary conditions, namely, the
spectral and MIT boundary conditions. The rotating quan-
tum states of the system inside the sphere have been
constructed for each boundary condition. And the equiv-
alence of the rotating and nonrotating vacua when the
boundary is placed inside the speed of light surface was
proved. Combining our proof and the proof for cylindrical
boundary case in Ref. [6], one expects that any possible
physical field in rotating coordinates has a unique

quantization scheme, and the rotating vacuum is identical
to the Minkowski vacuum. Thus, a rotating observer will
not see the Minkowski vacuum has strange effects like the
Unruh effect.

Finally, the thermal expectation value of the fermion
condensate for a thermal equilibrium rotating field was
calculated. We found it depends on the boundary condition
and, of course, varies with coordinates and rotation speed.
Calculating thermal expectation values has some practical
meaning for the study of rapidly rotating matter. For
example, in noncentral high-energy heavy-ion collisions
(HICs), the strong interacting matter can carry large angular
momentum and reach a very high angular velocity [17].
The great vorticity can cause some interesting effects; one
is the so-called chiral vortical effect [11,28,29], which is
analogy to the chiral magnetic effect [30-32]. This effect
predicts a nonvanishing current along the rotating axis,
whose thermal expectation can be calculated based on the
spectrum of fermions in the rotating frame [6,10]. Great
vorticity can also influence the phase transition of the
matter [33]. In HICs, it is shown that the phase conversion
from the hadron phase to the quark phase can be influenced
by rotation [34]. To characterize this phase conversion, the
fermion condensate can be used as an order parameter [35].
However, the quark-gluon systems created in HICs, also
called as “fireballs,” are estimated to be of only 2—-10 fm in
diameter [18]. The finite size effects can influence the
phase transition as well [36]. To consider both the rotation
and finite size effects for the phase transition in HICs,
the fermion condensate calculated in this paper may have
possible applications, which we will study in the future.
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