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We present a measurement of the strong-phase difference between D0 and D̄0 → K0
S;LK

þK− decays,
performed through a study of quantum-entangled pairs of charm mesons. The measurement exploits a data
sample equivalent to an integrated luminosity of 2.93 fb−1, collected by the BESIII detector in eþe−

collisions corresponding to the mass of the ψð3770Þ resonance. The strong-phase difference is an essential
input to the determination of the Cabibbo-Kobayashi-Maskawa (CKM) angle γ=ϕ3 through the decay
B− → DK−, where D can be either a D0 or a D̄0 decaying to K0

S;LK
þK−. This is the most precise

measurement to date of the strong-phase difference in these decays.
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I. INTRODUCTION

In the Standard Model (SM), the charged-weak inter-
action in the quark sector is described by the Cabibbo-
Kobayashi-Maskawa matrix (CKM) [1]. One of the pri-
mary goals of flavor physics experiments is to determine
the angles α, β and γ (or ϕ2;ϕ1 and ϕ3) of the b − d CKM
unitary triangle precisely. Currently, the most precise
measurements of γ are extracted using tree-level B− →
DK− decays [2]. Here and elsewhere in this paper D refers
to either a D0 or a D̄0 meson decaying into the same final
state and charge conjugation is implicit, unless stated
otherwise. The sensitivity to γ arises from the interference
of two amplitudes: b → cūs that results in the B− → D0K−

decay, and b → uc̄s that leads to the B− → D̄0K− decay.
The latter amplitude is both CKM- and color-suppressed
relative to the former. The value of γ measured with such
tree-level transitions is insensitive to loop-level contribu-
tions [3]. Therefore, tests for new physics that are made by
comparing unitarity triangle parameters measured using
tree and loop processes can be improved by more precise
determinations of γ [4,5].
Different methods of determining γ are classified

based upon the decay products of the D decay: CP
eigenstates (GLW method) [2], flavor-eigenstates (ADS
method) [6], and self-conjugate multibody states (BPGGSZ
method) [7–9]. The most widely used D decays for the
BPGGSZ method are D → K0

Sh
þh−, where h ¼ π, K.

Measurements of γ using these final states have been
performed by the Belle, BABAR and LHCb Collabo-
rations [9–11]. Recently the first constraints on γ using
the BPGGSZ method with a four-body D decay were
reported [12]. BPGGSZ analyses require an understanding
of the interference effects between D0 and D̄0 decays,
especially concerning the strong-phase difference between
the D0 and D̄0 decay amplitudes.
A precise measurement of the strong-phase difference

in D → K0
S;Lπ

þπ− decays was reported by the BESIII
Collaboration recently [13]. The first measurements of the
strong-phase difference betweenD0 and D̄0 decaying to the
K0

S;LK
þK− final state were reported by the CLEO

Collaboration, using a data set equivalent to an integrated

luminosity of 818 pb−1 that was collected at a center-of-
mass energy corresponding to the mass of the ψð3770Þ
resonance [14]. In this paper, we present an improved
measurement of the strong-phase parameters for D →
K0

S;LK
þK− decays, using a ψð3770Þ data sample corre-

sponding to an integrated luminosity of 2.93 fb−1 recorded
by the BESIII detector. This measurement can be used as an
input to the model-independent measurement of γ using the
BPGGSZ method. Moreover, these strong-phase parame-
ters serve as an essential input to the model-independent
determination of charm-mixing parameters and in probing
CP violation with D → K0

S;LK
þK− decays [15].

The D → K0
SK

þK− decay proceeds via various inter-
mediate resonances, which leads to a significant strong-
phase variation over the phase space. We define the
kinematic variables m2

� ¼ ðPK0
S
þ PK�Þ2, which serve as

the basis of the D → K0
SK

þK− Dalitz plot. Here, Piði ¼
K0

S; K
þ; K−Þ is the four-momentum of the D decay

product. The amplitude for B− → DðK0
SK

þK−ÞK− at
ðm2þ; m2

−Þ can be written as

fB−ðm2þ; m2
−Þ ∝ fDðm2þ; m2

−Þ þ rBeiðδB−γÞfD̄ðm2þ; m2
−Þ;

ð1Þ

where rB is the ratio of the magnitude of the suppressed to
the favored B-decay amplitude, δB is the CP-conserving
strong-phase difference between favored and suppressed
B-decay amplitudes, γ is theweak-phase difference between
the B decay amplitudes, and fDðm2þ; m2

−Þ ðfD̄ðm2þ; m2
−ÞÞ is

the amplitude of the D0 → K0
SK

þK−ðD̄0 → K0
SK

þK−Þ
decay. We neglect CP violation in D decays as in Ref. [8],
and can thus use the relation fD̄ðm2þ; m2

−Þ ¼ fDðm2
−; m2þÞ so

that Eq. (1) can be written as

fB−ðm2þ; m2
−Þ ∝ fDðm2þ; m2

−Þ þ rBeiðδB−γÞfDðm2
−; m2þÞ:

ð2Þ

Therefore, the decay rate of a B− meson is

ΓB−ðm2þ; m2
−Þ ∝ jfDðm2þ; m2

−Þj2 þ r2BjfDðm2
−; m2þÞj2 þ 2rBjfDðm2þ; m2

−ÞjjfDðm2
−; m2þÞj cos ðΔδD þ δB − γÞ; ð3Þ

whereΔδD ≡ δDðm2þ;m2
−Þ− δDðm2

−;m2þÞ, and δDðm2þ; m2
−Þ

is the strong phase of fDðm2þ; m2
−Þ. Hence, knowledge of

ΔδD is essential for the determination of γ in B− → DK−

decays.
In the literature, both model-dependent and model-

independent BPGGSZ methods are used. In the model-
dependent approach, the D0 amplitude is obtained using
a flavor-tagged D0 meson sample selected from the

D�� → D0ðK0
SK

þK−Þπ� decay, which is fit to an ampli-
tude model describing the decay of D0 → K0

SK
þK− [16] to

determine fDðm2þ; m2
−Þ. The amplitude model is then used

in an unbinned likelihood fit to the B-meson data sample to
determine γ, δB, and rB. However, this method results in a
model-dependent systematic uncertainty on the measured
value of γ which is difficult to quantify [17]. These model-
dependent uncertainties have been estimated to lie between
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3° to 9° [18,19], which limits the precision on γ that future
measurements performed with much larger B-meson data
samples [20,21] can obtain.
An alternative method of measuring γ is in a model-

independent manner that relies on defining a number of
bins in the D0 → K0

SK
þK− Dalitz plot [8]. This approach

determines γ from the measured rate in each bin of the
Dalitz plot, rather than fitting the Dalitz plot distribution
to an amplitude model. The method requires information
about ΔδDðm2þ; m2

−Þ in each bin, which is accessible at the
ψð3770Þ resonance by exploiting the quantum coherence
of the D0D̄0 pair produced in ψð3770Þ decays. The
advantage of this method is that the hard-to-quantify
systematic uncertainty related to the model assumption
is replaced by the uncertainty on the binned strong-phase
parameters of the D decay mode. These strong-phase
parameter uncertainties are statistically dominated, and
thus well understood. The major disadvantage of the
model-independent method is the inevitable loss of
information that arises from binning, which reduces
the statistical sensitivity of the γ measurement by
approximately 20% compared to the model-dependent
method [14].
The remainder of this paper is structured as follows. In

Sec. II we define the formalism used to measure the
strong-phase parameters with ψð3770Þ data. We explain
the Dalitz-plot binning in Sec. III. In Sec. IV we outline
the features of the BESIII detector and the simulation
techniques used in the analysis. We describe the event-
selection criteria and the procedure for estimating the data
yields in Secs. V and VI, respectively. In Sec. VII we
explain the procedure for estimating the bin yields,
including the various corrections applied. We describe
the extraction of strong-phase parameters and the calcu-
lation of systematic uncertainties in Secs. VIII and IX,
respectively. We present a discussion on the impact of
these results on γ in Sec. X. In Sec. XI we give the
conclusion and outlook.

II. FORMALISM

The model-independent method [8] for a three-body D
decay is implemented as follows. The entire Dalitz plot is
divided into 2N bins, withN bins symmetrically placed on
either side of the m2þ ¼ m2

− line. We follow the convention
in which bins with m2þ ≥ m2

− are labelled with i and bins
with m2þ < m2

− are labelled with −i. Thus, the 2N bins are
assigned labels from −N to N excluding zero. The
interchange of the Dalitz plot variables m2þ ↔ m2

− corre-
sponds to the interchange of positions of the bins i ↔ −i.
In order to extract the strong-phase difference parameters,
we need to determine the yield in each bin for flavor-, CP-
and mixed-CP tagged D → K0

SK
þK− decays. The number

of flavor-taggedD0 → K0
SK

þK− decays Ki in the ith bin of
the Dalitz plot is defined as

Ki ¼ aD

Z
i
jfDðm2þ; m2

−Þj2dm2þdm2
− ¼ aDFi; ð4Þ

where aD is a normalization factor equal to the total number
of D0 → K0

SK
þK− decays in the flavor-tagged charm

sample, Fi is the fraction of D0 → K0
SK

þK− decays in
the ith bin, and the integral is over the ðm2þ; m2

−Þ region
defined by the ith bin. Here and elsewhere the values of
Kð−Þi are corrected for efficiency and also for the presence
of any doubly Cabibbo-suppressed (DCS) component (see
Sec. VII A). We assume fDðm2þ; m2

−Þ has been normalized
such that

Z
jfDðm2þ; m2

−Þj2dm2þdm2
− ¼ 1; ð5Þ

where the integral is over the whole Dalitz plot. For each
bin the interference between D0 and D̄0 decays can be
parametrized by two variables ci and si, which are the
amplitude-weighted averages of cosΔδD and sinΔδD,
defined as:

ci ≡ 1ffiffiffiffiffiffiffiffiffiffiffiffi
FiF−i

p
Z
i
jfDðm2þ; m2

−ÞjjfDðm2
−; m2þÞj

× cos½ΔδDðm2þ; m2
−Þ�dm2þdm2

−; ð6Þ

and

si ≡ 1ffiffiffiffiffiffiffiffiffiffiffiffi
FiF−i

p
Z
i
jfDðm2þ; m2

−ÞjjfDðm2
−; m2þÞj

× sin½ΔδDðm2þ; m2
−Þ�dm2þdm2

−: ð7Þ

From Eqs. (6) and (7) it is evident that ci ¼ c−i; si ¼ −s−i
and c2i þ s2i ≤ 1. The condition c2i þ s2i ¼ 1 is satisfied
only if fD is constant throughout the bin. Thus the yield of
B� decays in the ith bin, Ni, is obtained by integrating
Eq. (3), which results in

N∓
i ∝ K�i þ r2BK∓i þ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
KiK−i

p
ðxB∓ · ci þ yB∓ · siÞ; ð8Þ

where xB∓ ≡ rB cosðδB ∓ γÞ, yB∓ ≡ rB sinðδB ∓ γÞ and
r2B ¼ x2B∓ þ y2B∓. A maximum likelihood fit to binned
B− → DK− decay yields, using Eq. (8) as a probability
density function with externally measured values of ci and
si as inputs, then allows γ to be determined along with rB
and δB.
We now describe how ψð3770Þ data are used to

determine the values of ci and si. The D0D̄0 pair from
the decay of the ψð3770Þ (or if directly produced from the
virtual photon in an eþe− annihilation) is in a C-odd
eigenstate, as long as there are no additional particles in
the final state. This quantum correlation between the
mesons leads to the total D0D̄0 decay rate being sensitive
to the strong-phase difference between the D0 and D̄0
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amplitudes. For example, the decay of one D to a CP-even
eigenstate fixes the other D to the CP-odd admixture of
ðD0−D̄0Þ= ffiffiffi

2
p

. Hence, if the other D decays to KS;LKþK−,
the total rate will be sensitive to the interference between the
D0 and D̄0 amplitudes and the strong-phase parameters.
Generally, this interference affects the decays of one D in
combination with the other. If only one D meson is
reconstructed, leaving the companion D meson to decay
to any final state, the decay rate is largely insensitive to the
effects of quantum correlations; we refer to the reconstructed
samples of such events as single-tag (ST) decays. If both D
mesons are required to be in specific final states, the rates can
be significantly enhanced or suppressed in the quantum-
correlated events compared to the expected rate if the decays
are uncorrelated; we refer to the reconstructed samples of
such events as double-tag (DT) decays. Hereafter, all the D
decay final states, except the signal mode K0

S;LK
þK−, are

referred to as “tags.”
The D → K0

SK
þK− decay amplitude from a CP eigen-

state is

f�ðm2þ; m2
−Þ ¼

1ffiffiffi
2

p ½fDðm2þ; m2
−Þ � fDðm2

−; m2þÞ�; ð9Þ

whereþð−Þ indicates aCP-even (CP-odd) state. Therefore,
the expected number of events hM�

i i in the ith bin of a
sample that has been tagged with a decay that has aCP-even
fraction Fþ is

hM�
i i ¼ ϵDT;i

S�
2Sf

ðKi − 2cið2Fþ − 1Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
KiK−i

p
þ K−iÞ;

ð10Þ

where S� ðSfÞ are the efficiency-corrected single-tag yields
of theCP-eigenstate (flavor) modes used in the analysis and
ϵDT;i is the DT efficiency in the ith bin. The value of Fþ is
equal to 1 (0) for a pure CP-even (CP-odd) tag mode. We
refer to modes with intermediate values of Fþ as quasi-CP
tags. The values of ci alone can be extracted using Eq. (10).
The relation si ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − c2i

p
is a good approximation only

for N > 200 [22], which is not feasible with the available
data sample. However, analysing D → K0

SK
þK− decays

tagged by D → K0
Sh

þh− (h ¼ π, K) decays gives access to
both ci and si. The amplitude of theD0D̄0 pair produced by
the ψð3770Þ decaying to K0

SK
þK− and K0

Sh
þh− is

fDðm2þ; m2
−; m̄2þ; m̄2

−Þ ¼
fDðm2þ; m2

−ÞfDðm̄2
−; m̄2þÞ − fDðm̄2þ; m̄2

−ÞfDðm2
−; m2þÞffiffiffi

2
p ; ð11Þ

where ðm̄2þ; m̄2
−Þ are the Dalitz plot coordinates corres-

ponding to the phase space of the K0
Sh

þh− decay. The
expected event rate in which one D decays in the region of
phase space defined by the ith bin of the D → K0

SK
þK−

Dalitz plot and the other D in the region of phase space
defined by the jth bin of the D → K0

Sh
þh− Dalitz plot can

be written as

hMiji ¼ ϵDT;ij
ND0D̄0

2S2f
ðKiK−j þ K−iKj

− 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KiK−jK−iKj

p ðcicj þ sisjÞÞ; ð12Þ

where ND0D̄0 is the number of D0D̄0 pairs in the ψð3770Þ
data sample and ϵDT;ij is the DT efficiency in the ith and jth
pair of bins. The two-fold ambiguity in the sign of si can be
resolved using weak amplitude-model assumptions. Note
that Eq. (10) is symmetric under the interchange of i ↔ −i
and Eq. (12) is symmetric under the interchange of pair,
ði;jÞ↔ ð−i;−jÞ and ði;−jÞ ↔ ð−i; jÞ. No such sym-
metry exists for the values of Ki because fDðm2þ; m2

−Þ ≠
fDðm2

−; m2þÞ.
Ignoring the very low level of CP violation in the neutral

kaon system, the K0 state is an equal admixture of K0
S and

K0
L states. Therefore, in the decays of correlatedD

0D̄0 pairs

we expect a significant fraction of theDmesons to decay to
the K0

LK
þK− final state as well. Although so far γ has only

been determined using D → K0
Sh

þh− decays, the decay
D → K0

LK
þK− has a close connection withD → K0

SK
þK−

that can be exploited to improve the precision with which ci
and si are determined. In the absence of CP violation,
CPjK0

Si ¼ jK0
Si and CPjK0

Li ¼ −jK0
Li. Hence K0

LK
þK−

has opposite CP to K0
SK

þK−. We define the decay
amplitude for D0 → K0

LK
þK− [D̄0 → K0

LK
þK−] as

f0Dðm2þ; m2
−Þ [f 0̄Dðm2þ; m2

−Þ] such that

f 0̄Dðm2þ; m2
−Þ ¼ −f0Dðm2

−; m2þÞ: ð13Þ

Therefore, the number of events in the ith bin of a CP- or
quasi-CP tagged D → K0

LK
þK− sample is

hM0�
i i ¼ ϵ0DT;i

S∓
2S0f

ðK0
i þ 2c0ið2Fþ − 1Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
K0

iK
0
−i

p
þ K0

−iÞ;

ð14Þ

where K0
i is defined in analogous fashion to Ki [see

Eq. (4)]. Furthermore, the expected event rate in the ith
bin of the D → K0

LK
þK− Dalitz plot and the jth bin of the

D → K0
Sh

þh− Dalitz plot can be written as
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hM0
iji ¼ ϵ0DT;ij

ND0D̄0

2SfS0f

�
KiK0

−j þ K−iK0
j

þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KiK0

−jK−iK0
j

q
ðc0icj þ s0isjÞ

�
: ð15Þ

The symmetries between the exchange of coordinates
in the cases of Mi and Mij are also present for M0

i and
M0

ij. In general ðci; siÞ ≠ ðc0i; s0iÞ because f0Dðm2þ; m2
−Þ ≠

fDðm2þ; m2
−Þ. In order to improve the precision of the

extracted values of ci and si constraints are imposed on the
difference Δci ¼ c0i − ci and Δsi ¼ s0i − si; these con-
straints are explained in Sec. VIII.

III. BINNING OF THE D0 → K0
SK

+K −
DALITZ PLOT

All the relations given in Sec. II are independent of the
shape of the Dalitz plot bins. The original proposal [8] was
to divide the Dalitz plot into rectilinear bins. The reduction
in sensitivity of such an approach compared to an unbinned
analysis is about 30% even with 20 bins [22]. The
sensitivity of the model-independent method as a function
of the bin shape is discussed in Ref. [22]; this paper
concludes that binning schemes that minimize the varia-
tions of ΔδD within each Dalitz plot bin give significantly
improved statistical sensitivity compared to the rectilinear
binning. An amplitude model can be used to guide the
definition of bin boundaries in order to minimize the ΔδD
variation. The number of bins that can be used in the
analysis is restricted by the available statistics in either the
ψð3770Þ or B-decay data samples. Since the amplitude
model is used only to define the bin shapes, the model
neither leads to any bias nor introduces any model-
dependent uncertainties on the measurement of γ.
However, a model that poorly describes the phase variation
of the amplitude over the Dalitz plot may lead to a lower
than expected statistical sensitivity to γ.

In the current analysis we employ an amplitude model
for D0 → K0

SK
þK− decays developed by the BABAR

Collaboration [16] to define the bin shapes. Our choice
of model and bin definitions is consistent with the previous
measurement [14]. The amplitude model is constructed in
the isobar formalism, where the amplitude at a phase-space
point is defined as a coherent sum of two-body amplitudes
and a nonresonant amplitude. There are eight intermediate
resonances used in the model. The a0ð980Þ0 and a0ð980Þ∓
resonances are modeled by the Flatté parametrization [23],
while all other resonances are parameterized by Breit-
Wigner line shapes. The model-based lookup table (LUT)
containing the moduli and phases of the D0 → K0

SK
þK−

amplitudes at different phase points (m2
−;M2

KþK− ) was
supplied by the authors of Ref. [16]. The granularity of
the (m2

−;M2
KþK−) grid in the LUT is 0.00179 GeV2=c4×

0.00536 GeV2=c4. Based on the LUT, the values of ΔδD at
a position (m2þ; m2

−) in the phase-space are calculated. Half
of the Dalitz plot, m2þ < m2

−, is divided into equally spaced
regions (bins) of ΔδD satisfying the condition

2πði − 3=2Þ=N ≤ ΔδDðmþ; m−Þ < 2πði − 1=2Þ=N ;

ð16Þ
as shown in Fig. 1 forN ¼ 2, 3 and 4. Here i ¼ 1; 2;…;N
are the bin numbers. The bins in the region m2þ > m2

− are
defined symmetrically. The class of binning defined by
Eq. (16) is referred to as the “equal-ΔδD” binning scheme.
A smaller number of bins is the best choice to measure ci
and si precisely, but this will potentially reduce the
sensitivity to γ. On the other hand, a larger number of
bins provides increased sensitivity to γ, because it is a better
approximation to the unbinned method. Keeping this trade-
off in mind, we perform the analysis with N ¼ 2, 3 and
4 bins. Binning the Dalitz plot with N > 4 is not yet
feasible with the size of the sample of ψð3770Þ data
collected by BESIII; the fit to determine ci and si described
in Sec. VIII fails with N > 4.

FIG. 1. Equal-ΔδD binning of D0 → K0
SK

þK− phase-space based on the BABAR model [16] for N ¼ 2 (left), N ¼ 3 (middle) and
N ¼ 4 (right) bins. The color scale represents the absolute value of the bin number and the black curve represents the kinematic
boundary of the Dalitz plot.
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In order to ascertain the quality of the binning, a figure-
of-merit based on the ratio of statistical sensitivity of the
binned to the unbinned approach, known as the binning
quality factor, Q, is defined in Ref. [22]. The predicted
values of Q for this model are determined to be 0.771,
0.803 and 0.822 for N ¼ 2, 3 and 4 bins, respectively
[14]. The measured values were 0.94þ0.16

−0.06 , 0.87
þ0.14
−0.06 and

0.94þ0.21
−0.06 for N ¼ 2, 3 and 4 bins respectively [24]. Since

these values are close to one it implies that the loss of
sensitivity due to the current bin definitions is small. An
optimal binning scheme, which accounts for the distribu-
tion of the B-meson data sample across the Dalitz plot, as
well as the ΔδD variation, is found to give negligible
improvement to the projected sensitivity compared to the
“equal-ΔδD” binning [14]; hence, it is not pursued further.

IV. BESIII DETECTOR AND EVENT
GENERATION

We analyze an eþe− collision data sample produced by
the Beijing Electron Positron Collider II (BEPCII), which
corresponds to an integrated luminosity of 2.93 fb−1 [25],
collected by the BESIII detector at a center-of-mass energy
of

ffiffiffi
s

p ¼ 3.773 GeV. The BESIII experiment is a general
purpose solenoidal detector with a geometrical acceptance
of 93% of the 4π solid angle. It has a He-gas-based
multilayer drift chamber (MDC) for measuring the momen-
tum and specific ionization loss (dE=dx) of the charged
particles, a plastic-scintillator-based time-of-flight (TOF)
measurement system for the identification of charged
particles, and an electromagnetic calorimeter (EMC) con-
sisting of CsI(Tl) crystal, which is used to measure the
energy of the neutral showers and identify electrons. The
detector is encapsulated in a magnetic field of 1 T provided
by a superconducting solenoid. A resistive-plate-chamber-
based muon counter is interleaved between the flux-return
yoke of the magnet. The MDC has a transverse-momentum
resolution of 0.5% at 1 GeV=c. The time resolution of the
TOF is about 80 ps in the barrel region and 110 ps in the
endcap region, enabling a 2σ K=π separation up to a
momentum of 1 GeV=c. The energy resolution of the EMC
for 1 GeV photons is about 2.5% in the barrel region and
5% in the endcap regions. More details about the BESIII
detector can be found in Ref. [26].
Simulated samples produced with the GEANT4-based

[27] Monte Carlo (MC) package, which includes the
geometric description of the BESIII detector and the
detector response, are used to determine the detection
efficiency and to estimate the backgrounds. The simulation
includes the beam-energy spread and initial-state radiation
(ISR) in the eþe− annihilations modelled with the generator
KKMC [28]. The inclusive MC samples consist of the
production of DD̄ pairs, the non-DD̄ decays of the
ψð3770Þ, the ISR production of the J=ψ and ψð3686Þ
states, and the continuum processes incorporated in KKMC

[28]. The known decay modes are modelled with EvtGen

[29] using branching fractions taken from the Particle Data
Group [30], and the remaining unknown decays from the
charmonium states with LUNDCHARM [31]. The final state
radiation (FSR) from charged final-state particles is incor-
porated with the PHOTOS package [32]. The simulation of
quantum-correlations in the process ψð3770Þ → D0D̄0 is
done outside the EvtGen framework, using an algorithm
developed by the CLEO Collaboration [33]. The effective
integrated luminosity of the generated D0D̄0 sample is
about ten times that of the data. For the efficiency
determination we use signal MC samples. Signal MC
samples consist of D0 → Stag; D̄0 → X decays for the
reconstruction of STs and D0 → K0

S;LK
þK−; D̄0 → Stag

decays for the reconstruction of DTs, where Stag is a tag
final state and X is any inclusive final state. Each signal MC
sample corresponds to a specific ST or DT decay mode
studied in this paper and contains 2 × 105 events.

V. EVENT SELECTION

In this section we initially describe the requirements for
selecting the reconstructed particles that are combined to
form the final states of interest. Then we present the
selection criteria of fully reconstructed tag modes and
partially reconstructed tag modes in Secs. VA and V B,
respectively.
Table I summarizes the set of tag modes used to

reconstruct D0 final states. The decay channels are split
into five categories: signal, flavored, mixed CP, CP-odd
and CP-even. A highlight of this analysis is that the quasi-
CP mode D → πþπ−π0, which has a large branching
fraction, is used for the first time for the strong-phase
measurements in the D → K0

S;LK
þK− analysis. The Fþ

value of πþπ−π0 is measured in Ref. [34] and the mode
is found to be overwhelmingly CP-even. Hence in this
analysis we treat πþπ−π0 as a CP-even tag taking into
account its Fþ value. In the analysis, daughter particles
are reconstructed as: K0

S → πþπ−, η → γγ, π0 → γγ,
ω → πþπ−π0, η0 → πþπ−η. In this section we will describe
the selection criteria implemented to reconstruct these
final states.
For the charged tracks the polar angle θ is required to be

within the MDC acceptance, which is j cos θj < 0.93. The
distance of closest approach of a primary track from the

TABLE I. D0 decays used in this analysis.

Type Tag modes

Signal K0
SK

þK−, K0
LK

þK−

Flavored K−πþ, K−πþπ0, K−eþνe
Mixed CP K0

Sπ
þπ−, K0

Lπ
þπ−

CP-odd K0
Sπ

0, K0
Sη, K

0
Sη

0, K0
Sω

CP-even KþK−, πþπ−, πþπ−π0, K0
Sπ

0π0, K0
Lπ

0,
K0

Lη, K
0
Lη

0, K0
Lω
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interaction region is required to be less than 10 cm in beam
direction and less than 1 cm in the plane perpendicular to
the beam direction to remove tracks not originating from
eþe− collisions. For neutral showers the energy deposited
in the EMC is required to be larger than 0.025 GeV in the
barrel region ðj cos θj < 0.8Þ and larger than 0.050 GeV in
the endcap region ð0.86 < j cos θj < 0.92Þ, which reduces
the effect of electronic noise and deposits resulting from
beam-related backgrounds. Moreover, the angle between
the position of the shower and any extrapolated charged
track in the EMC must be greater than 10° to reduce the
number of showers related to charged tracks. Furthermore,
we require the time of the shower to be less than 700 ns
after the event start-time to further suppress fake photons
associated with electronic noise and beam backgrounds.
The particle identification (PID) is performed by com-

bining the dE=dx information from the MDC with the
time-of-flight of the charged particle. The likelihoods for
the kaon hypothesis LK and pion hypothesis Lπ are
calculated. Tracks satisfying the condition LK > Lπ are
identified as kaons and vice versa for pions. For electrons
the PID is performed by defining a likelihood based on
information about dE=dx in the MDC, time-of-flight and
deposited energy and shape of the electromagnetic shower
from the EMC. The track is identified as an electron if
Le=ðLe þ LK þ LπÞ > 0.8 and Le > 0.001, where Le is
the likelihood of the electron hypothesis.
A K0

S candidate is formed by considering a pair of
intersecting oppositely charged tracks. These tracks are not
subject to any track quality requirement or PID. The closest
approach of these tracks to the interaction point is required
to be less than 20 cm along the beam direction with no
requirement in the transverse direction. A secondary vertex
fit is performed to form the K0

S vertex, and candidates with
χ2 < 100 are selected. The updated four momenta after the
secondary vertex fit are used later in this analysis. The mass
of a K0

S candidate is required to be within the range (0.487,
0.511) GeV/c2. In order to suppress combinatorial back-
grounds from two pions that are not from a true K0

S, the
flight significance, L=σL, is required to be greater than two,
where L is the flight length and σL is the uncertainty in L
from the secondary vertex fit.
Both π0 and η candidates are reconstructed from a pair of

photons, where at least one of the photons must be
reconstructed in the barrel region; this requirement reduces
combinatorial backgrounds that arise from the large num-
ber of showers in the endcap region that are related to beam
backgrounds. The invariant mass of the two photon
candidates must be in the range ð0.110; 0.155Þ GeV=c2
or ð0.480; 0.580Þ GeV=c2 for π0 and η candidates, respec-
tively. In order to improve the momentum resolution, a
kinematic fit of the two photons is performed with their
invariant mass constrained to the nominal mass of π0 or η
meson taken from the PDG [30]. Only π0 and η candidates
with χ2 < 20 are selected. The improved values of the

momenta are used later in the analysis. For ω candidates the
invariant mass of the πþπ−π0 combination is required to be
within the range (0.760, 0.805) GeV/c2 and for η0 candi-
dates the invariant mass of the πþπ−η combination is
required to be within the range ð0.938; 0.978Þ GeV=c2. All
the invariant mass intervals described correspond to
approximately �3 times the standard deviation about the
mean of the reconstructed distribution.

A. Selection of fully reconstructed tags

Fully reconstructed tags are decay modes that do not
contain an undetected particle in the final state. Before
describing the kinematic variables used to select fully
reconstructed tags, we introduce two additional vetoes that
remove specific backgrounds to certain tag modes. The first
veto is to suppress backgrounds arising from cosmic rays
and lepton-pair events in the ST reconstruction of the two-
body decay channels KþK−, πþπ− and K�π∓. Here, we
reject events in which the two charged tracks that recon-
struct the ST candidate are consistent with being an eþe− or
μþμ− pair. In addition, to suppress cosmic muons, we reject
events where the time-of-flight difference between the two
tracks is greater than 5 ns. Further, an event that has neither
an EMC shower with an energy greater than 50 MeV nor
an additional charged track in the MDC is rejected. The
second veto is to remove the CP-odd K0

Sπ
0, K0

S → πþπ−

background to the predominantly CP-even πþπ−π0 tag
mode; here we reject events that satisfy the condition
jMπþπ− −mK0

S
j < 0.018 GeV=c2, where mK0

S
refers to the

nominal mass of the K0
S meson given in Ref. [30].

For all fully reconstructed tag modes, the selected final-
state particles are combined to reconstruct the D decay.
Since the DD̄ pair production occurs at the ψð3770Þ
resonance, there are no additional particles in the final
state, so the energy of each D meson is equal to

ffiffiffi
s

p
=2.

Thus, with a well measured beam energy Ebeam (¼ ffiffiffi
s

p
=2)

we define two quantities to reconstruct the D candidates:
the energy difference,

ΔE≡X
i

Ei − Ebeam; ð17Þ

and the beam-constrained mass,

MBC ≡ 1

c2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
beam − j

X
i
picj2

q
: ð18Þ

Here Ei and pi are the energies and momenta of the D
decay products in the center-of-mass frame. Properly
reconstructed candidates will peak at zero in the ΔE
distribution and at the nominal mass of the D0 meson
[30] in the MBC distribution. For all the reconstructed final
states mode-dependent criteria are applied to the ΔE
distribution to reduce the level of combinatorial back-
grounds. The ΔE distribution is fit with a combination of a
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double-Gaussian function and a polynomial to describe the
signal and background, respectively. The value of ΔE is
required to be within the range �3σ [ð−4σ; 3σÞ] from the
mean of the signal distribution for modes without [with] a
π0 in the final state. Here σ is the total width of the ΔE
signal shape. If multiple ST candidates are reconstructed in
an event, the candidate with the minimum value of jΔEj is
selected. If multiple DT candidates are selected, the
candidate with a value M̄ ≡ ½MðD0Þ þMðD̄0Þ�=2 closest
to the nominal D mass is selected.

B. Selection of partially reconstructed tags

Partially reconstructed tags collectively refer to the tag
modes where there is one particle in the final state, either a
K0

L meson or a neutrino, which is not reconstructed. Modes
with more than one missing particle in the final state are not
considered in this analysis. Due to the presence of a missing
particle in the final state, these tag modes can be recon-
structed only as DTs so that four-momentum conservation
can be exploited in the reconstruction.
Selections of partially reconstructed tag modes proceed

as follows. The opposite-side D candidate is reconstructed
as a ST candidate using the criteria given in the Sec. VA.
All the particles except the missing particle in the final state
are reconstructed from the unused tracks and showers that
satisfy the selection criteria already described. The pres-
ence of an unreconstructed K0

L is inferred from the missing-
mass distribution, calculated from the missing energy,
Emiss, and the missing momentum, pmiss, in the center-
of-mass frame as

M2
miss ≡ E2

miss

c4
−
jpmissj2
c2

; ð19Þ

which peaks atm2
K0 for signal, wheremK0 is the mass of the

neutral kaon given in Ref. [30]. The presence of a neutrino
is inferred using the variable

Umiss ≡ Emiss − jpmissjc; ð20Þ

which peaks at zero for signal. Again we take advantage of
resonant production and the knowledge of beam energy to
determine Emiss and pmiss. Figure 2 shows example dis-
tributions of M2

miss and Umiss. Reconstruction using the
missing-mass technique inevitably results in a higher level
of background than the full-reconstruction method. To
reduce the background further, we do not consider events
that have more charged tracks or neutral particles than
required in the final state. The angle α, between the pmiss
and the nearest unassigned shower is calculated. All the
events with cos α > 0.98 are retained. For the events with
cos α < 0.98 mode-dependent criteria are applied on the
energy of the unassigned shower. Even though we reject
events with additional neutral particles in the final state,
there is significant background in the modes with neutral
particles in the final states, arising from the final states
having additional neutral particles that are not recon-
structed. For example, in the case of D → K0

Lπ
0 decays

there are backgrounds from K0
Lπ

0π0 where one π0 meson is
not reconstructed, so the event passes all our selection
criteria. These backgrounds can be further reduced by
applying criteria on the momentum spectrum of recon-
structed π0 or η candidates wherever applicable. The values
of these criteria are selected based on optimization studies
that use the inclusive MC samples. This optimization
maximizes the figure-of-merit defined as S=

ffiffiffiffiffiffiffiffiffiffiffiffi
Sþ B

p
, where

SðBÞ are the number of signal (background) events in the

FIG. 2. (a) M2
miss distribution for D̄0 → K0

LK
þK− candidates reconstructed against the flavor-tags D0 → K−πþ and D0 → K−πþπ0.

The points with error bars are the data, the red histogram denotes the peaking background due to D̄0 → K0
SK

þK− events from the
inclusive MC sample, the blue-shaded histogram shows the combinatorial backgrounds from inclusive MC samples, and the magenta
vertical lines indicates the signal region. (b) Umiss distribution for events in which D̄0 → K0

SK
þK− candidates are reconstructed against

the D0 → K−eþνe tag. The black points with error bars are data, the blue-shaded histogram shows the backgrounds estimated from the
inclusive MC sample and the magenta vertical line shows the signal region.
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signal region retained by the selection; the signal region
for the optimization is the interval 0.2 < M2

miss <
0.3 GeV2=c4. The values of the shower energy and π0 (η)
momentum criteria are varied, and the value that maximizes
the figure-of-merit is chosen.

VI. ESTIMATION OF ST AND DT YIELDS

In Secs. VI A and VI B we will describe the methods of
estimating ST and DT yields, respectively. Note that DT
yields are only required bin-by-bin, not integrated over the
Dalitz plot as given in Table II.

A. ST yields

ST yields of fully reconstructed tag modes are deter-
mined from maximum likelihood fits to the MBC distribu-
tion. Our probability density function (PDF) is a sum of
the signal shape derived from the signal MC sample
convolved with a Gaussian function to account for any
difference in resolution between data and MC simulation,
and an ARGUS function [35] to model the background.
The threshold of the ARGUS function is fixed at
MBC ¼ 1.8865 GeV=c2, which corresponds to the kin-
ematic limit of D0 production at the ψð3770Þ. The peaking

background is modeled by the shapes and yields obtained
from the inclusive MC sample; this assumption is consid-
ered as a source of systematic uncertainty. The flavor-tag
modes D0 → K−πþ and D0 → K−πþπ0 have a peaking
background of approximately 0.2% from DCS decays. The
dominant peaking background to the decays D → K0

Sπ
0

and D → K0
Sπ

0π0 is from D → πþπ−π0 (0.5%) and D →
πþπ−π0π0 (7%) decays, respectively. TheMBC distribution
is fit over the range ð1.83; 1.88Þ GeV=c2. The STyields are
obtained by integrating the MBC distribution in the range
ð1.86; 1.87Þ GeV=c2. In order to eliminate the small effect
of D0D̄0 mixing, the measured ST yields of CP modes are
multiplied by a correction factor of 1=ð1 − η�yDÞ, where
η� is the CP eigenvalue of the mode and yD is the charm-
mixing parameter taken from Ref. [30].
The ST yield, SST, of a partially reconstructed tag is

calculated using the relation

SST ¼ 2ND0D̄0BST; ð21Þ

where ND0D̄0 is the number of D0D̄0 pairs in the BESIII
data sample [36] and BST is the branching fraction of the
tag mode, which is taken from Ref. [30] where available.
The branching fractions of all D → K0

LX modes except

TABLE II. Single-tag (ST) and D0 → K0
S;LK

þK− double-tag (DT) yields and efficiencies. The DT yields are the observed number of
events in the signal region prior to background and efficiency corrections. The STyields are background subtracted because they are the
result of fits to the MBC distributions.

ST DT

Mode NST ϵST(%) N
K0

SK
þK−

DT N
K0

LK
þK−

DT ϵ
K0

SK
þK−

DT (%) ϵ
K0

LK
þK−

DT (%)

Flavor-tags
K−πþ 524307� 742 63.31� 0.06 323 743 12.43� 0.07 15.85� 0.08
K−πþπ0 995683� 1117 31.70� 0.03 596 1769 15.86� 0.05 17.94� 0.06
K−eþνe 752387� 12795 263 13.23� 0.04

CP-even tags
KþK− 53481� 247 61.02� 0.11 42 112 12.07� 0.07 15.52� 0.08
πþπ− 19339� 163 64.52� 0.11 10 31 12.16� 0.07 15.70� 0.08
K0

Sπ
0π0 19882� 233 14.86� 0.08 7 45 12.49� 0.04 13.79� 0.04

πþπ−π0 199981� 618 37.65� 0.11 51 254 16.79� 0.06 19.54� 0.07
K0

Lπ
0 209445� 14796 90 18.88� 0.06

K0
LηðγγÞ 40009� 2543 19 16.60� 0.06

K0
Lω 207376� 11498 44 13.42� 0.04

K0
Lη

0ðπþπ−ηÞ 33683� 1909 7 13.23� 0.04

CP-odd tags
K0

Sπ
0 65072� 281 36.92� 0.11 39 89 16.75� 0.06 9.33� 0.07

K0
SηðγγÞ 9524� 134 32.94� 0.11 9 10 16.05� 0.05 9.05� 0.06

K0
Sω 19262� 157 12.14� 0.07 16 27 12.20� 0.03 3.42� 0.04

K0
Sη

0ðπþπ−ηÞ 3301� 62 12.46� 0.07 2 5 12.20� 0.03 3.46� 0.04

Mixed CP tags
K0

Sπ
þπ− 78 265 16.35� 0.05 8.32� 0.06

K0
Lπ

þπ− 282 19.56� 0.07
K0

SK
þK− 12949� 119 18.35� 0.09 4 19 12.99� 0.04 3.40� 0.04
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D → K0
Lπ

0 are not available in Ref. [30], hence we assume
the branching fractions of these modes to be the same as for
the corresponding D → K0

SX modes. We note that this
reasoning is not strictly valid, as the interference between
Cabibbo-favored (CF) (D0 → K̄0X) and DCS transitions
(D0 → K0X) can lead to a difference in the decay rates for
D → K0

LX and D → K0
SX. However, this difference is

expected to be less than 10% [37], which is considered
as a systematic uncertainty; the difference will barely affect
our final results, as the ST yields are used only for yield
normalization, as given in Eqs. (10) and (14). The STyields
calculated using Eq. (21) have larger uncertainties com-
pared to the fully reconstructed tags, largely due to the
uncertainty of the assumed values of BST. The ST MBC fits

FIG. 3. Fits to theMBC distributions of ST decay modes. The points with error bars are data, the red curve is the total fit result and the
blue dashed curve is the background component. Beneath each distribution the pull (σp) between the data and the fit is shown. The
significant pulls observed in the flavor-tag modes D0 → K−πþ and D0 → K−πþπ0 are a consequence of the large sample size but
studies of MC samples indicate that there is no significant bias on the ST yield introduced as a result.
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are shown in Fig. 3 and the yields are given in Table II. The
effect on the final measurement due to the uncertainty in the
measured values of the ST yields is treated as a systematic
uncertainty. The ST yield uncertainty includes systematic
uncertainties related to the fit procedure.

B. DT yield

For fully reconstructed DT modes we follow a sideband-
estimation method developed by the CLEO Collaboration
[38] to determine the DT yield. The sidebands are defined
on the two-dimensional ðMD0

BC;M
D̄0

BCÞ plane as shown in
Fig. 4. Here, the MD0

BC (MD̄0

BC) refers to the MBC distribution
of signal (tag) side. In Fig. 4, S refers to the signal region,
sideband A (B) contains events which are from misrecon-
structed tag (signal) decays, sideband C consists of con-
tinuum events and sideband D consists of events that are
purely combinatoric. The amount of combinatorial (non-
peaking) backgrounds in the signal region is estimated from
the events in the sideband regions. Thus the total DT yield,
NDT, of K0

SK
þK− is estimated as

NDT ¼ NS − NP

−
�
aS
aD

ND þ
X

i¼A;B;C

aS
ai

�
Ni −

aS
ai

ND

��
; ð22Þ

where ai is the area of the corresponding region i ¼ A, B,
C, D or S, Ni refers to the yields in the sideband region, NS
is the yield in the signal region before background correc-
tion (uncorrected yield) and NP is the peaking-background
yield estimated from the MC simulation (see Sec. VII B).

In the case of partially reconstructed tag modes we
follow a similar sideband-estimation method as in Ref. [24].
Here three regions are defined on the M2

miss or Umiss
distributions: low sideband (L), signal region (S) and high
sideband (H). The total yield is estimated as

YS ¼
ðNS − NP

SÞ − δðNL − NP
LÞ − γðNH − NP

HÞ
1 − δα − γβ

; ð23Þ

where NS, NL and NH are the uncorrected yields in the
signal and sideband regions, NP

i refers to the peaking
background in the ith region, δ and γ refer to the ratio of
combinatorial backgrounds in the signal region to that in the
L and H sideband regions, respectively, and α and β refer to
the ratio of signal in region S to that in the regions L and H,
respectively. The values of α, β, δ and γ are derived fromMC
samples. Here the definitions of sidebands are mode
dependent. We follow the same optimization procedure
described in Sec. V B to define the signal regions. The
peaking backgrounds are estimated from MC samples as
described in Sec. VII B.

VII. D → K0
S;LK

+K − DALITZ PLOTS

In this section we discuss the Dalitz plot distributions of
events when D → K0

S;LK
þK− candidates are tagged with

pure CP eigenstates and mixed CP states; we highlight the
important differences.
In order to improve the resolution on the Dalitz plot

variables ðm2þ; m2
−Þ, a kinematic fit is performed for D →

K0
S;Lh

þh− candidates. For D → K0
Sh

þh− tags, the two
pions from the K0

S candidate obtained after the secondary
vertex fit are combined with the hþ and h− into a common
fit to the nominal mass of the D0 meson taken from
Ref. [30]. In the case of a D → K0

Lh
þh− candidate, a

missing particle is created using the position of an EMC
shower associated with the K0

L candidate. The mass of this
object is set to the nominal mass of the K0

L meson taken
from Ref. [30]; it is combined with hþh− tracks and fit to
the nominal mass of the D0 meson. A 35% to 40% (30% to
35%) improvement in the m2

� resolution across the Dalitz
plot is achieved for D → K0

SK
þK− (D → K0

LK
þK−) can-

didates after the kinematic fit. The resolutions are quanti-
fied using the signal MC samples. Events that fail the
kinematic fit are rejected. The improved values of
ðm2þ; m2

−Þ are used to define the position of the event
within the Dalitz plot and assign its bin index.
The Dalitz plot distribution of the D → K0

SK
þK− can-

didates reconstructed against CP-even tag modes and
their corresponding M2

KþK− projections are given in
Fig. 5. The presence of a significant peak aroundM2

KþK− ∼
1.04 GeV2=c4 is due to the decay D0 → K0

Sϕ;ϕ → KþK−.
These events are distributed along the diagonal boundary of
the Dalitz plot. AsD0 → K0

Sϕ constitutes a large fraction of
the total D0 → K0

SK
þK− decay width [30], a higher

)2c (GeV/
0D

BCM

1.84 1.86 1.88

)2
c

 (
G
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/

0
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SSA
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D

D

FIG. 4. Distribution of events across ðMD0

BC;M
D̄0

BCÞ plane for
K0

SK
þK− reconstructed against flavor-tags. The signal region is

denoted as S, while A, B, C and D are the various sideband
regions.
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population of events is seen in the region enclosing the ϕ
resonance. A similar peak is absent in the M2

KþK− distri-
bution of D → K0

SK
þK− candidates reconstructed against

CP-odd tag modes shown in Figs. 5(c) and (d). This is a
consequence of the quantum-correlation in data. Since each
D meson is of opposite CP eigenvalue, the K0

SK
þK−

candidates reconstructed against CP-odd tags should decay
through CP-even intermediate states. Hence it cannot
decay through the D → K0

Sϕ state. The dominant CP-even
intermediate state is the D → K0

Sað980Þ0 decay. The
distribution of events in the Dalitz plot is observed to be
flatter than in the case of K0

SK
þK− tagged against a CP-

even state. Since K0
S and K

0
L have opposite CP eigenvalues,

the entire scenario is reversed in the case ofD → K0
LK

þK−

decays as shown in Fig. 6. The Dalitz plot distribution of
D → K0

LK
þK− candidates against CP-even modes resem-

bles that of D → K0
SK

þK− candidates against CP-odd
modes and vice versa.
The Dalitz plot distribution ofD → K0

LK
þK− candidates

against the self-conjugate mode D → K0
Sπ

þπ− is given

separately for signal and tag sides in Fig. 7. The Dalitz plot
of D → K0

Sπ
þπ− tags is consistent with that presented in

Ref. [13]. In Fig. 7(d), the enhancement above M2
πþπ− ∼

1.3 GeV=c2 corresponds to D → K�ð892Þ�π∓ decays,
whereas the peak aroundM2

πþπ− ∼ 0.6 GeV=c2 corresponds
to D → K0

Sρ
0 decays. The D → K�ð892Þ�π∓ decays can

be seen as two bands that are parallel to the vertical and
horizontal axes of the Dalitz plane. The decay D → K0

Sρ
0

lies close and parallel to the diagonal boundary. Since the
D → K0

LK
þK− decays reconstructed againstD → K0

Sπ
þπ−

decays are not in a CP eigenstate, the Dalitz plot distri-
bution is a combination of both the CP-even and CP-odd
tagged K0

LK
þK− Dalitz plots. The Dalitz plot structure of

D → K0
SK

þK− reconstructed against D → K0
S;Lπ

þπ− has
similar features to those shown in Fig. 7.

A. Dalitz plot binning, bin yield estimation
and corrections

In this section we describe our method of binning the
Dalitz plots and calculating the bin yields and efficiencies.

FIG. 5. (a) Dalitz plot and (b) M2
KþK− distributions for D → K0

SK
þK− reconstructed against CP-even final states. (c) Dalitz plot and

(d) M2
KþK− distributions for D → K0

SK
þK− reconstructed against CP-odd final states.

M. ABLIKIM et al. PHYS. REV. D 102, 052008 (2020)

052008-14



The procedures for correcting the bin migration and DCS
correction for flavor-tag yields are also explained.
The binning prescription followed in our analysis is

described in Sec. II. The entire D0 → K0
S;LK

þK− Dalitz
plot is divided into N ¼ 2;N ¼ 3 and N ¼ 4 equal-ΔδD
bins. In the case of D → K0

S;Lπ
þπ− tag modes, the entire

Dalitz plot is divided into N ¼ 8 equal-ΔδD bins identical
to those defined in Ref. [13]. The uncorrected bin yields are
obtained by counting the number of events in each bin. The
bin yield M�

i [see Eq. (10)] of D → K0
SK

þK− recon-
structed against CP tags and the flavor-tag yield, Ki [see
Eq. (4)] are calculated separately for each mode. The events
in the ith bin of the D → K0

SK
þK− Dalitz plot and the jth

bin of the D → K0
Sh

þh− Dalitz plot are counted to obtain
Mij [see Eq. (12)]. A similar procedure is followed to
obtain the yields K0

i, M
�0
i and M0

ij [see Eqs. (14) and (15)]
for the D → K0

LK
þK− decay. The flavor-tag yield for the

D0 → K0
S;Lπ

þπ− mode is taken from Ref. [13]. The yields
ofD → K0

SK
þK− decays reconstructed against CP tags are

quite low. The inclusion of the D → πþπ−π0 tag mode
results in an approximately 50% increase in the CP-even
tag yield. The uncorrected yields of D → K0

SK
þK− decays

reconstructed against CP tags, along with their efficiencies,
are given in Table II.
Due to the finite ðm2þ; m2

−Þ resolution, events migrate
between bins. Often these migrations are asymmetric
between the bins because of the differing event densities
in each bin. We correct for this using an unfolding method
based on correction factors derived from the signal MC
samples. ForD → K0

S;LK
þK− decays reconstructed against

CP and flavor tags, we define a 2N × 2N migration matrix
U as

Ui;j ≡ mjiPN
k¼−N ;k≠0mjk

; ð24Þ

where mji are the events generated in the jth bin and
reconstructed in the ith bin. The vector of migration-
corrected data yields N and the vector of reconstructed
yields in the signal region NS are related by

N ¼ U−1NS: ð25Þ

In the case of D → K0
S;LK

þK− reconstructed against the
D → K0

S;Lh
þh− tags, the correlation between the bins on

FIG. 6. (a) Dalitz plot and (b) M2
KþK− distributions for D → K0

LK
þK− reconstructed against CP-even final states. (c) Dalitz plot and

(d) M2
KþK− distributions for D → K0

LK
þK− reconstructed against CP-odd final states.
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the signal and tag sides needs to be taken into account.
Hence the total migration matrix is a tensor (Kronecker)
product of signal- and tag-migration matrices. For a given
number of signal bins N , the dimension of the migration
matrix for K0

S;LK
þK− against K0

S;LK
þK− is 4N 2 × 4N 2

and for K0
S;LK

þK− against K0
S;Lπ

þπ− it is 32N × 32N .
The uncertainties in the matrix elements due to the finite
size of the signal MC sample are considered as a source of
systematic uncertainty. An example of the migration matrix
for D → K0

SK
þK− candidates reconstructed against the

D → KþK− tag mode is given in Table III. Typically the

rate of migration out of bin 1, which contains the narrow ϕ
resonance, is about 3% for D → K0

SK
þK− decays and

about 5% for D → K0
LK

þK− decays. The rate of migration
into bin 1 is significantly smaller due to the broader
structures that occupy the remainder of the Dalitz plot
away from the ϕ resonance. Throughout this unfolding
procedure we assume signal and background migrate in
identical fashion, because the background is dominated by
peaking components.
The bin efficiency for each tag mode is evaluated from

the signal MC sample. The signal MC yield in each bin is
corrected for migration before calculating the efficiency.
The bin efficiency is defined as the ratio of events
reconstructed in each bin to the number of events gen-
erated. The bins are combined appropriately taking into
account their symmetry (see Sec. II) when estimating the
efficiencies. The total DT efficiencies are given in Table II.
In the case ofD → K0

SK
þK−, the efficiencies vary between

ð12.43� 0.07Þ% for K0
SK

þK− vs K−πþ tags to ð2.20�
0.03Þ% for K0

SK
þK− vs K0

Sη
0 tags, whereas for D →

K0
LK

þK− the efficiency varies between (15.85� 0.08Þ%
for K0

LK
þK− vs K−πþ tags and ð3.40� 0.04Þ% for

K0
SK

þK− vs K0
LK

þK− tags. The uncertainty on the

FIG. 7. (a) Dalitz plot and (b)M2
KþK− distributions for D → K0

LK
þK− reconstructed against D̄ → K0

Sπ
þπ− final states. (c) Dalitz plot

and (d) M2
πþπ− distributions for D → K0

Sπ
þπ− decay in the same events.

TABLE III. Migration matrix for K0
SK

þK− vs KþK− events
when the D → K0

SK
þK− Dalitz plot is divided into N ¼ 3 bins.

i Ui;1 Ui;2 Ui;3 Ui;−1 Ui;−2 Ui;−3

1 0.968 0.020 0.001 0.011 0.000 0.000
2 0.036 0.967 0.001 0.000 0.001 0.003
3 0.007 0.001 0.992 0.000 0.000 0.000
−1 0.010 0.000 0.000 0.972 0.018 0.000
−2 0.000 0.000 0.000 0.032 0.967 0.001
−3 0.000 0.000 0.000 0.006 0.006 0.988
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efficiency is related to the size of the MC sample. The bin
efficiencies are used to calculate the expected yield for each
tag mode as given in Eqs. (10), (12), (14) and (15).
Both pseudoflavor DTyields with F ∈ ðK−πþ; K−πþπ0Þ

have contamination from DCS decays whose contribution
is enhanced compared to ST yields due to the quantum
correlation between the D0D̄0. Since these decays are used

to determine Kð0Þ
i , the presence of this DCS contamination

may bias the values [39]. In order to correct for this effect,
the yield in each bin is multiplied by a correction factor
estimated using the decay model reported in Ref. [16]. The
correction factors fFi for D0 → K0

SK
þK− against F and fF0i

for D0 → K0
LK

þK− against F are given by

fFi ¼
R
i jfðm2þ; m2

−Þj2dm2þdm2
−R

iðjfðm2þ; m2
−Þj2 þ ðrFDÞ2jfðm2

−; m2þÞj2 − 2rFDRFR½eiδFDfðm2þ; m2
−Þf�ðm2

−; m2þÞ�Þdm2þm2
−
; ð26Þ

fF0i ¼
R
i jf0ðm2þ; m2

−Þj2dm2þdm2
−R

iðjf0ðm2þ; m2
−Þj2 þ ðrFDÞ2jf0ðm2

−; m2þÞj2 þ 2rFDRFR½eiδFDf0ðm2þ; m2
−Þf�0ðm2

−; m2þÞ�Þdm2þdm2
−
; ð27Þ

where rFD is the ratio of the moduli of the DCS to
CF amplitudes, for example jAðD0 → Kþπ−Þ=AðD0 →
K−πþÞj for K�π∓, and δDF is the strong-phase difference
between the DCS and CF amplitudes. The coherence factor,
RF for flavor-mode F, accounts for the dilution in inter-
ference effects that arises when integrating over the phase
space of multibody decays [40]. The values of the param-
eters used to determine the correction factors are listed in

Table IV. The fraction of events in each bin Fð0Þ
i , defined in

Eq. (4), is given in Table V. The D0 → K0
LK

þK− ampli-
tude model is developed by modifying the intermediate

resonances of D0 → K0
SK

þK− as presented in Ref. [24].
Good agreement with the predicted values [14] is observed
for the results given in Table V. The uncertainties in the
final result due to the correction factors are small and are
treated as a systematic uncertainty. The DCS correction is
not required for the D0 → K−eþνe flavor-tag.

B. Bin-by-bin background estimation

In this section we explain the method used to estimate
the peaking background. The amount of combinatorial
background in each bin is estimated from the sideband-
estimation methods described in Sec. VI B.
The peaking backgrounds are identified from the inclu-

sive MC samples using the tool described in Ref. [43]. The
backgrounds to fully reconstructed tags are found to be
negligible. However, all the D → K0

LX modes contain
backgrounds from D → K0

SX modes, where the π0 mesons
from K0

S → π0π0 decays are not reconstructed, so that the
K0

S is treated as a missing particle. TheD → K0
LX andD →

K0
SX decays are of opposite CP, hence the distribution of

background events across the Dalitz plot is not the same as
that for signal events. The level of these backgrounds varies
between 2 to 4% depending on the tag mode. The bin-by-
bin background estimation using the inclusive MC sample
is not reliable for two reasons. First, there can be a
difference between the branching fraction in data and that
assumed in the MC simulation. Second, the MC samples
are not tuned to reflect the distributions of events across the
Dalitz plot. Both these issues will result in an incorrect
estimation of the bin-by-bin background. Hence, we use a
combination of data and background MC samples to
estimate the backgrounds.
Our method of peaking background estimation is as

follows. We generate dedicated background MC samples
corresponding to each type of background decay. The
background retention efficiencies for these backgrounds are
calculated for each bin. The expected yields are calculated
using the values of ci and si obtained from the previous

TABLE IV. Values of the parameters used to calculate the DCS
correction factors.

F rFD (%) δFD (°) RF

Kπ 5.86� 0.02 [41] 194.7þ8.4
−17.6 [41] 1

Kππ0 4.47� 0.12 [42] 198þ14
−15 [42] 0.81� 0.06 [42]

TABLE V. Values of Fð−Þi and F0
ð−Þi (%) measured from the

flavor-tagged D0 → K0
SK

þK− and D0 → K0
LK

þK− data for
the different number of bins N .

i Fi (%) F−i (%) F0
i (%) F0

−i (%)

N ¼ 2

1 24.4� 1.7 30.4� 1.9 23.5� 1.2 27.7� 1.3
2 19.6� 1.6 25.6� 1.9 23.1� 1.3 25.6� 1.3

N ¼ 3
1 21.9� 1.5 27.7� 1.8 21.1� 1.1 25.1� 1.2
2 21.3� 1.7 24.7� 1.8 22.6� 1.3 25.1� 1.4
3 1.3� 0.4 3.1� 0.5 2.8� 0.3 3.3� 0.4

N ¼ 4
1 21.1� 1.5 27.0� 1.8 19.5� 1.0 23.2� 1.7
2 6.5� 0.9 3.6� 0.6 7.2� 0.7 4.1� 0.5
3 16.3� 1.5 22.4� 1.8 19.5� 1.2 23.0� 1.3
4 0.5� 0.2 2.6� 0.5 0.9� 0.2 2.6� 0.3
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measurement [14] through the relations given in Eqs. (10),
(12), (14) and (15). The yields are multiplied by the
retention efficiencies to obtain the expected background
yields in data. Though most of the combinatorial back-
ground beneath the D → K0

LX signal decays are from non-
resonant D → KþK−π0π0 decays, these decays only con-
tribute approximately 2% of the background in the signal
region. The contributions from continuum backgrounds
and low-lying charmonium resonance decays are found to
be negligible for all DT modes, which is expected given the
tight kinematic criteria that can be imposed close to open-
charm threshold. The expected background yields are not

subtracted from signal yield but added to the expected
signal yield in the fit as explained in Sec. VIII.

VIII. EXTRACTION OF ci AND si

The uncorrected yields in related bins are combined
according to the symmetry relations described in Sec. II.
This procedure reduces the number of degrees of freedom
in the fit. The quantities KiðK0

iÞ and ci, si (c0i; s
0
i) for D →

K0
Sπ

þπ− ðD → K0
Lπ

þπ−Þ are taken from Ref. [13]. The

values of cð0Þi and sð0Þi are obtained by minimizing the
negative log likelihood expression

−2 lnL ¼ −2
X
i

lnPðN�
i ; hN�

i iÞK0
SK

þK−;CP − 2
X
i

lnPðN0�
i ; hN0�

i iÞK0
LK

þK−;CP

− 2
X
i;j

lnPðNij; hNijiÞK0
SK

þK−;K0
SK

þK− − 2
X
i;j

lnPðN0
ij; hN0

ijiÞK0
SK

þK−;K0
LK

þK−

− 2
X
i;j

lnPðNij; hNijiÞK0
SK

þK−;K0
Sπ

þπ− − 2
X
i;j

lnPðN0
ij; hN0

ijiÞK0
SK

þK−;K0
Lπ

þπ−

− 2
X
i;j

lnPðN0
ij; hN0

ijiÞK0
LK

þK−;K0
Sπ

þπ− þ χ2: ð28Þ

Here, hNi is the expected migration-corrected yield in a
particular bin whose measured yield is N. PðN; hNiÞ is
the Poisson probability of observing a yield N given the
mean hNi:

PðN; hNiÞ ¼ hNiNe−hNi

N!
: ð29Þ

If hMi represents the expected signal yield and hBi repre-
sents the expected background then hNi ¼ hMi þ hBi. It is
to be noted that in Eq. (28) the comparison is between the
uncorrected yield and the sum of expected signal and
expected background in each bin. This method eliminates
the possibility of unphysical negative bin yields arising
from the subtraction of backgrounds from bins having low
yields. The χ2 term in Eq. (28) constrains the difference

between the extracted values of ciðsiÞ and c0iðs0iÞ to lie
within the uncertainties of the predicted differences
ΔciðΔsiÞ. The χ2 is defined as

χ2 ¼
X
i

�
c0i − ci − Δci

σΔci

�
2

þ
X
i

�
s0i − si − Δsi

σΔsi

�
2

; ð30Þ

where Δci¼c0i;BABAR−ci;BABARðΔsi¼ s0i;BABAR−si;BABARÞ
is the predicted difference from the BABAR model [16]
and σΔciðσΔsiÞ is the uncertainty onΔciðΔsiÞ. The values of
ΔciðΔsiÞ and σΔciðσΔsiÞ are given in Table VI.
Large values of Δci and Δsi are observed in bins i ¼ 3

and i ¼ 4 in the N ¼ 3 and N ¼ 4 binnings, respectively.
These bins correspond to the lobes on the Dalitz plot that
encompass the neutral resonance a0ð1450Þ0. The model has

TABLE VI. Model-predicted values of Δci and Δsi along with the uncertainties σΔci and σΔsi for equal-ΔδD
binnings N ¼ 2, 3 and 4. The values are those reported in Ref. [24].

N i ci c0i Δci si s0i Δsi
2 1 0.742 0.768 0.026� 0.017 0.275 0.286 0.011� 0.023

2 −0.679 −0.680 −0.001� 0.036 0.318 0.397 0.079� 0.021

3 1 0.801 0.827 0.026� 0.014 0.268 0.269 0.001� 0.023
2 −0.657 −0.593 0.064� 0.019 0.411 0.435 0.024� 0.010
3 −0.043 −0.680 −0.637� 0.311 −0.661 0.126 0.787� 0.161

4 1 0.845 0.864 0.019� 0.011 0.239 0.242 0.003� 0.021
2 −0.028 0.095 0.123� 0.029 0.531 0.512 −0.019� 0.022
3 −0.804 0.779 0.025� 0.019 0.332 0.382 0.050� 0.015
4 0.232 −0.718 −0.950� 0.355 0.738 0.262 1.000� 0.254
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very small amplitudes in this region, hence a small differ-
ence between the D → K0

SK
þK− and D → K0

LK
þK−

models is proportionally more significant. Consequently,
the uncertainties are also large. Improvement in the
precision due to the χ2 term is more significant for si than
ci. The minimization of Eq. (28) is performed using the
MINUIT [44] package. The value of parameters obtained
from the fit are given in Table VII.
The fitting procedure is validated using pseudodata

samples generated by a standalone simulation. The bin
yields and backgrounds are generated according to the
relations given in Sec. II. The effects of bin migration are
also considered in the simulation. The bin yields are
fluctuated assuming a Poisson distribution. The procedure
is repeated 500 times to obtain a pull distributions for cð0Þi
and sð0Þi . The means and widths of the pulls in each bin are
consistent with zero and one, respectively, indicating no
bias and proper estimation of the uncertainties.

IX. SYSTEMATIC UNCERTAINTIES

The evaluation of systematic uncertainties arising due to
various inputs to the cð0Þi and sð0Þi fit are described in this
section. In general, our method of evaluating systematic
uncertainties uses a procedure that varies the nominal input
values within their uncertainties randomly; we refer to this

procedure as smearing. This process is repeated 1000 times

and the distribution of the resulting cð0Þi and sð0Þi values is fit
with a Gaussian distribution. The width of the Gaussian
distribution is then reported as the systematic uncertainty. If
there is a set of correlated input quantities assumed in our
fit, we use a procedure based on the Cholesky decom-
position of the covariance matrix to smear the value taking
the correlation into account. The procedure involves gen-
erating a vector of correlated variablesX ¼ μþAZ, where
μ is a vector of the reported values of the input parameter, Z
is a vector with random values that follow a normal
distribution, and A is the decomposed matrix. The fit is
repeated with the new value of X. The systematic covari-

ance matrix is calculated using the distributions of the cð0Þi
and sð0Þi values as well as the correlations between them.
The systematic uncertainties related to the ST yields are

evaluated as follows. First, a combined systematic uncer-
tainty in the yields due to various assumptions made in the fit
is estimated. For example, the endpoints of the ARGUS
function are fixed in our fits. We rerun the fits by changing
the endpoints by �0.5 MeV=c2, which is the approximate
uncertainty related to the beam-energy spread in the end-
point. The difference between the new value of the yield and
the nominal value is taken as a systematic uncertainty in the
ST yield. Other assumptions include the estimation of
peaking backgrounds fromMC simulations and the assumed

TABLE VII. Fit results for cð0Þi and sð0Þi for different N . The first uncertainty is statistical and the second uncertainty is systematic.

N i ci si c0i s0i
2 1 0.704� 0.034� 0.003 −0.038� 0.144� 0.039 0.730� 0.035� 0.003 −0.028� 0.144� 0.039

2 −0.760� 0.040� 0.007 0.590� 0.198� 0.085 −0.785� 0.034� 0.006 0.669� 0.198� 0.086

3 1 0.724� 0.035� 0.003 −0.037� 0.174� 0.049 0.751� 0.036� 0.003 −0.037� 0.174� 0.049
2 −0.576� 0.050� 0.009 0.616� 0.146� 0.047 −0.512� 0.050� 0.009 0.640� 0.146� 0.047
3 −0.174� 0.173� 0.040 −0.669� 0.370� 0.119 −0.382� 0.145� 0.040 0.045� 0.384� 0.116

4 1 0.783� 0.034� 0.003 −0.242� 0.173� 0.051 0.802� 0.034� 0.003 −0.239� 0.174� 0.051
2 −0.053� 0.106� 0.017 0.306� 0.294� 0.125 0.070� 0.106� 0.017 0.286� 0.294� 0.124
3 −0.654� 0.057� 0.011 0.659� 0.210� 0.059 −0.630� 0.056� 0.011 0.709� 0.210� 0.059
4 0.090� 0.208� 0.041 −0.713� 0.387� 0.195 −0.290� 0.201� 0.036 0.122� 0.422� 0.206

TABLE VIII. Summary of the contributions to the systematic uncertainty for the N ¼ 3 equal-ΔδD binning.

Systematic c1 c2 c3 s1 s2 s3 c01 c02 c03 s01 s02 s03
ST yield 0.001 0.005 0.007 0.001 0.002 0.001 0.001 0.005 0.002 0.001 0.002 0.001

Kð0Þ
i statistics 0.001 0.006 0.033 0.006 0.001 0.010 0.001 0.006 0.033 0.006 0.001 0.010

K0πþπ−ðcð0Þi ; sð0Þi Þ 0.002 0.003 0.010 0.045 0.044 0.085 0.002 0.003 0.004 0.045 0.044 0.083

K0πþπ−ðKð0Þ
i Þ 0.001 0.001 0.003 0.009 0.015 0.018 0.001 0.001 0.001 0.009 0.015 0.018

NDD̄ 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.001
MC statistics 0.001 0.003 0.013 0.000 0.001 0.000 0.001 0.003 0.020 0.000 0.001 0.000
Background 0.001 0.002 0.012 0.015 0.009 0.082 0.001 0.002 0.008 0.015 0.009 0.079
DCS correction 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Statistical 0.035 0.050 0.173 0.174 0.146 0.370 0.036 0.050 0.145 0.174 0.146 0.384
Total systematic 0.003 0.009 0.040 0.049 0.047 0.119 0.003 0.009 0.040 0.049 0.047 0.116
Total 0.035 0.058 0.178 0.181 0.154 0.389 0.036 0.051 0.150 0.181 0.154 0.401
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branching fractions in partially reconstructed modes. The
statistical uncertainties in the yields from the fits are added in
quadrature with the systematic uncertainties to obtain the
total uncertainty related to the ST fit. The STyield is smeared

within the total uncertainty and the distribution of the

resulting cð0Þi and sð0Þi values is obtained as laid out above.
The systematic uncertainties due to the STyield are found to
be small. The systematic uncertainty due to the factors used

FIG. 8. Measured values of c½0�i and s½0�i forN ¼ 2 (a) [(b)],N ¼ 3 (c) [(d)], andN ¼ 4 (e) [(f)] equal-ΔδD bins are given by the black
points with error bars. Also shown for comparison are the measurements reported by the CLEO Collaboration [14] (pink points with
error bars) and the predictions of the model reported by the BABAR Collaboration [16] (blue stars). The black circle corresponds to the
allowed physical region c2i þ s2i ¼ 1.
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to correct for the effect of charm mixing is found to be
negligible. Furthermore, uncertainties related to the absolute
efficiency do not affect the results due to the use of yield
ratios and normalization constants fit to data.
The systematic uncertainty due to the finite statistics

of the flavor-tag yields Ki are evaluated by smearing the
input values assuming a Gaussian distribution around
the nominal value with width equal to the uncertainty.
The systematic uncertainty due to the flavor-tag yield of the
D → K0

Sπ
þπ− decay is estimated using the covariance

matrix reported in the Ref. [13]. The uncertainties due to
flavor-tag yields are small due to the large yields compared
to those for CP and D → K0hþh− tags.
In our fit the values of cð0Þi and sð0Þi of D → K0

S;Lπ
þπ− are

fixed to the values reported in Ref. [13]. The covariance
matrix used to smear the values is also taken from Ref. [13].
This uncertainty is the dominant systematic uncertainty.
The value of the total number of D0D̄0 pairs is fixed in

our fits. This information is used to normalize the bin yields
of D → K0

S;LK
þK− tagged by D → K0

S;Lh
þh− decays. The

related systematic uncertainty is evaluated by smearing the
value of ND0D̄0 within its uncertainty assuming a Gaussian
distribution. Since the value of ND0D̄0 pairs is measured
precisely [36], the systematic uncertainty due to this input
is negligible.
Signal MC samples are widely used in this analysis for

various purposes such as constructing migration matrices
and determining the selection efficiencies. The systematic
uncertainties due to the finite size of the MC samples are
evaluated by smearing the matrix elements within their
uncertainties assuming a Gaussian distribution taking corre-
lations into account. Any systematic uncertainty due to the
incorrect MCmodeling is canceled since we use ratios of ST
and DT yields in computing the values of hMi.
To estimate the systematic uncertainty from the back-

ground parametrization, the estimated amount of back-
ground is varied by a Gaussian function within its statistical
uncertainty. The level of the background with respect to the
partially reconstructed tags is larger than that with respect

to the fully reconstructed tags, hence the systematic
uncertainties due to the background parametrization for
partially reconstructed tags are larger than those for the
fully reconstructed tags. The effect of bin-by-bin peaking
background from D → K0

Sh
þh− decays in the D →

K0
Lh

þh− signal sample is estimated accounting for quan-
tum correlations by using the ci and si values reported in
Ref. [14]. Since the backgrounds are only identified but not
estimated from MC simulations, there is no systematic
uncertainty arising due to any difference in branching
fractions between data and MC simulations.
The systematic uncertainties due to the assumed values

of the DCS correction factors to the flavor-tag yields fFð0Þi
are estimated by smearing the correction factors within
their uncertainties assuming a Gaussian distribution. The

fFð0Þi uncertainties are small, hence the associated system-

atic uncertainties on the values of cð0Þi and sð0Þi are also small.
An example of the individual contributions to the sys-

tematic uncertainties for the N ¼ 3 equal-ΔδD binning is
shown in Table VIII; corresponding tables for the N ¼ 2
and 4 binning schemes are given in Appendix XIII. The
systematic uncertainties are significantly smaller than stat-
istical uncertainties for all binning schemes. Appendix XIV
contains the statistical and systematic correlation matrices
for theN ¼ 2, 3 and 4 binning schemes. The final results for
ci; si; c0i and s0i are shown in Fig. 8.

X. IMPACT OF ci, si ON MEASUREMENT OF γ

The values of ci and si are used as an input to the model-
independent determination of γ using the B− → DK−; D →
K0

SK
þK− decay. The uncertainties on the measured values

of ci and si introduce a related systematic uncertainty on
the measured value of γ, which we here estimate through a
simulation study.
We simulate the decay rate of B− → DK−; D →

K0
SK

þK− within the Dalitz plot bins using the relation
in Eq. (3). In the simulation, the input values of ci, si, Ti

FIG. 9. Distribution of γ obtained from pseudodata experiments for N ¼ 2 (left), N ¼ 3 (middle) and N ¼ 4 (right) binning
schemes.
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and T−i are set to those reported here. The values of rB, δB
and γ are taken to be 0.103, 136.9° and 73.5°, respectively
(see Ref. [41]). In order to reduce the uncertainty due to the
statistics of the B decay sample to a negligible level, the
pseudodata sample size is set to 5 × 106 events. The bin
yields are fluctuated according to a Poisson distribution to
produce a new bin yield, NI . The expected bin yield, NE,
is calculated using ci and si values obtained by smearing
the measured values by their uncertainties, assuming a
Gaussian distribution and taking the correlations into
account. The best fit values of rB, δB and γ are extracted
by minimizing χ2 ¼ P

iðNI
i − NE

i Þ2=NE
i . The pseudodata

simulations are repeated 10000 times and the resulting γ
distributions for N ¼ 2, 3 and 4 bins are shown in Fig. 9.
The distributions of all parameters (rB, δB and γ) are found

to be asymmetric. Using the root mean square (RMS) of the
distribution, we estimate the uncertainties on γ to be 2.3°,
1.3° and 1.3° for the schemes with N ¼ 2, 3 and 4 bins,
respectively. We also estimate an asymmetric uncertainty by
integrating 16% of the distribution in the lower and upper
tails to work out a 68% confidence level; the asymmetric
uncertainties on γ are þ2.4°

−1.8°,
þ1.0°
−0.9° and

þ0.9°
−0.9° for schemes with

N ¼ 2, 3 and 4 bins, respectively. Better sensitivity forN ¼
3 and 4 compared to N ¼ 2 is observed. This is due to the
fact that dividing the data into more bins is a better
approximation of the unbinned case. The lack of improve-
ment in sensitivity while going fromN ¼ 3 toN ¼ 4 is due
to the nature of the D0 → K0

SK
þK− Dalitz plot. The

dominant resonances contributing to D0 → K0
SK

þK− are
D0 → K0

Sϕ and D0 → K0
Sað980Þ0, which are both located

close to the M2
KþK− kinematic limit. In a binning based on

equal-ΔδD regions these bins are always enclosed by a
similar pair of bins and the new pair of bins always encloses
a region with a low density of events, as can be seen in Fig. 1.
Biases of up to 0.7° are observed in the central values of γ

for all binning schemes. A bias was reported in the previous
analysis as well [14]. The bias is smaller with our measure-
ment, but non-negligible given the size of the pseudodata
sample used. In order to investigate the source of the bias, we
rerun the pseudodata experiments ignoring any pairs of ci and
si values that lie outside the physical region given by
c2i þ s2i < 1; the bias is still observed, which is due to the
non-Gaussian nature of the truncated ci and si distributions.
Therefore, instead of removing the unphysical values the
uncertainties on theci and si areartificially reducedbya factor
of three; in this case no observable bias is seen in any of the
extracted parameters. Hence we conclude that the bias stems
from some pairs of ci and si values lying outside the physical
region.Therefore, futuremeasurementswith a largerψð3770Þ
sample [45] are likely to reduce or remove this bias.

XI. SUMMARY

Using a sample of ψð3770Þ data corresponding to an
integrated luminosity of 2.93 fb−1 collected by the BESIII

detector, we report a measurement of the strong-phase
difference parameters for D → K0

S;LK
þK− decays with the

best precision to date. The results presented here are an
important input to model-independent measurements of the
CKM angle γ using the BPGGSZ method. These values are
also essential for the model-independent determination of
charm-mixing parameters and in the search for CP viola-
tion in D0 → K0

SK
þK− decays [46]. We note that the

statistical uncertainties limit the precision of our measure-
ments. Therefore, it is desirable to collect larger ψð3770Þ
data sets in future [45].
Formost values of ci and si, themajor source of systematic

uncertainty is due to the input strong-phase difference
parameters of D → K0

S;Lπ
þπ− decays [13]. Significant sys-

tematic uncertainties on sð0Þi also arise from the background
parametrization of the partially reconstructed D → K0

LX

decay modes and the values of Kð0Þ
i used. All these uncer-

tainties depend on the size of the charm sample available.
Good agreement with the previous measurements by the

CLEO Collaboration [14] is obtained in all bins. Hence, we
have performed a combination of the BESIII and CLEO
results, which is reported in Appendix XV. The predictions
from the BABAR model [16] lie within one to two standard
deviations from our values. We have recently reported an
amplitude model and branching fraction forD0 → K0

SK
þK−

decays [47]; the measured values of ci and si are also in
agreement with this model. The estimated uncertainties on γ
arising from the uncertainties on the measured values of ci
and si are 2.3°, 1.3° and 1.3° forN ¼ 2,N ¼ 3 andN ¼ 4
equal-ΔδD binning, respectively.
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APPENDIX A: ADDITIONAL TABLES OF
SYSTEMATIC UNCERTAINTIES

The contributions to the systematic uncertainty of the cð0Þi
and sð0Þi measurements for the N ¼ 2 and N ¼ 4 binning

schemes are given in Tables IX and X, respectively. These
tables complement Table VIII for the N ¼ 3 binning
scheme, which is given in Sec. IX.

APPENDIX B: STATISTICAL AND SYSTEMATIC
COVARIANCE MATRICES

We report the statistical (systematic) covariance matrices
related to the measurements for theN ¼ 2, 3 and 4 binning
schemes in Tables XI (XII), XIII (XIV) and XV (XVI),
respectively.

TABLE IX. Summary of the contributions to the systematic uncertainty for the N ¼ 2 equal-ΔδD binning.

Systematic c1 c2 s1 s2 c01 c02 s01 s02
ST yield 0.002 0.003 0.000 0.000 0.002 0.001 0.000 0.000

Kð0Þ
i statistics 0.000 0.003 0.004 0.005 0.001 0.002 0.004 0.004

K0πþπ−ðcð0Þi ; sð0Þi Þ 0.001 0.002 0.037 0.075 0.001 0.002 0.037 0.076

K0πþπ−ðKð0Þ
i Þ 0.000 0.001 0.007 0.033 0.000 0.000 0.006 0.033

NDD̄ 0.000 0.000 0.001 0.001 0.000 0.000 0.001 0.001
MC statistics 0.001 0.002 0.000 0.000 0.001 0.003 0.000 0.000
Background 0.002 0.003 0.011 0.022 0.002 0.003 0.011 0.022
DCS correction 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.001
Stat 0.034 0.040 0.144 0.198 0.035 0.034 0.144 0.198
Syst total 0.003 0.007 0.039 0.085 0.003 0.006 0.039 0.086
Total 0.034 0.041 0.149 0.215 0.035 0.035 0.149 0.216

TABLE X. Summary of the contributions to the systematic uncertainty for the N ¼ 4 equal-ΔδD binning.

Systematic c1 c2 c3 c4 s1 s2 s3 s4 c01 c02 c03 c04 s01 s02 s03 s04
ST yield 0.001 0.003 0.006 0.004 0.002 0.006 0.002 0.003 0.001 0.003 0.006 0.001 0.002 0.006 0.002 0.000

Kð0Þ
i statistics 0.002 0.008 0.007 0.010 0.002 0.009 0.005 0.026 0.002 0.008 0.007 0.010 0.002 0.009 0.005 0.026

K0πþπ−ðci; siÞ 0.002 0.003 0.003 0.015 0.048 0.089 0.053 0.091 0.002 0.003 0.003 0.008 0.048 0.089 0.053 0.087

K0πþπ−ðKð0Þ
i Þ 0.001 0.001 0.001 0.003 0.009 0.013 0.017 0.016 0.001 0.001 0.001 0.001 0.009 0.013 0.017 0.016

NDD̄ 0.001 0.000 0.001 0.001 0.001 0.003 0.004 0.000 0.001 0.000 0.001 0.000 0.001 0.003 0.004 0.000
MC statistics 0.000 0.013 0.003 0.015 0.002 0.006 0.002 0.001 0.000 0.012 0.003 0.026 0.001 0.006 0.002 0.001
Background 0.001 0.007 0.003 0.033 0.013 0.086 0.019 0.170 0.001 0.007 0.003 0.018 0.013 0.085 0.019 0.182
DCS correction 0.000 0.000 0.000 0.001 0.001 0.000 0.001 0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.001 0.000
Stat 0.034 0.106 0.057 0.208 0.173 0.294 0.210 0.387 0.034 0.106 0.056 0.201 0.174 0.294 0.210 0.422
Syst total 0.003 0.017 0.011 0.041 0.051 0.125 0.059 0.195 0.003 0.017 0.011 0.036 0.051 0.124 0.059 0.206
Total 0.034 0.107 0.058 0.212 0.180 0.320 0.218 0.433 0.034 0.107 0.057 0.204 0.181 0.319 0.218 0.469

TABLE XI. Statistical correlation matrix (%) for the K0
SK

þK−

equal-ΔδD N ¼ 2 binning.

c2 s1 s2 c01 c02 s01 s02
c1 4.8 2.9 −0.2 94.1 3.0 2.9 −0.2
c2 −1.2 −1.5 5.1 63.2 −1.2 −1.5
s1 −0.4 2.8 −0.8 99.4 0.4
s2 −0.2 −1.6 −0.3 99.5
c01 3.2 2.8 −0.2
c02 −0.8 1.6
s01 0.3

TABLE XII. Systematic correlation (%) matrix for K0
SK

þK−

equal-ΔδD N ¼ 2 binning.

c2 s1 s2 c01 c02 s01 s02
c1 36.6 −1.3 −0.1 90.0 27.3 −1.3 −0.1
c2 −5.3 −8.4 26.7 58.4 −5.4 −8.4
s1 −21.1 1.6 12.7 99.6 −21.2
s2 0.7 −10.9 −21.0 90.0
c01 33.4 −1.6 −0.7
c02 12.6 −11.1
s01 −21.1
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TABLE XIII. Statistical correlation matrix (%) for K0
SK

þK− equal-ΔδD N ¼ 3 binning.

c2 c3 s1 s2 s3 c01 c02 c03 s01 s02 s03
c1 1.3 1.8 1.2 0.1 0.0 9.7 1.2 0.4 −1.2 0.1 0.0
c2 0.7 0.1 9.9 1.5 1.3 96.5 0.1 0.1 9.9 1.3
c3 −1.4 −1.3 0.9 1.8 0.7 24.3 −1.4 −1.3 0.8
s1 −5.5 −7.2 1.1 0.1 −0.3 99.7 −5.5 −6.6
s2 11.7 0.1 9.5 −0.4 −5.5 99.9 10.7
s3 0.0 1.4 −0.3 −7.2 11.7 91.3
c01 1.3 0.4 −1.1 0.1 0.0
c02 0.2 0.1 9.4 1.3
c03 −0.3 −0.4 −0.4
s01 −5.5 −6.6
s02 10.7

TABLE XIV. Systematic correlation matrix (%) for K0
SK

þK− equal-ΔδD N ¼ 3 binning.

c2 c3 s1 s2 s3 c01 c02 c03 s01 s02 s03
c1 3.1 −31.0 −1.5 0.9 −7.4 20.0 5.7 6.4 −1.5 0.9 −6.9
c2 71.3 −21.2 2.1 7.4 −2.0 30.1 24.9 21.2 2.1 8.7
c3 −55.4 6.7 −7.0 −13.0 18.8 57.4 −0.9 6.6 5.6
s1 −30.4 −23.8 −0.5 −18.9 −19.3 9.9 −30.4 −23.6
s2 29.2 1.2 1.1 −0.4 −30.4 90.0 31.6
s3 −8.0 5.9 −13.3 23.9 20.0 67.0
c01 0.8 5.7 −0.5 1.2 −7.6
c02 23.8 −18.9 1.1 7.0
c03 −19.4 −0.4 −13.3
s01 −30.4 −23.7
s02 31.6

TABLE XV. Statistical correlation matrix (%) for K0
SK

þK− equal-ΔδD N ¼ 4 binning.

c2 c3 c4 s1 s2 s3 s4 c01 c02 c03 c04 s01 s02 s03 s04
c1 0.8 2.3 0.8 −2.3 0.2 −0.2 0.0 98.6 0.8 2.3 0.2 −2.3 0.2 −0.2 0.0
c2 0.3 −0.8 0.7 −3.0 0.0 0.1 0.8 98.4 0.3 −0.2 0.7 −3.0 0.0 0.1
c3 −0.1 −0.6 0.2 4.3 0.0 2.4 0.3 97.0 −0.0 −0.6 0.2 4.3 0.0
c4 0.0 0.1 0.0 −5.7 0.8 −0.8 −0.1 24.9 0.0 0.1 0.0 −3.6
s1 −10.6 1.5 −0.1 −2.4 0.7 −0.5 0.0 99.7 −10.6 1.5 −0.1
s2 4.2 −2.6 0.2 −3.0 0.2 0.0 −10.6 99.9 4.2 −1.7
s3 0.0 −0.2 0.0 4.2 0.0 1.5 4.2 99.8 0.0
s4 0.0 0.1 0.0 −0.3 −0.1 −2.6 0.0 66.6
c01 0.8 2.3 0.2 −2.4 0.2 −0.2 0.0
c02 0.3 −0.2 0.7 −2.9 0.0 0.1
c03 0.0 −0.5 0.2 4.2 0.0
c04 0.0 0.0 0.0 0.8
s01 −10.6 1.5 −0.1
s02 4.2 −1.7
s03 0.0
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APPENDIX C: COMBINATION OF BESIII AND
CLEO RESULTS

The results presented in this paper are compatible with
those reported by the CLEO Collaboration [14]. Therefore,
it is advantageous to perform an average of the two sets of
results to get the best possible estimates of cð0Þi and sð0Þi .
Following Ref. [13], the average is calculated by adding
a multidimensional constraint term to the log-likelihood

expression given in Eq. (28). The constraint term is
defined as

χ2avg ¼ ðP − PCLEOÞTV−1ðP − PCLEOÞ; ðC1Þ

where P is the vector of 4N parameters in the fit, PCLEO is
the vector of corresponding values reported by the CLEO
Collaboration and V is the 4N × 4N combined statistical

TABLE XVI. Systematic correlation matrix for K0
SK

þK− equal-ΔδD N ¼ 4 binning.

c2 c3 c4 s1 s2 s3 s4 c01 c02 c03 c04 s01 s02 s03 s04
c1 2.8 2.7 −2.7 0.2 −3.8 −1.9 2.0 2.2 2.4 2.7 −1.3 0.2 −3.8 −2.1 1.8
c2 53.2 −23.7 12.6 2.9 −7.7 16.3 −30.8 64.0 49.1 −7.2 −12.6 2.9 −9.0 11.3
c3 −24.8 −28.5 −5.0 −16.7 22.9 −33.3 50.3 34.3 −10.5 −22.7 −5.0 −17.1 20.4
c4 −18.9 13.3 0.1 −65.2 31.6 −18.0 −22.3 58.0 −18.9 13.3 1.1 −35.0
s1 −51.3 3.1 −14.9 2.6 1.0 27.5 −9.5 39.0 −51.3 3.1 −12.1
s2 3.9 3.7 0.9 3.0 −4.8 5.9 −43.0 99.0 3.9 2.4
s3 −13.8 1.0 −8.9 −16.5 −1.5 3.2 3.9 93.0 −8.8
s4 −0.5 2.0 6.1 −19.0 −1.8 3.8 −14.3 39.8
c01 −24.2 −29.1 19.4 2.7 −1.1 1.7 −14.6
c02 50.4 −14.4 12.8 2.8 −7.4 15.8
c03 −13.2 −27.5 −4.9 −16.1 20.9
c04 −9.6 6.2 −3.5 −43.8
s01 −51.2 3.2 −12.1
s02 3.9 2.3
s03 −8.4

TABLE XVII. Results for cð0Þi and sð0Þi from averaging the results from BESIII and CLEO. The uncertainties on the
values of parameters are the statistical uncertainties obtained from fit added in quadrature with the systematic
uncertainties.

N i ci si c0i s0i
2 1 0.713� 0.032 0.107� 0.132 0.737� 0.032 0.116� 0.132

2 −0.758� 0.037 0.394� 0.173 −0.782� 0.033 0.473� 0.174
3 1 0.738� 0.030 0.112� 0.102 0.765� 0.030 0.111� 0.102

2 −0.573� 0.044 0.550� 0.113 −0.503� 0.044 0.574� 0.113
3 −0.129� 0.155 −0.619� 0.317 −0.412� 0.138 0.089� 0.327

4 1 0.796� 0.030 −0.082� 0.173 0.817� 0.030 −0.080� 0.173
2 −0.018� 0.099 0.393� 0.262 0.105� 0.098 0.375� 0.261
3 −0.691� 0.048 0.551� 0.200 −0.657� 0.048 0.601� 0.200
4 0.183� 0.182 −0.646� 0.415 −0.321� 0.185 0.218� 0.438

TABLE XVIII. Correlation matrix (%) of the combined BESIII and CLEO results for the K0
SK

þK− equal-ΔδD
N ¼ 2 binning.

c2 s1 s2 c01 c02 s01 s02
c1 7.1 −4.3 −0.8 94.4 5.3 −4.4 −0.8
c2 −3.5 −2.8 6.8 65.9 −3.6 −2.9
s1 −4.1 −4.1 −2.5 99.2 −4.0
s2 −0.8 −3.5 −4.0 96.8
c01 5.8 −4.1 −0.8
c02 −2.3 −3.4
s01 −3.9
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and systematic covariance matrix related to the CLEO

measurements. The values of cð0Þi and sð0Þi obtained from
the fit including the χ2avg term are given in Table XVII.
The uncertainty returned by the fit only includes the
BESIII statistical and total CLEO uncertainties. Hence, to
take account of the systematic uncertainties related to the
BESIII measurement, the uncertainties reported in
Table XVII are the sum in quadrature of those returned
by the fit and the systematic uncertainties reported in
Tables VIII, IX and X. Calculating the uncertainty in this

way assumes the systematic uncertainties related to the
BESIII and CLEO measurements are uncorrelated; this is
a valid assumption because the systematic uncertainties
are dominated by those related to the strong-phase
measurements of D → K0

Sπ
þπ− used in each analysis,

which are independent measurements from the respective
experiments. The correlation matrices reported in
Tables XVIII–XX are obtained by summing the covari-
ance matrix from the fit with the systematic covariance
matrix.
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