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We present results for lattice QCD with staggered fermions in the limit of infinite gauge coupling,
obtained from a worm-type Monte Carlo algorithm on a discrete spatial lattice but with continuous
Euclidean time. This is obtained by sending both the anisotropy parameter ξ ¼ aσ=aτ and the number of
time slices Nτ to infinity, keeping the ratio aT ¼ ξ=Nτ fixed. The obvious gain is that no continuum
extrapolation Nτ → ∞ has to be carried out. Moreover, the algorithm is faster, and the sign problem
disappears. We derive the continuous time partition function and the corresponding Hamiltonian
formulation. We compare our computations with those on discrete lattices and study both zero and finite
temperature properties of lattice QCD in this regime.
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I. INTRODUCTION

The determination of the QCD phase diagram, in
particular, the location of the critical end point (CEP), is
an important, long-standing problem, requiring nonpertur-
bative methods. In lattice QCD, several approaches have
been developed to investigate the phase transition from
hadronic matter to the quark gluon plasma, but either they
are limited to rather small μB=T, with μB the baryon
chemical potential [1–3], or they cannot yet address full
QCD [4–6] or study only low dimensional QCD-like toy
models [7–9].
The reason for this is the notorious sign problem [10],

which arises because the fermion determinant for finite
μB becomes complex, and importance sampling is no
longer applicable. In lattice QCD, the finite density sign
problem is severe. There is however a limit where the
sign problem can be made mild: this is the strong
coupling limit, where a so-called dual representation in
terms of color singlets is possible. In the strong coupling
limit of lattice QCD (SC-LQCD) the sign problem is
mild enough such that the full ðμB; TÞ phase diagram can
be measured via Monte Carlo methods based on the dual
variables. The method of dual variables has been suc-
cessfully used in models with Abelian gauge symmetry
[11,12]; there have been attempts to dualize non-Abelian
gauge theories [13,14], but it has not yet been possible to

overcome the finite density sign problem. Our own
approach discussed in [15–17] is based on the strong
coupling expansion, i.e., an expansion in the inverse
gauge coupling β ¼ 2Nc

g2 . It is in principle possible to

sample partition functions that include all orders via
Monte Carlo, in the spirit of [18,19]. In practice, the sign
problem is reintroduced for large β.
In this paper, we will restrict ourselves to the strong

coupling limit, since the focus is on deriving the Euclidean
continuous time (CT) limit, and apply the new formulation
to Monte Carlo studies of QCD thermodynamics. Despite
the fact that the strong coupling limit is the converse of the
continuum limit, i.e., the lattice is maximally coarse and it
is not possible to set the scale, it nevertheless shares
important features with lattice QCD on finer lattices: chiral
symmetry breaking and its restoration at finite temperature
as well as the nuclear liquid gas transition are also present
in this model. We will extend the existing studies on SC-
LQCD that are either based on mean field theory in the 1=d
expansion [20–26] or on Monte Carlo [27–29]. In the past
either the spectrum or the phase diagram and the nuclear
properties [29] have been studied. We investigate these
phenomena in the continuous time limit, where the con-
tinuum limit of the temporal lattice spacing aτ → 0 is taken
while leaving the spatial lattice spacing aσ finite. First
simulations of SC-LQCD in continuous time have been
performed by one of us in [30]. Here, we improve upon the
continuous time formulation and give many more results at
zero and nonzero temperature. The main advantage of the
CT limit is that ambiguities arising from the anisotropy
parameter γ are circumvented. Also, the sign problem is
absent, quantum Monte Carlo (QMC) can be applied, and
temporal correlation functions can be obtained with high
resolution.
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This paper is structured as follows: in Sec. II we will
derive the quantum Hamiltonian formulation of strong
coupling QCD and its generalization to an arbitrary number
of colors. In Sec. III we will describe the worm algorithm
operating in continuous time in detail and show that it
indeed reproduces results consistent with the continuum
extrapolation of simulations at finite Nτ. In Sec. IV we
apply SC-LQCD in the CT limit to determine zero temper-
ature observables. In Sec. V we investigate finite temper-
ature properties, such as the grand-canonical phase diagram
in the μB-T plane as well as the canonical phase diagram in
the nB-T plane, with nB the baryon number density. In
Sec. VI Awe show that the pressure at finite baryon density
can also be reconstructed from Taylor coefficients, and we
estimate the radius of convergence. In Sec. VII A we
discuss temporal correlation functions and explain how
to extract pole masses. We provide both results at finite
temperature and density. In the Appendix, supplementary
material for the various cross-checks of continuous time
Monte Carlo and possible extensions such as for finite
quark mass, more flavors, and isospin chemical potential
are discussed.

II. STRONG COUPLING LATTICE QCD IN THE
CONTINUOUS TIME FORMULATION

A. Staggered action of strong coupling QCD
and its dual representation

In SC-LQCD, based on the Euclidean lattice action, the
gauge coupling is sent to infinity, and thus the coefficient of the
plaquette term β ¼ 2Nc=g2 is sent to zero. Hence, the Yang
Mills partFμνFμν is absent. Then, the gauge fields in the cova-
riant derivative can be integrated out analytically. In fact, the
order of integration is reversed compared to the standard repre-
sentation of lattice QCD in terms of the fermion determinant:
the gauge linksUμðxÞ are integrated out before theGrassmann
fields χ, χ̄. Thus, the final degrees of freedom of the partition
function are color singlets composed of fermions: mesons and
baryons. However, as a consequence of the strong coupling
limit, the lattice becomesmaximally coarse, and there is noway
to set the scale: the lattice spacing a cannot be specified in
physical units.Wewill see however that specific dimensionless
ratios can still be compared to continuum physics.
We shortly outline the procedure to obtain the dual

representation for staggered fermions in the strong coupling
limit where the action is only given by the fermionic part:

S½U; χ; χ̄� ¼
X
x

�
γη0ðxÞðχ̄ðxÞeaτμqU0ðxÞχðxþ 0̂Þ − χ̄ðxþ 0̂Þe−aτμqU†

0ðxÞχðxÞÞ

þ
Xd
i¼1

ηiðxÞðχ̄ðxÞUiðxÞχðxþ îÞ − χ̄ðxþ îÞU†
i ðxÞχðxÞÞ þ 2amqχ̄ðxÞχðxÞ

�
: ð1Þ

Here, amq is the quark mass and μq ¼ 1
3
μB the quark chemical potential. The bare anisotropy parameter γ in the temporal

Dirac coupling is introduced to vary the temperature continuously.
Following the procedure discussed in detail in [28], the gauge link integration over the Haar measure of SUðNcÞ can be

performed analytically, as the integration factorizes in Eq. (1); i.e., the partition function can be written as a product of one-
link integrals zμðxÞ:

Z ¼
Z Y

x

�
dχ̄ðxÞdχðxÞe2amq χ̄ðxÞχðxÞ

Y
μ

zμðxÞ
�
; ð2Þ

zμðxÞ≡ zðx; yÞjy¼xþμ̂ ¼
Z
SUðNcÞ

dUμðxÞ expðημðxÞðχ̄ðxÞUμðxÞχðyÞ − χ̄ðyÞU†
μðxÞχðxÞÞÞ

¼
XNc

k¼0

�ðNc − kÞ!
Nc!k!

ððημðxÞγδμ0Þ2MðxÞMðyÞÞk
�
þ ðρðx; yÞNcB̄ðxÞBðyÞ þ ð−ρðy; xÞÞNcB̄ðyÞBðxÞÞ; ð3Þ

MðxÞ ¼ χ̄ðxÞχðxÞ; BðxÞ ¼ 1

Nc
ϵi1…iNc

χi1ðxÞ…χiNc
ðxÞ; ρðx; yÞ ¼ ημðxÞðγ expð�aτμqÞδμ0 þ ð1− δμ0ÞÞ: ð4Þ

The new degrees of freedom after link integration are the mesons MðxÞ and the baryons BðxÞ. The weight of the one-link
integral is a sum over the so-called dimer number kμðxÞ ¼ 0;…; Nc which corresponds to the number of (unoriented)
meson hoppings on that link, and on ρðx; yÞwhich is the weight for a baryon hopping B̄ðxÞBðyÞ. The final partition function
for the discrete system on an Nσ

3 × Nτ lattice, after performing the Grassmann integrals analytically, is an exact rewriting
from Eq. (1) and is given by
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Zðmq; μqÞ ¼
XGC

fk;n;lg

Y
b¼ðx;μ̂Þ

ðNc − kbÞ!
Nc!kb!

γ2kbδ0̂ μ̂
Y
x

Nc!

nx!
ð2amqÞnx

Y
l

wðlÞ

wðlÞ ¼
Y
x∈l

1

Nc!
σðlÞγNcN0̂ expðNcNτωðlÞaτμqÞ; σðlÞ ¼ ð−1ÞωðlÞþN−ðlÞþ1

Y
b¼ðx;μ̂Þ∈l

ημ̂ðxÞ: ð5Þ

The sum over all configurations fk; n;lg is restricted to
those that fulfill, on each site x, the so-called Grassmann
constraint (GC):

nx þ
X

μ̂¼�0̂;…�d̂

�
kμ̂ðxÞ þ

Nc

2
jbμ̂ðxÞj

�
¼ Nc ð6Þ

which expresses the fact that every Grassmann variable
χ̄iðxÞ, χiðxÞ (i ¼ 1…Nc) appears exactly once in the path
integral. After this exact rewriting of the strong coupling
partition function the system can be described by confined,
colorless, discrete degrees of freedom:

(i) Mesonic degrees of freedom: kμ̂ðxÞ ∈ f0;…Ncg
(nonoriented meson hoppings called dimers) and
nðxÞ ∈ f0;…Ncg (mesonic sites called monomers).

(ii) Baryonic degrees of freedom: they form oriented
baryon loops l and may wind ωðlÞ times in the
temporal direction, which results in its dependence
on the chemical potential μq. The sign σðlÞ ¼ �1 of
the loop l depends on the loop geometry.

(iii) The baryonic loops are self-avoiding and do not
touch themesonic degrees of freedom,which follows
from the Grassmann constraint Eq. (6): for a given
configuration, this gives rise to a decomposition of
the lattice volume into mesonic sites and baryonic
sites:

Λ ¼ Nσ
3 × Nτ ¼ ΛM _∪ΛB: ð7Þ

It should be mentioned that this representation corresponds
to unrooted staggered fermions. Due to the fermion dou-
bling, one flavor of a staggered fermion comes in the
multiplicity of four so-called tastes. However, in the strong
coupling limit, the fermions are spinless and the taste
breaking is maximal. Hence, it is indeed a one-flavor theory
with only one pseudoscalar meson as the Goldstone boson.
To be more precise, in the chiral limit the action is invariant
under the symmetry group UBð1Þ ×U55ð1Þ:

χðxÞ ↦ eiθBþiϵðxÞθ55χðxÞ; ϵðxÞ ¼ ð−1Þ
P

μ
xμ ð8Þ

which is due to the even-odd decomposition of the bipartite
lattice for staggered fermions; i.e., even and odd sites can
be transformed independently. The symmetry eiθB ∈ UBð1Þ
corresponds to baryon conservation, and eiθ55 ∈ Uð1Þ55 is a
subgroup of the full SULð4ÞL × SURð4Þ chiral symmetry
for unrooted staggered fermions. In the spin-taste basis this

corresponds to the channel γ5 ⊗ ξ5. At finite quark mass
Uð1Þ55 is explicitly broken, and in the dual representation
this is due to the presence of monomers: the number of
monomers on even sites equals its number on odd sites. In
the chiral limit we expect O(2) critical exponents for the
chiral phase transition. This is also the case away from the
strong coupling limit, as long as the lattice spacing is finite.
In this work we will restrict ourselves to the chiral limit,
mq ¼ 0, where monomers are absent: nx ¼ 0. We discuss
the prospects of the continuous time formulation at finite
quark mass in the Appendix E.

B. SC-LQCD at finite temperature
and the continuous time limit

In the staggered action Eq. (1) we have introduced a bare
anisotropy γ in order to vary the temperature continuously.
Hence, also in the dual representation the weights for
temporal meson or baryon hoppings in Eq. (5) contain the
anisotropy parameter γ. We will now explain why this is
necessary and why it is also a key step to derive the
continuous time limit.
The main objective of SC-LQCD is to study thermody-

namic properties. Since β ¼ 0, we cannot vary the temper-
ature T ¼ 1=ðNτaðβÞÞ continuously via the lattice spacing,
but only with the lattice extent Nτ. The chiral transition is
however at temperatures much higher than 1=2, such that
for temperatures 1=Nτ we are always in the chirally broken
phase. The solution is to introduce an anisotropy in the
Dirac operator to favor fermion propagation in the temporal
direction. In contrast to the chemical potential, the bare
anisotropy does not distinguish between the forward and
backward temporal direction. The temperature on an
anisotropic lattice is given by the inverse of the lattice
extent in the temporal direction,

T ¼ 1

aτNτ
¼ ξðγÞ

aσNτ
with ξðγÞ≡ aσ

aτ
ð9Þ

but the functional dependence ξðγÞ of the ratio of the spatial
and temporal lattice spacings on the bare anisotropy is not
known a priori. Hence, also the dependence of T on γ is
unknown. The main motivation for this study is to over-
come this difficulty.
The weak coupling analysis of Eq. (1) suggests that

ξðγÞ ¼ γ, but this does not carry over to strong coupling,
where quarks are confined on links to color singlets. In
the mean-field approximation of SC-LQCD [24] based on
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1=d-expansion (with d the spatial dimension), the critical
temperature is given by

γ2c ¼ Nτ
dðNc þ 1ÞðNc þ 2Þ

6ðNc þ 3Þ ð10Þ

suggesting that aσTc ∝
γ2c
Nτ

is the sensible Nτ-independent
identification in leading and next to leading order in d.
It is however possible to determine the function ξðγÞ

nonperturbatively on anisotropic lattices with

Nσaσ ¼ Nτaτ; ξ ¼ Nτ

Nσ
ð11Þ

by a bare anisotropy calibration γ0ðξÞ via conserved
currents in both the spatial and temporal direction [31].
For large Nτ (implying large ξ and γ), it turns out
numerically that ξ diverges as

lim
Nτ→∞

ξðγÞ ¼ κγ2: ð12Þ

The precise value of κ can only be determined non-
perturbatively and a posteriori, based on the values
γ0ðξÞ measured via the anisotropy calibration (see also
Sec. IVA), and has been extrapolated for SU(3) from the set
ξ ¼ f0.5; 1; 1.5; 2; 3; 4; 5; 6; 8g to ξ → ∞. The function
ξ=γ2, which we call the anisotropy correction factor, can
be either parametrized by ξ or γ and is well described by the
ansätze

ξ

γ2
ðξÞ ≃ κ þ a

ξ2
þ b
ξ4

; ð13Þ

ξ

γ2
ðγÞ ≃ κ þ 1 − κ

1þ κðγ4 − 1Þ ; ð14Þ

ξ

γ2
ðξÞ ≃ ξ

ð ξ
κþAξQ1

þ ξ1=2

κ1=2þBξQ2
Þ2
: ð15Þ

Clearly, the extrapolated value for κ based on ξ → ∞ will
depend on the ansatz, as shown in Fig. 1. The Taylor
expansion in 1=ξ2 ∼ aτ2 in Eq. (13) is limited to the fit
range ξ ≥ 2 and results in the value κ ¼ 0.7824ð1Þ, which
is consistent with the already determined value in [31]. The
second ansatz, Eq. (14), has only κ as a free parameter, and
interpolates the data for all ξ surprisingly well, although
there are deviations. By construction, ξ=γ2 ¼ 1 for γ ¼ 1.
In order to improve on this one-parameter fit, the third
ansatz, Eq. (15), introduces three additional independent fit
parameters to connect the regime ξ > 1 with the opposite
regime ξ < 1; with Q1 > 0 and Q2 < 0:

lim
ξ→∞

ξ

γ2
¼ κ; lim

ξ→0

ξ

γ2
¼ κ2

ξ
;

ξ

γ2

����
ξ¼1

¼ 1: ð16Þ

The fit parameters A and B are thus not independent.
This fit results in a nonmonotonic behavior, which reflects
the fact that ξ

γ2
j
ξ¼8

¼ 0.7834ð2Þ is larger than ξ
γ2
j
ξ¼6

¼
0.7828ð2Þ. Also, it has the smallest reduced chi-squared.
Thus, we think that the extrapolated result κ ¼ 0.8017ð2Þ is
more trustworthy. The error is purely statistical, and the
systematic error due to the choice of the fit ansatz is
unknown. In Sec. IVAwe will overcome the ambiguities of
the extrapolation aτ → 0 by measuring κ directly in the
continuous time limit.
We will see in Sec. III E that many observables and the

phase diagram have a strong Nτ-dependence, which can
even be nonmonotonic. This requires large Nτ to have
control over the extrapolation. Hence, we want to eliminate
γ and Nτ altogether from the partition function Eq. (5) and
replace them by the temperature aT. The continuous time
definition of the temperature in lattice units is

 0.8
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 1.8

 2

 0  2  4  6  8  10

γ2   

ξ

Data from anisotropy calibration

Ansatz 1: Taylor expansion in 1/ξ2

Ansatz 2: 1-parameter fit               

Ansatz 3: 4-parameter fit               
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 0.82

 0.84

 0.86

 0.88

 0.9

 0.001  0.01  0.1  1

ξ=1.5

ξ=2

ξ=3

ξ=4
ξ=5ξ=6ξ=8

ξ/γ2

1/ξ2

Data from anisotropy calibration

Ansatz 1: κ = 0.7824(1), χν
2 = 4.60    

Ansatz 2: κ = 0.7800(4), χν
2 = 370.96

Ansatz 3: κ = 0.8017(2), χν
2 = 0.48    

FIG. 1. Top: Interpolation of γ2 as a function of ξ with ansatz 1,
Eq. (13) for ξ ≥ 2; ansatz 2, Eq. (14); and ansatz 3, Eq. (15), both
for all ξ. Bottom: Extrapolation of the anisotropy correction
factor ξ

γ2
towards 1=ξ2 ∼ a2τ → 0, extracting κ. It is evident that the

extrapolated results depend on the ansatz. Clearly, ansatz 3 has
the smallest reduced chi-squared.
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aTCT ¼ κ lim
Nτ→∞
γ→∞

T ðγ; NτÞ; T ¼ γ2

Nτ
¼ const; ð17Þ

where we have dropped the subscript, a≡ aσ . The limit
Nτ → ∞, γ → ∞ is a joint limit, and the second condition
implies that γ diverges as γ ¼ ffiffiffiffiffiffiffiffiffiffi

T Nτ

p
for Nτ → ∞.

Likewise, we can define unambiguously the continuous
time chemical potential to replace the chemical potential
aτμq in Eq. (5):

aμB;CT ¼ κ lim
Nτ→∞
γ→∞

μBðγ;NτÞ; μB ¼ Ncγ
2aτμq ¼ const:

ð18Þ
which is also consistent with the γ-dependence of the mean-
field critical chemical potential μcðT ¼ 0Þ obtained via
1=d-expansion [23], similar to Eq. (10):

aτμq;c ¼
d
4γ2

þOðγ6Þ: ð19Þ

Now all discretization errors from finite aτ are removed. The
new partition function in continuous Euclidean time will be
derived in the next section. We then have to check numeri-
cally that the above limits are well defined for the typical
observables. We will present a worm-type Monte Carlo
algorithm which samples the partition function efficiently.
We denote T , μB as the bare temperature and bare chemical
potential which are then renormalized by κ. We see that we
can determine κ nonperturbatively directly by Monte Carlo
simulations in the continuous time limit.

C. Continuous time partition function

We will now explain in detail how to derive the
continuous time partition function from the discrete time
partition function Eq. (5) by tracing the γ-dependence and
neglecting subleading terms that vanish in the limit
Nτ → ∞. The first step to obtain these results is to factorize
Eq. (5) into the temporal and spatial parts:

Zðγ; aτμq; NτÞ ¼ γNcΛ
X
fk;lg

( Y
x∈ΛM

δP
μ
kμðxÞ;Nc

ðNc − k0ðxÞÞ!
k0ðxÞ!

Yd
i¼1

ðNc − kiðxÞÞ!
Nc!kiðxÞ!

γ−2kiðxÞ
!

×

 Y
l⊂ΛB

σðlÞ
Y

ðx;μÞ∈l
expððδμ̂;þ0̂ − δμ̂;−0̂ÞNcaτμÞ

!Yd
i¼1

ðγ−NcδμiÞ
)

ð20Þ

where the factor Nc! from the site weights for zero
monomer number cancels the 1=Nc! in the temporal gauge
link, and a prefactor γNcΛ was pulled out such that spatial
links are now suppressed by 1=γ2 for mesons and 1=γNc for
baryons. Also, we have put the Grassmann constraint
Eq. (6) into the above equation via a Kronecker delta
and the decomposition Eq. (7). We will now neglect the
subleading terms; i.e., we will only keep terms that survive
in the limit Eq. (17). For any temperature, the average

contribution per time location is 1=γ2. This will have drastic
consequences, as spatial baryons for Nc ≥ 3 and spatial
dimer occupation numbers ki > 1 will vanish. We will later
see how to interpret this outcome and also show numeri-
cally that this is well justified. For now we note that the
average dimer density will depend on the temperature, and
(anti)baryons are static for Nc ≥ 3 for all temperatures and
chemical potential. For large γ; Nτ the partition function
becomes

Z̃ðγ; aτμq; NτÞ ¼
X
fkgj

ΛMfωgj
ΛBσ

( Y
x∈ΛM

δP
μ
kμðxÞ;Nc

ðNc − k0ðxÞÞ!
k0ðxÞ!

�
δkiðxÞ;0 þ δkiðxÞ;1

1

Nc
γ−2
�� Y

x⃗∈ΛB
σ

eωðx⃗ÞNcaτμqNτ

!)

¼
X

fΛM
σ ;ΛB

σ g

XGC
n

k0∈f0;…Ncg
ki∈f0;1g

o���
ΛM

( Y
ðx⃗;τÞ∈fxjkiðxÞ¼1g

vðk−0 jkþ0 Þðx⃗;τÞvðk−0 jkþ0 Þðx⃗þî;τÞ
γ2

!
ð2 coshðμB=TÞÞjΛB

σ j
)

ð21Þ

where we have dropped the overall prefactor γNcΛ and we
have used

μB=T ¼ μB=T ¼ NcaτμqNτ: ð22Þ

We have resummed static baryons and antibaryons ω ¼ �1
in the second line, with jΛB

σ j the number of spatial sites
occupied by (anti)baryons with ΛB ¼ ΛB

σ × Nτ, ΛM ¼
ΛM
σ × Nτ. The sum over configurations contains all pos-

sible partitions of the spatial lattice fΛM
σ ;ΛB

σ g with
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ΛB
σ _∪ΛM

σ ¼ Λσ ≡ Nσ
3: ð23Þ

The vertex weights introduced in the second line vðx⃗;τÞ
depend on the dimers k−0 ¼ k0ðx⃗; τ − 1Þ and kþ0 ¼ k0ðx⃗; τÞ,
k−0 ¼ k0ðx⃗; τ − 1Þ and simplify due to the Grassmann
constraint, k−0 þ kþ0 þ 1 ¼ Nc:

vðk−0 jkþ0 Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Nc

ðNc − k−0 Þ!
k−0 !

ðNc − kþ0 Þ!
kþ0 !

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðNc − k−0 Þð1þ k−0 Þ

Nc

s
: ð24Þ

They come in pairs of adjacent spatial sites ðx⃗; τÞ, ðx⃗þ î; τÞ
at both ends of a spatial dimer on a bond b ¼ ðx⃗; τ; iÞ.
There are Nc types of vertices since k−0 can take the values
from 0 to Nc − 1. For Nc ¼ 3, there are only three types of
vertices,

vð0j2Þ ¼ vð2j0Þ ¼ 1; vð1j1Þ ¼ 2ffiffiffi
3

p : ð25Þ

The important observation is that the mesonic part of the
partition function only depends on the number of vertices
and not on the precise temporal position. The temporal
intervals between vertices attached to spatial dimers have a
trivial weight: due to the Grassmann constraint on every
site where no spatial dimer is attached, k−0 þ kþ0 ¼ Nc
implies that the dimer numbers form alternating chains as
shown in Fig. 2 and cancel in weight:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðNc − k−0 Þ!

k−0 !
ðNc − kþ0 Þ!

kþ0 !

s
¼ 1: ð26Þ

Only the relative order of the vertices v is important but not
the length of the intervals between them. The partition
function of SC-LQCD with Nc ¼ 3 can be written in terms
of these vertices as follows:

Z̃ðγ; μB=T;NτÞ ¼
X

fΛM
σ ;ΛB

σ g

X
n

XGC
n

k0ðx⃗;0Þ;
n∟ ;n⊤

o���
ΛM

( Yn
ðhx⃗;y⃗ij;τj;Þ;j¼1

�
v∟
γ

�
n∟ðx⃗;τjÞ�v⊤

γ

�
n⊤ðy⃗;τjÞ

!
ð2 coshðμB=TÞÞjΛB

σ j
)
: ð27Þ

The temporal dimers in the first time slice k0ðx⃗; τ ¼ 0Þ are
now dynamic variables in the partition sum. The ∟-vertices
and ⊤-vertices at sites x ∈ ΛM are defined in terms of the
previous vertices, v∟ ¼ vð0j2Þ ¼ vð2j0Þ, v⊤ ¼ vð1j1Þ ¼
2ffiffi
3

p , and the order in the high temperature expansion is given
by the number of spatial dimers:

n ¼ 1

2

X
x⃗∈ΛM

σ

Z
1=T

0

dτðn∟ðx⃗; τÞ þ n⊤ðx⃗; τÞÞ≡ NDs: ð28Þ

In the partition sum Eq. (27), within the sum denoted by
GC, not all temporal positions of the vertices are
admisssible due to the Grassmann constraint. We still need
to replace γ by the temperature aT, which requires book-
keeping of possible locations for spatial dimers. We will
provide the details in the Appendix A. A simplified
argument that allows us to understand the temperature
dependence is that for the first spatial dimer there are up to
Nτ possible locations between two adjacent spatial sites

hx⃗; y⃗i, but due to the even-odd decomposition there are only
Nτ=2 possible locations for the second spatial dimer, and
likewise for all other dimers, as long as Nτ is large. Hence,
every spatial dimer, after summing over possible locations,
has weight Nτ

2γ2
¼ 1=ð2T Þ. The final result is

ZCTðT ; μBÞ ¼
X

fΛM
σ ;ΛB

σ g

X
fωgjΛBσ

eωx⃗μB=T
X
n∈2N

1

n!
1

ð2T Þn

×
X

G∈ΓΛMσ
n

vN⊤ðGÞ
⊤ ;

N⊤ ¼
X
x⃗∈ΛM

σ

Z
1=T

0

dτn⊤ðx⃗; τÞ; ð29Þ

where Γn ¼ fn∟ðx⃗; τÞ; n⊤ðx⃗; τÞg is the set of all valid
configurations on the mesonic sublattice ΛM

σ with n≡ NDs
spatial dimers, andN⊤ ≤ 2n is the total number of⊤-vertices,

FIG. 2. Correspondence between discrete time configurations
in terms of dimer coverings and baryon world lines (top) and in
terms of hadron occupation numbers in continuous time (bottom).
Multiple spatial dimers become resolved in single spatial dimers
(which can be oriented consistently from emission sites E to
absorption sites A, indicated by the arrow), baryons become
static, and only vertices of ∟-shape or⊤-shape survive as aτ → 0.
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integrated over the compact temporal direction. Since v∟ ¼ 1,
we do not need to include them in the weight. The prefactor
1=n! is due to time-ordering. In the next section we will
simplify this result further by a Hamiltonian formulation,
where we obtain a meaningful expression for Γn.
We now want to discuss the interpretation of the final

partition function: as illustrated in Fig. 5, as the temporal
lattice spacing aτ ≃ a=ξðγÞ → 0, multiple spatial dimers
become resolved into single dimers. The overall number of
spatial dimers remains finite in the CT limit, as the sum over
Oðγ2Þ sites compensates the 1=γ2 from spatial dimers. Its
number is a function of the temperature and will signal
spontaneous chiral symmetry breaking, see Sec. VA. As
shown in Fig. 4 it takes large Nτ such that double dimers
vanish, but it does not require largeNτ tomake baryons static.
The sign problem has completely vanished as σðlÞ ¼ 1 for
static baryon loops l. The set of all baryonic sites coincides
then with the fermion bags that have been discussed in [32].
The expansion in n is an all-order high temperature expan-
sion. It will also hold at very low temperatures, andwewill be
able to address zero temperature phenomena.

D. Hamiltonian formulation

In order to rewrite the partition function further, we make
use of a diagrammatic expansion. These methods, giving

rise to quantum Monte Carlo, are nowadays widely used in
condensed matter [33,34]. The general idea is to decom-
pose the Hamiltonian H ¼ H0 þHi and express the
partition function in terms of an expansion parameter n
which keeps track of the number of interactions described
by Hi. After summing over all configurations of a given
order in n, one integrates over all possible times at which
interaction events may take place.
We will take a step back and reformulate Eq. (21) in new

degrees of freedom: the temporal dimersk0ðxÞ are replacedby
an occupation number mðxÞ by the following assignment:

k0ðxÞ ↦ mðxÞ ¼ ϵðxÞ
�
k0ðxÞ −

Nc

2

�
þ Nc

2

mðxÞ ∈ f0; 1;…Ncg ð30Þ

with ϵðxÞ ¼ �1 the parity of a site introduced in Eq. (8).
As a consequence, the alternating dimer chains will be
replaced by meson occupation numbers mðxÞ which are
constant on the interval between attached spatial dimers (see
Fig. 2), and the dimer-based vertices vð0j2Þ, vð1j1Þ, vð0j2Þ
in Eq. (25) are replaced by occupation number-based vertices
ṽðmjm0Þ, which change the meson state by one unit:
mðxÞ ↦ m0ðxÞ ¼ mðxÞ � 1:

Z̃ðγ; μB=T; NτÞ ¼
X∞
n¼0

X
fm;ðτ;lÞÞgjΛM

�� Y
ðx⃗;iÞ∈lj

v̂ðm−jmþÞðx⃗;τÞ
γ

v̂ðm−jmþÞðx⃗þî;τÞ
γ

�
ð2 coshðμB=TÞÞjΛB

σ j
�
: ð31Þ

In fact there is a conservation law: if a quantum number mðxÞ is raised or lowered by a spatial dimer, then at the site
connected by the spatial dimer, the quantum number is lowered or raised. This is a direct consequence of its definition
Eq. (30): the parity of the two sites connected by a spatial dimer is the opposite. We therefore can replace the vertices by
raising and lowering operators:

ZCTðT ;μBÞ¼
X

fΛM
σ ;ΛB

σ g

�
TrmjΛM

σ

�
exp

�
1

2T

X
hx⃗;y⃗i

ðv̂ðx⃗Þm;mþ1v̂ðy⃗Þm;m−1þ v̂ðx⃗Þm;m−1v̂ðy⃗Þm;mþ1Þ
��

TrrjΛBσ
½eω̂μB=T �

�

¼Trh½eðĤþN̂ μBÞ=T �; Ĥ¼ Ĥ0þĤi; Ĥ0¼0; Ĥi¼
1

2

X
hx⃗;y⃗i

ðĴþx⃗ Ĵ−y⃗ þ Ĵ−x⃗ Ĵ
þ
y⃗ Þ; N̂ ¼

X
x⃗

ω̂x;

Ĵþ¼

0
BBBBBBBBB@

0 0 0 0

v̂∟ 0 0 0

0 v̂⊤ 0 0

0 0 v̂∟ 0

0 0

0 0

1
CCCCCCCCCA
; Ĵ−¼ðĴþÞT; ω̂¼

0
BBBBBBBBB@

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

1 0

0 −1

1
CCCCCCCCCA
; jhi¼ jm;bi¼

0
BBBBB@

0
π
2π
3π
Bþ
B−

1
CCCCCA: ð32Þ

This result is valid forNc ¼ 3,Nf ¼ 1. A corresponding result forNf ¼ 2 is given in the Appendix C. In the second line we
have included the baryonic sites into the trace and introduced the mesonic raising and lowering operators Ĵþ, Ĵ− (which
contain the vertices), and the baryon number operator N̂ . The block-diagonal structure expresses the fact that the Hilbert
space of hadrons is a direct sum of mesonic states and baryonic states, jhi ¼ jmi ⊕ jbi, which results in the vanishing
commutator
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½Ĥ; N̂ � ¼ 0: ð33Þ

The fact that mesons and baryons are mutually exclusive
(leading to the factorization into mesonic and baryonic
subvolumes) results in one of the two blocks being zero in
both operators Ĥ and N̂ . The meson states jmi count
pseudoscalars, and we will denote them as pions π (despite
the fact that they are flavorless for Nf ¼ 1 and they cannot
be distinguished from the η or η0 mesons). The pion current
is conserved but only in the chiral limit. Monomers would
generate a mass to the pion. Since Pauli saturation holds on
the level of the quarks and pions have a fermionic
substructure, we cannot have more than Nc pions per
spatial site. Due to the conservation of the pion current, if
we start on each site with Nc pions, or with no pions at all,
there cannot be any spatial dimer that transfers a meson to
an adjacent site: either all sites are already saturated with
mesons, or there is no meson to be transferred. If we omit
the additive constant Nc=2 from Eq. (30), particle-hole
symmetry becomes evident. To see this, consider the
anticommutator of the mesonic operators (restricted on
mesonic states):

½Ĵþ; Ĵ−� ¼

0
BBBBB@

−v̂2∟ 0 0 0

0 v̂2∟ − v̂2⊤ 0 0

0 0 v̂2⊤ − v̂2∟ 0

0 0 0 v̂2∟

1
CCCCCA

¼

0
BBB@

−1 0 0 0

0 −1=3 0 0

0 0 1=3 0

0 0 0 1

1
CCCA: ð34Þ

The corresponding algebra has the structure of a spin, and it
generalizes via Eq. (24) to arbitrary Nc:

Ĵ1 ¼
ffiffiffiffiffiffi
Nc

p
2

ðĴþ þ Ĵ−Þ; Ĵ2 ¼
ffiffiffiffiffiffi
Nc

p
2i

ðĴþ − Ĵ−Þ;

Ĵ3 ¼ i½Ĵ1; Ĵ2� ¼ diag

�
−
Nc

2
;−

Nc

2
þ 1;…

Nc

2

�

¼ Nc

2
½Ĵþ; Ĵ−�

Ĵ2 ¼ Nc

2
diagðv̂20; v̂21 þ v̂20;…v̂2Nc−1 þ v̂2Nc−2; v̂

2
Nc−1Þ

þ 1

4
diagðNc

2; ðNc − 2Þ2;…Nc
2Þ

¼ NcðNc þ 2Þ
4

1 ð35Þ

with v̂2k ¼ ðNc − kÞð1þ kÞ=Nc. The “spin” representation
is d ¼ Nc þ 1 dimensional, with S ¼ Nc=2. For Nc ¼ 1,
Ĵ� ¼ 1

2
ðσx � iσyÞ is expressed in terms of the Pauli

matrices, and the continuous time partition function

becomes that of the quantum XY model. Although the
algebra resembles that of a particle with spin, it has nothing
to do with the spin of mesons or quarks. The alternating
chains are simply expressing the fact that for staggered
fermions, the lattice spacing is 2aτ rather thanaτ. By shifting
the pion occupation numbers by their average value, we can
identify the quantum state corresponding to this algebra:

m ↦ s ¼ m −
Nc

2
∶ Ĵ3

����Nc

2
; s



¼ s

����Nc

2
; s


;

Ĵ2
����Nc

2
; s



¼ NcðNc þ 2Þ
4

����Nc

2
; s


; ½Ĵ2; Ĵ3� ¼ 0:

ð36Þ

This remarkable result is due to the fact that pion occupation
numbers on the lattice are not just bounded from below but
also from above. We conclude this section by providing a
physical interpretation of the dynamics on the hadronic states:
the pion dynamics encoded in the Hamiltonian is that of
relativistic pion gas [35]. In contrast, the fact that the baryon
becomes static is due to its nonrelativistic nature. Its rest mass
is large but finite (see Sec. IV C).

III. CONTINUOUS TIME WORM ALGORITHM

A. Poisson process

Before we address the algorithm that samples the
partition function, Eqs. (29) and (32), we want to empha-
size an important property: spatial dimers are distributed
uniformly in time. The interval lengths (interpreted as the
inter-arrival time between spatial dimers) are then expo-
nentially distributed, and the number of spatial dimers in a
fixed time interval is Poisson distributed. Hence, they can
be generated via a Poisson process:

PðΔtÞ ¼ expð−λΔtÞ; Δt ∈ ½0; 1� ð37Þ

with λ the “decay constant” for spatial dimer emissions.
Due to the presence of baryons, λ is space dependent:

λ ¼ dMðx⃗Þ=ð4T Þ; dMðx⃗Þ ¼ 2d −
X
hx⃗;y⃗i

jBðy⃗Þj ð38Þ

where dMðx⃗Þ is the number of mesonic sites adjacent to x⃗
where the Poisson process operates. Note that in Eq. (37)
we have rescaled the compact time interval ½0; 1=T � ↦
½0; 1� and thus have put the temperature into the decay
constant λ.
The Poisson process of emitting pions from ðx⃗; tÞ to an

adjacent site ðy⃗; tÞ with probability λ gives rise to a
decomposition of vertices into emission sites ðx⃗; tÞ ∈ E
and absorption sites ðy⃗; tÞ ∈ A. Spatial dimers can be
oriented consistently due to the underlying even/odd
decomposition of lattice sites, but is also evident in the
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Hamiltonian representation, where J− is an emission and
Jþ is an absorption event. The emission sites E are simply
those that reduce the pion occupation number m in
Euclidean time by one unit; the absorption sites A are
those that increasem. Every spatial dimer corresponds to a
pion hopping to an adjacent site and connects an E site with
an A site. The number of E sites equals the number of A
sites, and due to the periodic boundary conditions in time,
this even holds for every spatial site x⃗:

jftijðx⃗; tiÞ ∈ Egj ¼ jftijðx⃗; tiÞ ∈ Agj: ð39Þ

The continuous time worm algorithm (CT-WA) needs to
fulfill detailed balance, such that the emission process is
counterbalanced by an absorption process to obtain the
equilibrium distribution of spatial dimers according to
temperature and chemical potential.

B. Details of the continuous time worm algorithm

Worm algorithms at discrete time (DT-WA) are well
established also for strong coupling lattice QCD
[29,36,37]. Designing an algorithm that operates directly
in the Euclidean continuous time limit has several advan-
tages: (1) the ambiguities arising from the functional
dependence of observables on the anisotropy ξðγÞ—in
particular, nonmonotonic behavior—will be circumvented,
and (2) we do not need to perform the continuum extrapo-
lation Nτ → ∞. This will allow us (3) to measure the phase
boundaries unambiguously, as the baryonic part of the
partition function simplifies such that the sign problem is
completely absent, and (4) at all temperatures of interest, the
CTalgorithm is considerably faster than its discrete version,
in particular since the baryon update does not require aworm
algorithm but can be replaced by a heat bath update.
In Fig. 3 we clearly see that the CT-worm algorithm

outperforms the DT-worm algorithm at temperatures in the
vicinity of the transition temperature and above. The lower
the temperature, the more spatial dimers are sampled,
which makes the average worm update longer. At first
glance it seems that the CT-worm becomes more expensive,
but one needs to keep in mind that lower temperatures
require larger Nτ to get valid estimates for observables. On
a lattice with time extent Nτ, temperatures below 1=Nτ

(which have γ < 1) will have more spatial dimers than
temporal dimers and suffer from saturation effects: the
density of spatial dimers is limited to NcNτ=2, whereas it is
unlimited at continuous time. In Fig. 4 we show the Nτ-
dependence of various observables: they have a well-
defined CT limit. Also, this figure illustrates that the
approximations which led to ZCT in Eq. (32) are well
justified. The extrapolation from discrete time to continu-
ous time is difficult: large Nτ require more statistics, and
due to the sign problem, most observables get noisy due to
sign reweighting. The first approximation is to make
baryons static, which eliminates the sign problem. This

step makes the extrapolation much more controlled, and
even for Nτ ¼ 4, the static baryon approximation is not
bad. Next we prohibit sites which have more than 3 spatial
dimers, which has only a mild effect at the temperatures
considered here. If we also prohibit sites with more than 2
spatial dimers, the deviation at finite Nτ is drastic, but this
approximation also extrapolates to the same CT limit for
the observable. The point at 1=Nτ ¼ 0 in Fig. 4 is the
outcome of the CT-WA, which has much smaller error bars
and better performance with the same number of worm
updates.
CT algorithms for quantum Monte Carlo are now widely

used in condensed matter (see e.g., [33,38]), whereas
using CT methods in quantum field theories is rather
new [30,39–41]. The basic idea of a worm algorithm
introduced in [42] is to sample an enlarged configuration
space with defects on the lattice known as a worm tail xT and
a worm head xH. Every worm algorithm consists of two
kinds of updates: (1) move updates, which move the head xH
and tail xT to a new site x0, and (2) shift updates, which
move the head xH through the lattice until the worm
recombines with the tail. Worm algorithms are highly
efficient: after recombination, the configuration is globally
updated, similar to cluster algorithms. Moreover, during the
shift update, two-point correlation functions can be mea-
sured. In order to apply a worm algorithm, the partition
function needs to be written in terms of bond variables.
Those representations are typically available in spin models
from the high temperature expansion. In the case of lattice
QCD, a dual representation based on the strong coupling
expansion also admits the applicability of worm algorithms.
Our CT-WA can be derived from the DT-WA that has

been developed for the UðNcÞ gauge group in the strong
coupling limit [36], which does not include baryons. This
worm algorithm is based on an even-odd decomposition of

10-5

10-4

10-3

 0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2
T/Tc

Performance of CT-Algorithm

Nτ=4
Nτ=8

Nτ=16
Nτ=32
Nτ=64

CT

FIG. 3. The performance of the continuous time algorithm
compared to the discrete time algorithm for various Nτ. For a
large range of temperatures, and in particular at the chiral
transition, the CT-WA performs even better than DT-WA for
Nτ ¼ 4. The lower the temperature, the larger Nτ is required to
obtain correct results for the various observables (see also Fig. 4).
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weights: if the parity of the head ϵðxHÞ is the same as that of
the tail ϵðxTÞ, then the head has an active site location; if the
parities differ, the head is a passive site. The active sites
correspond to the absorption sites A, and the passive sites
correspond to the emission sites E as discussed above.
For the SUðNcÞ gauge group, two separate worms are

required, one in the mesonic sector and one in the baryonic
sector [37]. Themesonic worm for the SUðNcÞ group differs
from the directed path worm for UðNcÞ in one important
aspect: in the directed path version, backtracking is pro-
hibited to evolve faster through configuration space (if the
update shifts the worm head from x to the adjacent site y,
then in the next shift update the worm is not allowed to go
back). With the simple baryon loop geometries in the CT

limit, we can supplement the continuous time version of the
directed path worm algorithm by an additional heat bath
update: after the mesonic worm has recombined, we
propose, for all sites x⃗ where no spatial dimers are attached
(the so-called static sites), a new hadronic state with the
probabilities

pðmÞ ¼ 1

Nc þ 1þ 2 coshðμB=TÞ
; m ¼ 0;…; Nc;

pðB�Þ ¼ e�μB=T

Nc þ 1þ 2 coshðμB=TÞ
: ð40Þ

The consequence is that if the worm head propagates in a
positive or negative temporal direction, it will continue to do
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continuous time
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FIG. 4. Nτ-dependence of the chiral susceptibility (top) and the energy (center) and the baryon susceptibility (bottom). We compare
the full discrete simulations and various approximations according to the steps in deriving the continuous time limit (static baryon
approximation, exclusion of spatial triple dimers, exclusion of spatial double dimers). We have fixed the bare temperature to T ¼
1.2 < T c and T ¼ 1.5 > T c. All observables extrapolate well into the continuum limit, with its Monte Carlo result at 1=Nτ ¼ 0 having
a much smaller error.

M. KLEGREWE and W. UNGER PHYS. REV. D 102, 034505 (2020)

034505-10



so until it either emits or absorbs a pion; i.e., it will either add
or delete a spatial dimer. It will not change the direction and
diffuse: the CT-WA can be regarded as a Poisson process.
The updating rules are outlined in Fig. 5. The probabilities
for the various cases (approaching or leaving an absorption
siteA or emission site E) depend on the involved statesm:
(1) if anA site is approached from the temporal direction, the
spatial dimer is removed with a heat bath probability
determined by J−, (2) if an A site is approached from a
spatial direction, the new temporal direction is also deter-
mined by J−, (3) if an E site is approached from a temporal
direction, the emission probability to insert a spatial dimer is
1 − e−λΔτ and the probability to continue in a temporal
direction is e−λΔτ, (4) if an E site is approached from a spatial
direction, forward and backward temporal direction are
chosen with the same probablity. At high temperatures, λ ¼
λðT Þ ≪ 1 according to Eq. (38), and the worm head will
very likely continue in the temporal direction by some time
Δt with probability pτ ≃ 1 − λΔt and emit a spatial dimer
with probability pσ ≃ λΔτ. The higher the temperature, the
longer the worm propagates in the temporal direction,
possibly looping through the periodic boundary back to
where it started.
In the discrete time algorithm, during worm evolution,

whenever the worm head is on a site with opposite parity
compared to the worm tail, ϵðxHÞ ¼ −ϵðxTÞ, both the worm
head and tail can be interpreted as monomers [if
ϵðxHÞ ¼ ϵðxTÞ, the head is a sink rather than a source

for monomers]. Even in the chiral limit, the monomer
two-point function can be accumulated in a histogram
(due to translation invariance, only the relative lattice vector
z ¼ x1 − x2 is needed):

H2ðzÞ ↦ H2ðzÞ þ
Λ

dMðxxÞ þ 2γ2
δz;xT−xH ð41Þ

with dðxÞ defined in Eq. (38). An equivalent definition
holds in the CT limit:

H2ðz⃗; τÞ ↦ H2ðz⃗; τÞ þ
Λσ

2T
δz⃗;x⃗T−x⃗Hδðτ − ðτT − τHÞÞ

Gðz⃗; τÞ ¼ hχ̄χ0χ̄χ z⃗;τi ≃
Nc

Z
H2ðz⃗; τÞ ð42Þ

with Z the number of worm updates and Gðz⃗; τÞ the
connected chiral two-point function approximated by an
accumulated and normalized histogram. Details on how
this and other mesonic two-point correlation functions are
determined in practice are given in Sec. VII A.

C. Observables

Almost all observables that can be measured via the DT-
WA version can also be measured via CT-WA. This is
obviously the case for all observables that can be obtained
as derivatives of logZCT. The discrete time observables in
terms of the dual variables

NM ¼
X
x

nx; NDt ¼
X
x

kx;0; NBt ¼
X
x

jbx;0j;

Nq ¼ 2NDt þ NcNBt; NB ¼
X
x

ωx ð43Þ

are discussed in [43]. The corresponding dimensionless
thermodynamic observables in the CT limit simplify
because

lim
γ→∞

ξðγÞ
γ

dγ
dξ

¼ κγ2

γ

1

2κγ
¼ 1

2
; ð44Þ

which should be compared to the isotropic case based on
Eq. (14):

ξðγÞ
γ

dγ
dξ

����
γ¼1

¼ 1

2þ 4κðκ − 1Þ ≃ 0.760ð1Þ: ð45Þ

Also, in the CT limit we no longer have temporal dimers
but only spatial dimers, and we have to consider the chiral
limit:

Nq ¼ NcNτNσ
3 − 2NDs; NM ¼ 0: ð46Þ

We are now able to define the continuous time observables
in terms of dual variables, which are always in dimension-
less units with a ¼ aσ and V ¼ Nσ

3a3. Important observ-
ables are (1) the baryon density,

FIG. 5. Updating rules for the continuous time algorithm. Top:
An absorption site can be approached either from the temporal
direction (left: a spatial dimer may be removed) or from the
spatial direction (right: a dimer was emitted in the previous step).
Bottom: An emission site can be approached either from the
temporal direction (left: a spatial dimer may be emitted) or from
the spatial direction (right: a dimer was removed in the
previous step).
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a3nB ¼ a3
T
V
∂ logZ
∂μB

����
V;T

¼ hNBi
Nσ

3
¼ hωi ð47Þ

which is given by the average winding number; (2) the
energy density,

a4ϵ¼μBa3nB−
a4

V
∂ logZ
∂T−1

����
V;μB

¼C−κT hnDsi; ð48Þ

where the irrelevant additive constant C ¼ 1
2
NcΛ can be

neglected compared to discrete time as we dropped the
prefactor γNcΛ in Eq. (21) which contained both the con-
tribution from static mesons and static baryons; (3) the
pressure,

a4p ¼ a3κT
∂ logZ
∂V

����
T;μB

¼ a4ϵ
3

¼ 1

3
ðC − κT hnDsiÞ;

ð49Þ

which in the strong coupling limit and chiral limit is just
proportional to the energy density such that the interaction
measure ϵ − 3p vanishes. At finite quark mass, the inter-
action measure is proportional to the chiral condensate,
which is zero here in a finite volume as hχ̄χi ∝ hnMi (but
see Sec. IV); (4) the chiral susceptibility,

a6χq ≡ χσ ¼
∂2 logZ
∂ð2m̂qÞ2

¼ hn2Mi

¼ a4T
X
⃗z⃗

Z
1=T

0

dτG2ðz⃗; τÞ; ð50Þ

which in the chiral limit only receives contributions from
the connected part and G2ðx⃗1;t1;x⃗2;t2Þ≡G2ðx⃗1−x⃗2;t1−t2Þ
is the translation invariant monomer two-point function that
is measured during worm evolution, see Eq. (42); (5) the
entropy density,

a3s ¼ a3

VT

�
4ϵ

3
− μBnB

�
: ð51Þ

The chiral condensate vanishes in the chiral limit in a finite
volume. This is also evident from the absence of monomers
in the dual representation. It is possible to obtain the chiral
condensate from a 1/V expansion via chiral perturbation
theory in a finite box, as explained in Sec. IV. Note that the
pressure defined in Eq. (49) is not equal to

a4p0 ¼ a3
κT
V

logZ ð52Þ

because on the lattice the system is not homogeneous. The
identity p ¼ p0 only strictly holds in the continuum.

D. Polymer formulation and Wang-Landau method

So far we have treated the mesonic and baryonic sectors
separately, and there is no need for the resummation known
as the Karsch-Mütter trick [28] for real chemical potential
as there is no sign problem in the CT limit. However, a
resummation of static mesons and baryons proves to be
advantageous in the following respects: (1) it allows us to
extend simulations to imaginary chemical potential beyond
the value of aτμq ¼ iπT=6, where the baryon density
becomes zero (discussed in Sec. V D), and (2) we are able
to adapt the Wang-Landau method [44] for determining the
first order transition at low temperatures very accurately
and also obtain the canonical phase diagram from the
density of states at high precision, see Sec. V.
Apart from the usual (anti)baryons denoted by B, we

will discuss here two kinds of resummations of quantum
states: the superposition of baryons and antibaryons
(P-polymers), and including static mesons (Q-polymers):

jBix⃗ ¼ jBþix⃗ − jB−ix⃗; BðCÞ ¼
X
x⃗

bx⃗ðCÞ;

jPix⃗ ¼ jBþix⃗ þ jB−ix⃗; PðCÞ ¼
X
x⃗

px⃗ðCÞ;

jQix⃗ ¼ jPix⃗ þ
XNc

m¼0

jmix⃗; QðCÞ ¼
X
x⃗

qx⃗ðCÞ; ð53Þ

where for a given configuration C, on each spatial site, the
baryon and polymer numbers B ≤ P ≤ Q are related via (in
the following V ¼ Nσ

3)

bx⃗ ∈ f0;�1g; B ∈ f−V;…Vg;
px⃗ ¼ jbx⃗j ∈ f0; 1g; P ∈ f0;…Vg;
qx⃗ ¼ px⃗ þmx⃗ ∈ f0; 1g; Q ∈ f0;…Vg; ð54Þ

with mx⃗ ¼ 1 iff the site is mesonic and static. The
corresponding single site weights are

wBðμB=TÞ ¼ exp

�
� μB

T

�
;

wPðμB=TÞ ¼ 2 cosh

�
μB
T

�
;

wQðμB=TÞ ¼ Nc þ 1þ 2 cosh

�
μB
T

�
: ð55Þ

These weights will be used for the following binomial/
trinomial distributions:
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DQP
μB=T

ðQ;PÞ ¼
�
Q

P

� ðNc þ 1ÞQ−PwpðμB=TÞP
wqðμB=TÞQ

; DPB
μB=T

ðP; BÞ ¼
�

P

ðBþ PÞ=2

�
eBμB=T

wpðμB=TÞP
;

DQB
μB=T

ðQ;BÞ ¼
XQ
P¼jBj

�
Q

PþB
2

; P−B
2

; Q − P

�
eBμB=TðNc þ 1ÞQ−P

wqðμB=TÞQ
; ð56Þ

with B� ¼ P�B
2

the number of (anti)baryon sites and Q − P
the number of static mesons. For some observables we need
higher moments of the baryon number. We then only keep
track of the histogram for Q-polymers, HQ

V;T ;μB
ðQÞ (nor-

malized accordingly to be a probability distribution), and
get the histogram in the baryon number HB

V;T ;μB
ðBÞ from

the above distributions:

HP
V;T ;μB

ðPÞ ¼
XV
Q¼P

DQP
μB=T

ðQ;PÞHQ
V;T ;μB

ðQÞ;

HB
V;T ;μB

ðBÞ ¼
XV
P¼B

DPB
μB=T

ðP;BÞHP
V;T ;μB

ðPÞ

¼
XV
Q¼P

DQB
μB=T

ðQ;BÞHQ
V;T ;μB

ðQÞ: ð57Þ

For large spatial volumes V, the distributions in Eq. (56)
involve large numbers. In practice we use the logarithmic
versions of both histograms and binomial/trinomial distri-
butions. The polymer resummation will turn out to be
crucial for the measurement of baryon fluctuations for the
Taylor coefficients, see Sec. VI A.
The expectation value of very high moments of baryonic

observables such as higher moments of Bþ, B− or of the
baryon number B given by some function f can be
computed from the above histogram,

hfðBþ; B−Þi ¼ HP
V;T ;μB

ðBþ þ B−ÞfðBþ; B−Þ;
hfðBÞi ¼ HB

V;T ;μB
ðBÞfðBÞ; ð58Þ

which improves drastically over the usual measurement of
higher moments. In Fig. 6 we show histograms HQ

V;T ;μB
for

various temperatures and μB ¼ 0. The temperature depend-
ence gives insight into the number of static vs dynamic sites:
at high temperatures, almost all sites are static, and at low
temperatures almost all sites are dynamic; e.g., they interact
via pion exchange with adjacent sites. The critical temper-
ature is characterized by a broad distribution.
Another important application of histogram techniques is

the Wang-Landau method, which computes the density of
states gðT ; BÞ. It will allow us to obtain the canonical phase
diagram, see Sec. V. We use that the grand-canonical
partition sum is related to the canonical partition sum
via the Laplace transformation

ZGCðT ; μBÞ ¼
XV
B¼−V

ZCðT ; BÞeBμB=T: ð59Þ

One method to determine the canonical partition sum
ZCðT ; BÞ in the context of QCD is to obtain the ZGC
for imaginary chemical potential and reweighting for the
resulting Fourier coefficient [45]. In the dual representa-
tion, ZCðT ; BÞ can be determined directly by the Wang-
Landau method since it is in fact the density of states with
respect to the canonical conjugate to μB and it is approxi-
mated by gðT ; BÞ up to the target precision. Then,
observables in the GC ensemble are immediately obtained:

hOiGC ¼
P

BOZCðT ; BÞeBμB=TP
BZCðT ; BÞeBμB=T : ð60Þ

The accuracy even improves when the density of states
using the polymer resummation gðT ; PÞ is determined via
Wang-Landau, and the canonical partition sum is recovered
by the binomial transformation Eq. (56):
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FIG. 6. The Q-polymer histograms are shown for various
temperatures, evaluated on a 103-CT volume. At low temper-
ature, almost all sites have spatial dimers attached; most con-
figurations have low polymer number. At high temperature,
almost all sites are static; most configurations have high polymer
number Q ≤ Nσ

3. In the vicinity of Tc, the distribution is broad.
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ZCðT ; BÞ ¼
XV
P¼0

XV
Bþ¼0

B¼2Bþ−P

�
P

B

�
gðT ; PÞ: ð61Þ

TheWang-Landau method applied to gðT ; PÞ consists of
the following steps:
(1) A CT-worm update is run [which makes gðT ; PÞ

temperature dependent].
(2) We loop through all spatial sites x⃗ and check whether

the site is static (has no spatial dimers attached).
(2a) If so, we propose a new configuration with a uniform

probability distribution to generate one of the Nc þ
2 states (Nc þ 1 mesonic states and one P-state)
having equal weight, possibly resulting in a change
P ↦ Pþ ΔP with

jmi ↦ jPi∶ ΔP ¼ 1; jPi ↦ jmi∶ ΔP ¼ −1;

jPi ↦ jPi∶ ΔP ¼ 0; jmi ↦ jmi∶ ΔP ¼ 0:

ð62Þ

(2b) If not, the configuration is unchanged and ΔP ¼ 0.
(3) The new configuration is accepted with a metropolis

acceptance step:

pacc ¼ minð1; ð2 coshðμB=TÞÞΔPÞ: ð63Þ

(3a) If accepted, P0 ¼ Pþ ΔP is the new polymer
number,

(3b) If rejected, P0 ¼ P.
(4) In any case, even if the site is nonstatic and P0 ¼ P

[option (2b)], the histogram and density of states are
updated:

HðP0Þ ↦ HðP0Þ þ 1;

logðgðP0ÞÞ ↦ logðgðP0ÞÞ þ logðfÞ ð64Þ

with f the modification factor.
We loop through (1)–(4) until the histogram HðPÞ is flat
enough:

XV
P¼0

jHðPÞ − H̄j < δ ⇒ f ↦
ffiffiffi
f

p
; HðPÞ ¼ 0 ð65Þ

with H̄ the histogram average and δ defining the flatness
condition. This step, which refines gðPÞ, is repeated until
the final precision is reached, logðfÞ ≤ logðffinalÞ. Then
gðPÞ approximates the true density of states with that
precision. In Sec. V we will show the density of states and
the canonical phase diagram for various temperatures.
We perform simulations at a set of fixed temperatures

and weight the obtained density of states to the critical aμc,
which is characterized by equal probability of the low and

high density phase. In practice, we determine aμc at which
both peaks in the first order region have the same height
(see Fig. 20).

E. Cross-checks

To check the correctness of our CT-WA implementation,
we have made extensive cross-checks. A comparison of the
CT algorithm on volumes with an analytic result extrapo-
lated from the 2 × Nτ lattice for gauge group U(1) is
discussed in the Appendix B. Since there does not seem to
be a simple analytic expression for Nc > 1, we are left with
comparing continuous time simulations with the extrapo-
lation of discrete time simulations. We already discussed
the suppression mechanism that led to the continuous time
results for various observables in Fig. 4. In Fig. 7 we show a
comparison of the discrete time extrapolation and the
continuous time simulations for the chiral susceptibility
as a function of the temperature, which agree within errors
for all temperatures.
Another aspect is to verify that the distribution of spatial

dimers is indeed Poissonian, due to the fact that the weight
of a configuration does not depend on the interval lengths
between subsequent spatial dimers. This is illustrated in
Fig. 8. The Poisson distribution

PðNðΔτÞ ¼ nÞ ¼ ðλτÞn
n!

e−λΔτ ð66Þ

has been fitted to histograms from Monte Carlo via CT-
WA. The comparison with the expected values of λ (with
λ ¼ 3

4T for the distribution of spatial dimers per bond and
λ ¼ 6d

4T for the distribution of vertices per site, with d ¼ 3) is
very good for small intervals Δτ < 1. The deviations to the
expected λ for large intervals Δτ ≃ 1 is due to the periodic
boundary conditions, where the Poisson distributions start
to overlap.
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FIG. 7. Extrapolation of the chiral susceptibility from the finite
lattices Nτ ¼ 4;…; 32 towards Nτ → ∞ and comparison with the
continuous time result, showing excellent agreement.
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IV. ZERO TEMPERATURE

A. Determination of κ and pion decay constant

The first task that is also relevant to define the temper-
ature and chemical potential nonperturbatively [Eqs. (17)
and (18)] is to determine the anisotropy correction factor κ,
see Eq. (12). The procedure of anisotropy calibration is
discussed in detail for anisotropic lattices at strong coupling
in discrete time in [31,46,47]. The coefficient κ is the strong
coupling analogue of the Karsch coefficients at weak
coupling that have been analyzed in [28,48] and numeri-
cally studied at a fixed physical scale in [49]. Anisotropic
lattices are also relevant when determining mesonic corre-
lators, e.g., in the FASTSUM Collaboration [50].
Our strategy to obtain κ is based on the variance of

the pion current. In the chiral limit, the pion current for
discrete time

jμðxÞ ¼ ϵðxÞ
�
kμðxÞ −

Nc

2
jbμðxÞj −

Nc

2d

�
ð67Þ

is a conserved current:X
μ̂

ðjμðxÞ − jμðx − μ̂ÞÞ ¼ 0: ð68Þ

Likewise, the corresponding pion currents in the CT limit
(see Eq. (30) are

m0ðx⃗; τÞ≡ j0ðx⃗; τÞ ¼ mðx⃗; τÞ − Nc

2
; ð69Þ

miðx⃗; τÞ≡ jiðx⃗; τÞ ¼ ϵðx⃗; τÞkiðx⃗; τÞ. ð70Þ

We have dropped the baryonic contributions and the
constant, as they do not contribute at continuous time.
The conservation of the currents is now directly linked to
the meson occupation numbers:

mðx⃗;τ1Þþ
Z

τ2

τ1

dτ
X3
i¼1

ðmiðx⃗;τÞ−miðx⃗− î;τÞÞ¼mðx⃗;τ2Þ

ð71Þ

for all τ2 > τ1, and the temporal/spatial charges are

Q0 ¼
X
x⃗

m0ðx⃗; τÞ≡ℳ0;

Qi ¼
X
x⃗⊥e⃗i

Z
1=T

0

dτmiðx⃗; τÞ≡ℳi; ð72Þ

which have the expectation values

hℳ0i ¼ hℳi − ΛσNc

2
¼ 0; hℳii ¼ 0: ð73Þ

The variances are however temperature dependent. If the
spatial and temporal variances are equal,

hðΔQ0Þ2i ¼ hℳ2
0i¼! hℳ2

i i ¼ hðΔQiÞ2i; ð74Þ

that corresponds to equal physical extent in space and
time:

L ¼ 1

T
⇒ Nσ ¼

1

aT
¼ 1

κT
: ð75Þ

This allows us to measure κ: given the lattice extent Nσ , we
scan the bare temperature T to determine its value T 0

which corresponds to a physically isotropic lattice:

κNσ
¼ 1

NσT 0

; κ ¼ lim
Nσ→∞

κNσ
: ð76Þ
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FIG. 8. Distributions of the number of spatial dimers per bond
(top) and number of vertices per site (center) for various interval
lengths Δτ, and for various temperatures (bottom). The quantities
are Poisson distributed, with λ fitted according to Eq. (66) to the
data, reproducing the expected value. Small deviations for
Δτ ≤ 1 occur as the Poisson process is on a circle rather than
an infinite line, and due to the presence of static baryons (which
are highly suppressed at low temperatures).
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This calibration is shown in Fig. 9; the results for κ for
various volumes are shown in Table I and its extrapolation
in Fig. 10 (left). The finite size effects are very small. Note
that in contrast to the previous study [31], there is no reason
to distinguish κ for gauge groups U(3) and SU(3): the
thermodynamic extrapolation Nσ → ∞ coincides with the
zero temperature extrapolation, and since the calibration is
performed at μB ¼ 0, static baryons are virtually absent
(see also Fig. 6). This is not the case at finite ξ (finite aτ).
As discussed in Sec. II B, the determination of κ in [31]
suffers from systematic uncertainties as the extrapolation in
ξ is based on rather small ξ ≤ 8. Our final continuous time
result κ ¼ 0.797ð1Þ is consistent with the extrapolations,
favoring ansatz 3.
In Fig. 10 (right) we show the thermodynamic extrapo-

lation of the helicity modulus, which yields the square of
the pion decay constant:

a2F2
π ¼ lim

Nσ→∞
a2ϒ; a2ϒ ¼ 1

Nσ
2
hℳ2

0ijT 0
; ð77Þ

resulting in aFπ ¼ 0.7797ð1Þ. This compares well with the
extrapolation of discrete time [31] which yields aFπ ¼
0.78171ð4Þ, taking into account that the extrapolation of

a2F2
π has similar uncertainties as κ, which are overcome by

the continuous time simulations.
The method of anisotropy calibration has also been

extended by us to finite quark mass [43] and recently also to
finite β. These results are a clear indication that it is
possible to define the continuous time limit unambiguously
for finite mq and finite β in the strong coupling regime,
with κ ¼ κðmq; βÞ.

B. Chiral condensate and chiral susceptibility

Despite the fact that in the chiral limit, the chiral
condensate is zero in a finite volume—in the dual repre-
sentation this is due to the absence of monomers—it is
nevertheless possible to extract the chiral condensate from
the chiral susceptibility χσ (which is nonzero in a finite
volume). The corresponding chiral perturbation theory in a
finite box—the so-called ϵ-regime—is an expansion in the
inverse volume [51], and for the O(2) model in d ¼ 4,

a6χσ ≃
1

2
a6Σ2Nσ

4

�
1þ β1

a2F2
πNσ

2
þ α

2a2F4
πNσ

4

�
; ð78Þ

α ¼ β21 þ β2 þ
1

8π2
log

aΛ2
ΣNσ

ΛM
; ð79Þ

where β1 ¼ 0.140461 and β2 ¼ −0.020305 are shape
coefficients of a finite 4-dim box. Note that the value Σ
that can be extracted from this equation corresponds to the
chiral condensate in the thermodynamic limit. In Fig. 11 we
show the fit according to ansatz Eq. (78) to obtain the chiral
condensate from the Monte Carlo data of the chiral
susceptibility for various volumes, all in the CT limit.
Apart from Σ, we also treat α as a fit parameter as we do not
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FIG. 9. Anisotropy calibration in the CT limit, measured on a
lattice 163 × CT, with T 0 ¼ 0.07841ð1Þ ¼ 1

16κ, resulting in
κ ¼ 0.7970ð1Þ.
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FIG. 10. Left: Thermodynamic extrapolation of anisotropy
correction factor κ needed to rescale the temperature and
chemical potential. The result is compared to the former result
from the extrapolation of discrete time lattices (ansatz 3). Right:
Thermodynamic extrapolation of the helicity modulus a2ϒ, from
which we extract the pion decay constant at zero temperature.

TABLE I. The values of κ and the helicity modulus for various
Nσ and the extrapolation to the thermodynamic limit, as shown in
Fig. 10.

V κ a2ϒ

4 0.7965(1) 0.6078(1)
6 0.7970(1) 0.6079(1)
8 0.7972(1) 0.6080(1)
12 0.7969(1) 0.6077(1)
16 0.7970(1) 0.6080(1)

∞ 0.7971(3) 0.6080(1)
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know the values of the renormalization group invariant
scales ΛΣ and ΛM, but it turns out that α is consistent with
zero. The value of aFπ determined in the previous section is
used. The thermodynamic extrapolationNσ → ∞ coincides
with the zero temperature extrapolation as the bare temper-
ature is set to T ¼ ðκNσÞ−1 to always obtain a physically
isotropic lattice. Our result from continuous time simu-
lations yields a3Σ ¼ 1.305ð3Þ and agrees well with the
extrapolation of the Monte Carlo data at discrete time as
discussed in [31].

C. Energy and baryon mass

The baryon mass mB is an important quantity to under-
stand the nature of the nuclear interaction, and its value in
lattice units amB is also a good choice to scale other
quantities to dimensionless ratios, such as T=mB, μB=mB.
At zero temperature, where the free energy F ¼ E − TS
coincides with the internal energy E, the static baryon mass
in the strong coupling limit is given by the probability of a
baryon to propagate in a temporal direction. This can be
immediately expressed by the probability of having a static
baryon in the ensemble:

pB ¼ e−ΔF=T; ΔF ¼ −T log
ZB

Z
; mB ¼ lim

T→0
ΔF:

ð80Þ

The extrapolation of the static baryon mass towards
continuous time has been discussed in [31] with the result
amB ¼ ξaτmB ¼ 3.556ð6Þ ¼ κamMF

B , amMF
B ¼ 4.553ð7Þ,

which is about 20% larger than the isotropic value amB ¼
2.877ð2Þ. Since pB ≪ 1, the mass is evaluated via the so-
called snake algorithm at discrete time:

ZB

Z
¼ ZNτ

ZNτ−2

ZNτ−2

ZNτ−4
…

Z2

Z0

; Z0 ≡ Z; ZNτ
≡ ZB

aΔF ¼ ξ

Nτ
log

ZB

Z
¼ ξ

Nτ

XNτ−2

k¼0

log
Zkþ2

Zk
: ð81Þ

The ratio Zkþ2

Zk
is the probability to extend a static baryon

segment of length k by two segments, and the sum results in
a static baryon of length Nτ. The method unfortunately
does not extend straightforwardly to continuous time: the
ratios Zkþ2

Zk
cannot be measured since at the end of a static

baryon segment there is a finite probability that two spatial
dimers are attached at the same location, in contrast to other
observables discussed above (Fig. 4). However, we are able
to determine the baryon mass from the energy difference
based on Eq. (48):

aΔE ¼ aEB − aE0 ¼ Λσa4ðϵB − ϵ0Þ
¼ ΛσκT ðhnDsi0 − hnDsiBÞ: ð82Þ

The energy density at zero temperature in the CT limit, if
one does not take the irrelevant constant C in Eq. (48) into
account (rendering it negative), can be measured at very
high accuracy:

a4ϵUð3Þ0 ¼ −1.82471ð2Þ; a4ϵSUð3Þ0 ¼ −1.82475ð8Þ;
ð83Þ

where the value for gauge group U(3) (which does not have
baryons) coincides with the value for gauge group SU(3)
(where baryons become suppressed with decreasing tem-
perature). The fact that a4ϵ0 ¼ − limT→0 aThnDsi is finite
implies that the number of spatial dimers diverges as
∝ 1=T. Note that a previous determination of ϵ0 at discrete
time [35] includes the diverging constant: a4ϵ0 ¼ 0.66ð2Þξ.
We measured the energy density without (ϵ0) and with a
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static baryon (ϵB), both on discrete and continuous time
lattices. The discrete time measurements of aΔE are
extrapolated via a polynomial ansatz in 1=ξ, as shown in
Fig. 12. The fit results are summarized in Table II and are
compared with the continuous time results. Indeed, we find
very good agreement of all extrapolated estimates of the
baryon mass with its continuous time result within errors. It
should be pointed out that at γ ¼ 1, where hk0i ¼ Nc

2d ¼ 3
8
,

the static baryon mass from ΔF (via the snake algorithm)
differs substantially from the baryon mass obtained from
ΔE. But towards the CT limit, both definitions agree. The
extrapolation of the discrete time data (obtained fromΔE or
ΔF) is in 1=ξ rather than 1=ξ2: it is more suitable as the
extrapolation appears to be almost linear in 1=ξ, but clearly
there are additional uncertainties related to the derivative
dξ=dγ that are bypassed by simulations directly in the
CT limit.
We distinguish between U(3) and SU(3) results for the

baryon mass: in U(3) gauge theory, there is only the valence
baryon and no μB-dependence of the partition function,
whereas SU(3) gauge theory has intrinsic baryon fluctua-
tions. At zero temperature, those baryon fluctuations are
largely suppressed. Even though U(3) gauge theory has no
baryons, there is no obstacle in measuring the baryon mass
in U(3) via the response of a valence baryon to the pion
bath, resulting in less statistical noise. Our best estimate of
the baryon mass is thus the U(3) result in the CT limit, as it
does not suffer from any ambiguities due to extrapolation:

amB ¼ 3.640ð7Þ: ð84Þ

This baryon mass receives contributions from a pion cloud
surrounding the static pointlike baryon.

V. THE SC-LQCD PHASE DIAGRAM

A. Chiral transition

In Sec. IV B we have determined the chiral condensate in
the chiral limit at zero temperature. In principle this can be
extended to finite temperature, and the chiral transition
could be determined by the vanishing of the chiral con-
densate. It suffices in practice to determine the chiral

transition from the chiral susceptibility, which is obtained
from the worm algorithm to high precision. Also, this
method readily extends to finite density: the chiral tran-
sition can be easily obtained from finite size scaling of the
chiral susceptibility up to the chiral tricritical point
ðaμTCPB ; aTTCPÞ. The finite size scaling of the susceptibility
in the ϵ-regime is illustrated in Fig. 13 for volumes up to
643 × CT at μB ¼ 0. We expect critical behavior in the O(2)
universality class in three dimensions, resulting the scaling
law [52]

lim
L→∞

χðL; TcÞ ∝ Lγ=ν; γ ¼ 1.3177ð5Þ;
ν ¼ 0.67155ð27Þ: ð85Þ

The result for the transition temperature is

T c ¼ 1.4276ð2Þ; aTc ¼ κT c ¼ 1.1379ð4Þ: ð86Þ

We find that the specific heat is also sensitive to the chiral
transition: Fig. 14 shows that a weak cusp develops in the
vicinity of Tc. Although the strong coupling limit is far
away from the continuum for realistic quarks, we can
nevertheless compare dimensionless ratios T=mB with
continuum extrapolated ratios. With mB ≃ 938 GeV and
the pseudocritical crossover temperature Tpc ≃ 154 MeV
[53], we find that the ratio at strong coupling and in the
chiral limit is more than twice as large:

TABLE II. The baryon mass from extrapolation or direct
measurement, as shown in Fig. 12. Note that ΔE has been
evaluated at various temperatures and extrapolated to zero
temperature. The result for the snake algorithm valid for
SU(3) differs slightly from the value amB ¼ 3.556ð6Þ given in
[31] due to the improved extrapolation used here.

Method amextrap
B amCT

B

ΔE for U(3) 3.644(20) 3.640(7)
ΔE for SU(3) 3.649(20) 3.628(22)
ΔF with snake alg. 3.627(6) …
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Tc

mB

����
CT−SC

¼ 0.379ð1Þ; Tpc

mB

����
cont:

¼ 0.164ð9Þ: ð87Þ

The comparison improves when a finite quark mass is
considered at strong coupling, as the pseudocritical tran-
sition temperature drops rapidly with the mass while the
baryon mass is quite insensitive [54]. We note that the
continuous time transition temperature for the U(3) gauge
group and its comparison with the Nτ → ∞ extrapolation

have been discussed in [39], with T Uð3Þ
c ¼ 1.8843ð1Þ.

The determination of aTc at finite chemical potential is
straightforward up to the tricritical point. Figure 15 illus-
trates the chiral susceptibility χσ in the full μB-T plane. The
second order chiral phase transition turns into a first order

one for μB > μtricB , and the chiral susceptibility—which is
∝ hðψ̄ψÞ2i in the chiral limit—behaves as an order param-
eter and develops a gap. There is no backbending of the
first order transition, in contrast to discrete time (due
to saturation of spatial dimers, NDs ≤ NcΩ=2), which
has been discussed in [31]. Similarly, the energy density
ϵðTÞ − ϵ0 can be measured in the full μB-T plane, as shown
in Fig. 16. For small chemical potential and for temper-
atures below Tc, it behaves according to the Stefan-
Boltzmann law [55]:

ϵðTÞ − ϵ0 ¼ σT4; σ ¼ π2

30
; ð88Þ

which corresponds to an ideal pion gas and has already
been discussed at zero chemical potential for discrete time
[35]. At zero temperature, the energy density jumps at the
first order transition to the finite value −ϵ0 given in
Eq. (83), which is the maximal value corresponding to
the absence of spatial dimers.

B. Nuclear transition

Strong coupling lattice QCD exhibits not only sponta-
neous chiral symmetry breaking and its restoration along a
second and first order boundary, but also a nuclear liquid
gas transition signaled by the baryon density. In order to
determine the first order transition line in the phase
diagram, we measure the baryon density and its suscep-
tibility, both by direct simulations at finite chemical
potential and by the Wang-Landau method explained in
Sec. III D. The baryon density in the μB-T plane is shown in
Fig. 17. The volumes considered are 43 × CT, 63 × CT and
83 × CT at low temperatures and additionally 123 × CT,
163 × CT in the vicinity of the chiral tricritical point.
Simulations at low temperatures across the first order
transition are challenging: for μB < μ1stB , the phase is
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described as an ideal pion gas; for μB > μ1stB , the phase is
that of a baryon crystal (liquid), resulting in a large latent
heat. In a Monte Carlo simulation, tunneling between the
phases is exponentially suppressed by the volume, and
hysteresis between the low and high density phases shows
up. This difficulty is overcome by the Wang-Landau
method: in Fig. 18 we show the logarithmic density of
states for P-polymer and baryon number, and in Fig. 19 the
density of states is applied to recover the baryon density via
Eq. (58). We find that the full first order nuclear transition
coincides with the chiral first order transition. The deter-
mination of μ1stB and the boundaries of the mixed phase is
illustrated in Fig. 20 for various volumes. The result of the
thermodynamic extrapolation according to

μB
1stðNσÞ ¼ μB

1st þ cNσ
−3;

a3nðiÞB ðNσÞ ¼ a3nðiÞB;c þ c̃Nσ
−1 ði ¼ 1; 2Þ; ð89Þ

based on the volumina with Nσ ¼ 4, 6, 8 (which
is sufficient due to the strong first order behavior) is
given in Table III. Even though we cannot get lower than
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The baryon density a3hnBi. Right: The baryon susceptibility
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FIG. 20. The probability density, obtained from reweighting the
density of states to aμ1stB ðNσÞ such that the two maxima are of the
same height, for various volumes and at a fixed temperature

T ¼ 0.5. The first maximum denotes the baryon density a3nð1ÞB
where the mixed phase in the canonical phase diagram begins.

The second maximum denotes the baryon density a3nð2ÞB where
the mixed phase ends. These peak densities are indicated as
vertical lines. They have been extrapolated to the thermodynamic
limit and the results are given in Table III.
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T ¼ 0.3 (T=mB ¼ 0.066), we can attempt a zero temper-
ature extrapolation which yields

aμ1stB ¼ κμB
1st ¼ 1.86ð2Þ; μB

1st ¼ 2.34ð3Þ; ð90Þ
which is not very different from the discrete time deter-
mination aμ1stB ¼ 1.78ð1Þ valid for isotropic lattices, γ ¼ 1
[29]. Nuclear matter at strong coupling is in fact a quark
saturated phase: the baryon density at zero temperature
jumps from hnBi ¼ 0 to the maximal value hnBi ¼ 1,
where every lattice site is occupied by a static baryon. It
is no coincidence that chiral symmetry is restored in the
nuclear phase: mesons cannot occupy baryonic sites,
leaving no room for spontaneous chiral symmetry breaking.
Away from the strong coupling limit, where baryons are no
longer pointlike and become spread over several lattice
spacings, the nuclear phase may have a nonvanishing chiral
condensate.
We want to conclude this section by quantifying the

interaction strength between baryons. In the CT limit we
find

mB − μ1stB

mB
≃ 0.489ð6Þ; ð91Þ

which should be compared to the discrete time (γ ¼ 1)
ratio [29]

mB − μ1stB

mB
≃ 0.381ð3Þ: ð92Þ

Hence, the nuclear interactions are enhanced in the
CT limit.

C. SC-LQCD phase diagram

We now want to summarize the previous results on the
chiral and nuclear transitions and establish the phase
boundaries of both the grand-canonical and canonical
phase diagrams, shown in Fig. 21. In the grand-canonical
phase diagram, one can clearly see that the chiral first
order phase boundary and the nuclear transition (obtained

from the Wang-Landau method, see Table III) are on top. In
the canonical phase diagram, a mixed phase of both nuclear
gas and liquid gas persists. The low density boundary

a3nð1ÞB tends to zero, whereas the high density boundary

a3nð2ÞB tends to 1. A meaningful density of nuclear matter
cannot be assigned at strong coupling.
There are various strategies to locate the chiral tricritical

point, which is characterized as the end point of a triple first
order line where the three phases cease to coexist (the
nuclear phase and two chirally broken phases for positive
and negative quark mass). According to the Gibbs’ phase
rule, the upper critical dimension is 3, such that the
tricritical exponents are analytic:

γ ¼ 1; ν ¼ 1

2
: ð93Þ

TABLE III. Result of the thermodynamic extrapolation of μB1st,

a3nð1ÞB and a3nð2ÞB according to Eq. (89) for various bare temper-
atures T .

T μB
1st a3nð1ÞB a3nð2ÞB

0.4 2.301(7) 0.0037(9) 0.967(2)
0.5 2.2784(4) 0.0275(3) 0.931(1)
0.6 2.2538(1) 0.0059(1) 0.8632(6)
0.7 2.2102(1) 0.0979(1) 0.741(3)
0.75 2.1800(3) 0.149(1) 0.675(1)
0.8 2.1444(2) 0.192(1) 0.6062(7)
0.85 2.1037(4) 0.2685(9) 0.535(1)
0.9 2.0587(3) 0.3535(1) 0.4796(3)
0.92 2.0395(2) 0.399(1) 0.455(1)
0.95 2.009(2) 0.415(1) 0.454(4)

FIG. 21. The SC-QCD phase diagrams in the continuous time
and the chiral limit. Results on the chiral transition are obtained
via the worm algorithm CT-WA, and the first order nuclear
transition is obtained via the Wang-Landau method. Top: The
grand-canonical phase diagram in the aμB-aT plane. The chiral
and nuclear first order transitions are on top within errors.
Bottom: The grand-canonical phase diagram in the a3nB-aT
plane. Note that at zero temperature the mixed phase extends to
the maximal value a3nB ¼ 1 where Pauli saturation takes place.
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To distinguish tricritical second order behavior from O(2)
critical behavior, Eq. (85), large volumes are required.
There is a better strategy, based on the fact that the tricritical
point coincides with the nuclear critical end point (which
can be made plausible via a percolation analysis, see
Sec. IX C). This is clearly only expected in the strong
coupling limit, but it also holds for small values of β at
finite Nτ [56]. The nuclear end point is characterized by the

vanishing of the mixed phase, resulting in nð1ÞB ¼ nð2ÞB . The
corresponding density of states becomes flat as the double
peak structure vanishes. Our best estimate for the tricritial
point in the CT limit is

aTTCP ¼ 0.78ð2Þ; aμTCPB ¼ 1.53ð5Þ;
a3nTCPB ¼ 0.43ð2Þ: ð94Þ

If one does not take into account the rescaling with κ, then
T TCP ¼ 0.98ð3Þ and μB

TCP ¼ 1.92ð6Þ compare quite well
with their determination on a disrete lattice: T Nτ¼
4TCP ¼ 0.94ð7Þ, μB

TCP
Nτ¼4 ¼ 1.92ð9Þ [37], indicating that

the Nτ corrections are small up to the critical point and
only become large at lower temperatures [31]. We also note
that the mean field tricritial point deviates substantially:
T TCP

MF ¼ 0.866, μBTCPMF ¼ 1.731 [57]. As soon as a small
finite mass is introduced, the chiral tricritical point turns
into a chiral critical end point of a Z(2) universality class.
Close to the chiral limit, we estimate

μCEPB =TCEP ≃ μTCPB =TTCP ¼ 1.96ð7Þ; ð95Þ

which may in principle be within reach with conventional
hybrid Monte Carlo, based on a fermion determinant such
as Taylor expansion [58]. But with increasing quark mass
the ratio μCEPB =TCEP also increases rapidly (aμCEPB increases
whereas aTCEP decreases), as has been studied for discrete
time in [54]. The critical end point is quickly out of reach
for methods of circumventing the sign problem via HMC
methods. In the Appendix E we elaborate further on the
prospects of finite quark masses in the continuous time
limit.
Our new results eliminate systematic uncertainties in

previous findings in Monte Carlo for fixed Nτ [29].

D. Extension to imaginary chemical potential

Lattice QCD at imaginary chemical potential is usually
considered because in contrast to nonzero real chemical
potential, the fermion determinant is sign-problem free and
it allows us to analytically continue to real chemical
potential [2]. It is also interesting in its own right due to
the Roberge-Weiss periodicity [59] and the Roberge-Weiss
transition [60].
In the dual representation of SC-LQCD at discrete time,

it is not straightforward to simulate at imaginary chemical
potential. However, at continuous time where baryons are

static, we can use coshðiμimB =TÞ ¼ cosðμimB =TÞ, and with
the P- and Q-polymer resummation (see Sec. III D):

cosðμimB =TÞ ≥ 0 for μimB =T ≤
π

2

Nc þ 1þ 2 cosðμimB =TÞ ≥ 0 for all μimB =T: ð96Þ

The second equation enables us to measure the chiral
transition for arbitrary imaginary chemical potential. Our
result is shown in Fig. 22. At the Roberge-Weiss point
μimB =T ¼ π we do not find a cusp, in contrast with what
would be expected at weak coupling. We also cannot
observe a first order transition in the chiral observables,
which is expected as the partition function becomes
analytic in the high temperature limit. By integrating out
the gauge links, the center sectors are no longer distinct.
Gauge observables such as the Polyakov loop should be
able to signal a first order transition between the center
sectors at high temperatures, which requires that one
includes a gauge correction. We also want to note that
the point at μimB =T ¼ π=2 is special as it corresponds to the
U(3) transition temperature T ¼ 1.8843ð1Þ (as discussed in
[39]) as P-polymers have weight wp ¼ 0 according
to Eq. (53).

VI. TAYLOR EXPANSION AND RADIUS
OF CONVERGENCE

A. Taylor expansion

The dual representation of SC-LQCD is a great labo-
ratory to benchmark other methods to circumvent the sign
problem. One of the prominent methods in the context of
lattice QCD is the Taylor expansion [3], which might allow
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us to estimate the location of a possible chiral critical end
point based on estimates for the radius of convergence of
the Taylor series. The standard thermodynamic observable
that is Taylor expanded for that purpose is the pressure.
This requires high orders of the Taylor series to be included
in the expansion, but the current state of the art is limited to
6th order (improved action) [58] and 8th order (unimproved
action) [61]. It turns out that due to the continuous time
limit and by taking into account both the polymer resum-
mations and histogram method presented in Sec. III D, we
are able to determine higher orders of Taylor coefficients,
both for the pressure and the baryon susceptibility. The
Taylor expansion of the pressure Eq. (52) at fixed temper-
ature and about μB ¼ 0, where only even orders contribute,
is given by

p ¼ T
V
logZ ¼ pðT; μB ¼ 0Þ þ

X∞
n¼1

c2n

�
μB
T

�
2n

c2n ¼
T
V

1

ð2nÞ!
∂2n logZ
∂ðμB=TÞ2n ¼

T
V

1

ð2nÞ! κ2nðωÞΛσ
2n ð97Þ

where the cumulants κn are defined in terms of the moments
of the winding number ω via a cumulant-generating
function KðtÞ:

Mðt ¼ μB=TÞ ¼ hetxi ¼
X∞
r¼0

μr
tr

r!
;

μm ¼ dmM
dtm

����
t¼0

¼ hωmi;

KðtÞ ¼ logðMðtÞÞ ¼
X∞
r¼0

κr
tr

r!
: ð98Þ

We can measure all Taylor coefficients from the baryon
density fluctuations, as a3nB ¼ hωi according to Eq. (47).
We also obtain immediately from the Taylor coefficients of
the pressure c2n those of the baryon susceptibility:

χB ¼ ∂2

∂ðμB=TÞ2 p ¼
X∞
n¼2

nðn − 1Þc2n
�
μB
T

�
2n−2

: ð99Þ

A comparison of discrete and continuous time evaluations
of the first cumulants as shown in Fig. 23 demonstrates the
cumulants are less noisy in the CT limit. But it further
requires the polymer resummations and histogram method
to determine the higher order cumulants up to κ12, shown in
Fig. 24. From a thermodynamic extrapolation of the
inflection points, we obtain an estimate for Tc consistent
with its determination in Sec. VA.
A comment on the definition of the pressure used in this

section is in order: we have previously discussed that
Eq. (52) is only valid in homogeneous systems, as is
expected for the continuum limit of lattice QCD. In the
strong coupling limit this is not the case. We can however
only measure the pressure defined by a volume derivative

according to Eq. (49) in terms of dual variables, and it is of
course possible to Taylor expand the spatial dimer density
hnDsi as well. But this definition is proportional to the
energy density and shows a gap along the first order
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transition. In contrast, Eq. (97) is well behaved as it is
proportional to the thermodynamic potentialF ¼ −T logZ,
which is continuous along any transition.

B. Estimates for the radius of convergence

We are now in a position to estimate the radius of
convergence [62] from these Taylor coefficients:

ρ ¼ lim
n→∞

rpn ¼ lim
n→∞

rχB2n

rpn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jðnþ 2Þðnþ 1ÞÞ κn

κnþ2

���r
;

rχBn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jnðn − 1Þ κn

κnþ2

���r
: ð100Þ

The corresponding results for the various n are given in
Figs. 25 and 26, where the radii are plotted within the phase
diagram. Above aTc, the radius becomes imaginary (indi-
cated in gray). Note that we are still in the chiral limit where
the whole phase boundary is either second or first order.

Hence, we expect that the radius of convergence drops to
zero at aTc. Below aTc, the first singularity is given by the
phase boundary, and we indeed find that the higher orders
converge to the phase boundary. This is in particular
observed for rχBn , where the first order line is well approxi-
mated for n ¼ 10.

VII. TEMPORAL CORRELATORS
AND MESON POLE MASSES

A. Staggered Euclidean time correlators

We have explained in Sec. III that the monomer two-point
correlation function is sampled during worm evolution. We
aremainly interested in temporal correlation functions, from
which we can extract the ground state energy corresponding
to the meson pole mass. In this section we will explain how
to extract them and discuss their dependence on temperature
and baryon chemical potential.
The basic definition of the temporal correlators at zero

momentum p⃗ ¼ 0 for staggered fermions χ̄, χ, based on the
local single-time-slice operators [63], is

CSðτÞ ¼
X
x⃗

CSðx⃗; τÞ;

CSðx⃗; τÞ ¼ hχ̄
0⃗;0χ 0⃗;0χ̄x⃗;τχx⃗;τigSx⃗;τ; ð101Þ

where the spin S of the meson is given by the kernel
operators ΓS in terms of phase factors gSx⃗;τ ∈ f�1g. We will
only consider operators that are diagonal in spin-taste
space: ΓS ⊗ ΓT with ΓT ¼ ΓS�. We will not consider
any flavor structure as Nf ¼ 1 (but see Appendix D for
Nf ¼ 2). In every mesonic correlator specified by ΓS, there
is a nonoscillating part and an oscillating part with addi-
tional phase factor ð−1Þτ, which is due to the even-odd
decomposition for staggered fermions. This parity partner
has opposite spin, parity and taste content. Thus the
nonoscillating and oscillating parts correspond to different
physical states; see Table IV. Of particular interest is the
pion πPS which is the Goldstone boson for the residual
chiral symmetry, Eq. (8). Throughout the worm evolution,
monomer two-point correlation functions are accumulated
whenever the head and tail are at opposite parities:
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FIG. 25. Radius of convergence, estimated from the pressure,
Eq. (100). The data in gray above Tc correspond to imaginary
chemical potential iμB.
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TABLE IV. Table of mesonic operators for staggered fermions
that are diagonal in the spin-taste basis ΓS ⊗ ΓT and the
corresponding physical states. The oscillating and nonoscillating
states within the same gSx are distinguished.

ΓS ⊗ ΓT JPC Physical states

gSx⃗;τ NO: 1τ O: ð−1Þτ NO O NO O

1 1⊗1 γ0γ5⊗ðγ0γ5Þ� 0þþ 0−þ σS πA
ð−1Þxi γiγ5⊗ðγiγ5Þ� γiγ0⊗ðγiγ0Þ� 1þþ 1−− aA ρT
ð−1Þxjþxk γjγk⊗ðγjγkÞ� γi⊗γ�i 1þ− 1−− bT ρV
ð−1Þxiþxjþxk γ0⊗γ�0 γ5⊗ðγ5Þ� 0þ− 0−þ −V πPS
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CSðx⃗H − x⃗T ; τH − τTÞ ¼ CSðx⃗; τÞ ¼ Nc
OðCSðx⃗; τÞÞ

Z
;

ð102Þ

with Z the number of worm updates. Such worm estimators
are incremented as

OðCSðx⃗; τÞÞ → OðCSðx⃗; τÞÞ þ fgSx⃗;τδxT ;x1δxH;x2 ;

f ≡ fðγÞ; τ ∈ ½0; 1;…Nτ� ðdiscrete timeÞ;
f ≡ fðTÞ; τ ∈ ½0; T −1� ðcontinuous timeÞ; ð103Þ

with fðγÞ given in Eq. (41) and fðTÞ given in Eq. (42).
Summing over the correlators immediately yields the
corresponding discrete or continuous time susceptibilities:

a6χDTS ¼ 1

Nσ
3Nτ

X
x⃗;τ

CSðx⃗; τÞ; ð104Þ

a6χCTS ¼ T
Nσ

3

X
x⃗

Z
1=T

0

dτCSðx⃗; τÞ: ð105Þ

The nonoscillating and oscillating parts of the correlators
for discrete time,

CðτÞ ¼ CNOðτÞ þ ð−1ÞτCOðτÞ;
CNOðτÞ ¼ ANO coshðaτMNOðτ − Nτ=2ÞÞ;
COðτÞ ¼ AO coshðaτMOðτ − Nτ=2Þ; ð106Þ

are shown in Fig. 27. It is advantageous to consider the
linear combinations

COddðτÞ ¼ CNO þ CO;

CEvenðτÞ ¼ CNO − CO; ð107Þ

and fit the even or odd correlators instead: (1) the fit is more
stable, and (2) it generalizes to the continuous time limit,
where we can distinguish even and odd τ via emission and
absorption events; see Sec. II C. We can reconstruct the
physical states by inverting Eq. (107). The discrete time
correlators for the pion are shown in Fig. 28.We observe that
the correlators for increasing Nτ become more continuous,
and their range extends to Nτ=2. In Fig. 29, the continuous
time correlators for the pion πPS are reconstructed from

CπðτÞ ¼
1

2
ðCOddðτÞ − CEvenðτÞÞ

¼ Aπ coshðMπ=Tðτ − 1=2ÞÞ ð108Þ

 3745

 3750

 3755

 3760

 3765

 3770

 3775

 3780

 3785

 3790

 3795

 0  2  4  6  8  10  12  14  16

C
(τ

)

τ

πPS/σS, 043x32,  T/Tc=0.7

C(τ)

CEven(τ)

COdd(τ)

CNO(τ)

DT data

FIG. 27. Discrete time pion correlator for Nτ ¼ 32 at
T=Tc ¼ 0.7, showing the oscillating behavior, and the decom-
position into even and odd contributions, according to Eq. (107).
The fit CðτÞ is reconstructed from the fits CEvenðτÞ and COddðτÞ.
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with τ ∈ ½0; 1=2� and spatial kernel gπx⃗ ¼ ð−1Þxþyþz, and
likewise for other mesons. This requires bookkeeping of
which events contribute toCOdd orCEven, which depends on
whether the worm head is located at an absorption event
xH ∈ A or an emission event xH ∈ E.
Even in the CT limit, it is necessary to discretize the

temporal correlators, due to memory limitations and finite
statistics. The histograms will depend on the bin size

Δτ ¼ 1

T N
; ð109Þ

with N the number of bins. The finer Δτ, the less events are
placed in each bin, which makes the determination of the
correlator more difficult. On the other hand, the coarser Δτ,
the less data are available to reconstruct the correlator. In
principle, one could measure the continuous time correla-
tors without introducing a binning [64], but in practice, this
seems unnecessary as our measurements for N ¼ 100, 200,
400 lead to almost identical results.

B. Temperature and density dependence
of meson pole masses

Since temporal correlators are measured at zero spatial
momentum, the extracted meson masses are pole masses:
E0ðp⃗ ¼ 0Þ ¼ M. We extract the ground state massM as the
dimensionless quantity M=T by multistate fits (including
excited states) and by varying the fit range ½τmin=T ;
1=ð2T Þ�. To obtain good balance between the required
number of states and the error estimation, we apply the
Aikaike information criterion [65]. We adjust τmin to be
most sensitive to the mass plateau. To compare discrete
time (where we extract aτM) to continuous time, we
convert via

M=T ¼ NτaτM; aM ¼ κT M=T; ð110Þ

as shown in Fig. 30. Making use of the same fitting scheme,
the error bars for the extracted pole masses from CT
correlators are much smaller than the corresponding DT
correlators. Moreover, the uncertainties when extrapolating
DT correlators of about 3% are circumvented.
We have measured the temperature dependence of the

pole masses and found that, in particular, the pion becomes
heavy at the chiral transition; see Fig. 32. For Nf ¼ 1 we
find a mass degeneracy for the pairs of states:

σS ↔ πPS; πA ↔ −V;

bT ↔ ρT; aA ↔ ρV; ð111Þ

which corresponds to a multiplication by the parity ϵðxÞ,
compare Table IV. This is due to the strong coupling and
the chiral limit (i.e., we are in the ϵ-regime): e.g., the pion
πPS is mass degenerated with the sigma meson σS. This
degeneracy is lifted as soon as amq > 0; see Appendix E.

The pion indeed becomes massless below Tc in the
thermodynamic limit, as seen in Fig. 31. But the pion
and all other mesons do not acquire a thermal mass, as
shown in Fig. 32. Rather, they all tend to the same high
temperature value aM ¼ 0.527ð2Þ. We suspect that this is
an artifact of the strong coupling limit: even at high
temperatures, in the chirally restored phase, the quarks
are still confined to mesons. Hence, they do not experience
the antiperiodic boundary conditions [66] and will not
receive contributions from the lowest Matsubara frequen-
cies πT above Tc.
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The extension to finite chemical potential μB is straight-
forward; the results on the temperature dependence of the
pole masses for various chemical potentials below μB

TCP

are shown in Fig. 33. The pole masses change most at the
transition temperature for the respective chemical potential.
Their high temperature limits become independent of the
chemical potential.

VIII. CONCLUSION

We have demonstrated the power of continuous time
simulations of lattice QCD in the strong coupling limit,
which makes extrapolations for Nτ → ∞ obsolete. All
ambiguities arising from such an extrapolation are removed.

The Hamiltonian formulation gives further insight into the
world-line formulation of strong coupling lattice QCD. We
discussed in detail the continuous time worm algorithm in
terms of a Poisson process, the dual observables, and
resummation and histogram techniques to determine the
phase diagram both in the μB-T plane and nB-T plane via the
Wang-Landau method. The phase boundary can be com-
pared with estimates from the radius of convergence from
Taylor coefficients which we can determine via baryon
fluctuations at zero density up to c12. We have also
investigated temporal correlation functions, which we can
measurewith high resolution and higher statistics compared
to discrete time, and from which we could determine the
temperature dependence of the meson pole masses, both at
zero and nonzero density. Whether the continuous time
correlation functions can also be extended on the
Schwinger-Keldysh contour to extract transport coefficients
is under investigation. Real time simulations in the dual
formulation of SC-LQCD are not completely sign-problem
free, but they are much less severe compared to the standard
formulation based on the fermion determinant.
Some first steps to extend our Hamiltonian formulation

to more flavors and finite quark mass are presented in the
Appendix E. We plan to include the gauge corrections from
theWilson gauge action in continuous time in a similar way
as we have already successfully implemented in discrete
time [15,17,67]. As the continuous time limit is well
defined also at finite lattice gauge coupling β, we may
improve on the phase diagram by reducing the spatial
lattice spacing directly in the continuous time limit via
quantum Monte Carlo simulations.
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APPENDIX A: DERIVATION OF THE
CONTINUOUS EUCLIDEAN TIME LIMIT

In this section we explain how to derive Eq. (29) from
Eq. (27). We start from the discrete partition function for
gauge group U(Nc), neglecting the baryonic part for a
moment. We have to investigate what sequence of vertices
is admissible on each site and at the same time conserves
the pion current.
We will use the vertices in the meson occupation

numbers and introduce the shorthand notation

v̂ðkjljmÞ≡ v̂ðkjlÞv̂ðljmÞ: ðA1Þ

We classify admissible sequences via the length of the
interval: whether it is even or odd. This is determined by
the sequence of emission sites E or absorption sites A. The
discussion applies to Nc ¼ 3 but generalizes straightfor-
wardly to odd Nc. For even Nc, the meson statem ¼ Nc=2
needs a special treatment, which will not be address here.
We distinguish via even-odd parity:
(1) Odd intervals are those where an A site is followed

by an E site, or an E site is followed by an A site:

v̂ð0j1j0Þ; v̂ð1j2j1Þ; v̂ð2j3j2Þ;
v̂ð1j0j1Þ; v̂ð2j1j2Þ; v̂ð3j2j3Þ; ðA2Þ

which is exactly the case when we have two
subsequent ∟-vertices or two subsequent⊤-vertices.

(2) Even intervals are those where an A site is followed
by an A site, or an E site is followed by an E site:

v̂ð0j1j2Þ; v̂ð1j2j3Þ;
v̂ð3j2j1Þ; v̂ð2j1j0Þ; ðA3Þ

which is exactly the case when a ∟-vertex is
followed by a ⊤-vertex or vice versa.

Since Nτ is even, the number of odd intervals must be an
even number. Also, on each site, the number of E sites
equals the number ofA sites. Any CT configuration G with
Nc odd is completely determined by specifying the location
and kind of vertices and whether an interval is even or odd:
an interval between two vertices of the same type is always
of odd length; between two different vertices it is of even
length.
If we now consider a spatial bond given by the nearest-

neighbor pair b ¼ hx⃗; y⃗i such that there is at least one
spatial dimer on b, then the sequence of E sites and A sites
is exactly opposite if we ignore vertices which do not
belong to dimers on b (see Fig. 2). This implies that it is
completely determined by the type of vertex whether we
have an even or odd interval. The first dimer on b can be put
on any of the Nτ temporal locations, but the second dimer
can only be put on Nτ=2 locations, and all subsequent
spatial dimers ðNτ − kÞ=2 on temporal locations. Given that

the maximal number of spatial dimers is given by the order
in Oðγ−nbÞ, in the limit Nτ → ∞ the probability of two
spatial dimers on b to be at the same location (effectively
forming a double dimer) is zero, and we can disregard the
finite Nτ corrections Nτ − k. In this limit, we have
NτðNτ=2Þkb possible temporal locations. However, we have
not yet considered symmetry factors, as in the above
argument, the spatial dimers added to the bond are not
time ordered. Time ordering is however a global aspect that
cannot be considered in isolation of a single bond. If we
force the whole set of spatial dimers with n ¼Pb nb to be
time ordered, we have to divide by n! as only one of the
permutations is a time-ordered sequence. Another way to
see how the symmetry factor arises from time ordering for
Nτ → ∞ with t ↦ τ=Nτ, τ ∈ ½0; 1½ is to replace the sums
by integrals:

Z
1

0

dτ1

Z
1

τ1

dτ2…
Z

1

τk−1

dτkwðτ1; τ2;…τkÞ

¼ 1

n!

Z
1

0

dτ1

Z
1

0

dτ2…
Z

1

0

dτkwðτ1; τ2;…τkÞ ðA4Þ

where ti is the temporal location of the ith spatial bond.
This holds because the weight wðt1; t2;…tkÞ does not
depend on the locations but just on the number of vertices
that appear. We conclude that the total weight of a U(3)
configuration is

X
n∈2N

1

n!

�
Nτ=2
γ2

�
nX
G∈Γn

vN∟ðGÞ
∟ vN⊤ðGÞ

⊤ ðA5Þ

where Γn is the set of topologically inequivalent configu-
rations (which differ in the distribution of ∟- and⊤-vertices
over sites). In summary, a CT-configuration G is completely
determined by specifying whether the intervals between
vertices are even or odd, up to translation by aτ which
corresponds to time reversal,

T ∶ m ↦ Nc −m; G ∈ Γn ↦ GT ∈ Γn ðA6Þ

with equal weight: wðGÞ ¼ wðGT Þ. With Nτ=γ2 ¼ 1=T we
arrive at the mesonic part of the continuous time partition
function Eq. (29).
It remains to discuss the baryonic part of the partition

function. Since baryons form self-avoiding loops, it suffi-
ces to note that spatial baryon hoppings are suppressed by
γ−Nc . Hence, for Nc ≥ 3 spatial hoppings are essentially
absent as γ → ∞ and baryons become static. This does not
happen for Nc ¼ 1 (electrons) and Nc ¼ 2 (diquarks). In
physical terms, only for Nc ≥ 3 is the baryon heavy and
nonrelativistic. Hence, a baryon-antibaryon pair cannot be
created from the vacuum.
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APPENDIX B: ANALYTIC RESULT FOR U(1)

We have derived an analytic expression for strong
coupling U(1) on 2 × Nτ lattices for arbitrary values of
Nτ and γ2, enabling us to obtain the continuous time result. A
generalization to SUðNcÞ is not straightforward. The con-
tinuous time assumption that spatial dimers with spatial
multiplicity ki > 1 are suppressed is (trivially) exact inU(1).
The partition function in the chiral limit for U(1) can be

derived from considering all spatial dimers, making use of
the fact that the interval length in units of aτ between
subsequent spatial dimers must be odd:

Z0ðγ; NτÞ ¼ γ2Nτ

�
4þ

XNτ

n∈2Nþ
2nαnðNτÞγ−2n

�
;

αnðNτÞ ¼
2

n!

Yn=2−1
k¼0

��
Nτ

2

�
− k2

�

¼ Nτ

n

� ðNτ þ nÞ=2 − 1

n − 1

�
: ðB1Þ

Note that n always has to be even as spatial hoppings have
to come in pairs to be consistent with the boundary
conditions in time. The factor 2n is due to the fact that
each spatial dimer can hop either in the forward or
backward direction due to the periodic boundary conditions
in space. Note that we have not approximated αn by
2
n! ðNτ

2
Þn=2, as we did in the steps leading to Eq. (A5).

We also want to consider the contribution to the partition
sum with a total number of two monomers. For lattices with
spatial extent Nσ ¼ 2, the situation is considerably simple
because it is not possible to separate the monomers by spatial

dimers. If we decompose configurations into a piece with
monomers but no spatial hoppings, and a piece with no
monomers, where the first piece has lengthD and the second
piece has length Nτ −D, we can factorize the possible
configurations by considering those on the 2 ×D lattice
and the 2 × ðNτ −DÞ lattice where it is required that we not
use periodic boundary conditions. This restricts the possible
configurations further (no temporal dimers connecting the
first and the last site allowed).Note thatDmaybeoddor even,
depending on whether the two monomers are on the same
spatial site (D even) or on different spatial sites (D odd). The
corresponding result in the 2-monomer sector is

Z2ðγ; NτÞ ¼ γ2Nτ−2
��

Nτ

2

�
2

ð4þ 2Nτγ
−2Þ þ 2Nτ

XNτ−2

n∈Nþ
2n
XNτ−n

D¼1

α̃nðNτ −DÞβðDÞγ−2n−2ðDmod 2ÞÞ
�
;

α̃nðCÞ ¼

8>>><
>>>:

� ðCþ n − 4Þ=2
n − 2

�
forC even

� ðCþ n − 3Þ=2
n − 1

�
forC odd;

βðDÞ ¼ 1

4

� 1
2
DðDþ 2Þ forD even

ðDþ 1Þ2 forD odd:
ðB2Þ

Both Z0 and Z2 are divergent series in γ, but their ratio is not; it gives the chiral susceptibility in the chiral limit:

χðT ;NτÞ¼
1

Nτ

Z2ð
ffiffiffiffiffiffiffiffiffiffi
T Nτ

p
;NτÞ

Z0ð
ffiffiffiffiffiffiffiffiffiffi
T Nτ

p
;NτÞ

¼1

2
tanh

�
Nτ

2
arcschðNτT Þ

��
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þðNτT Þ−2
p þ tanh

�
Nτ

2
arcschðNτT Þ

��
ðB3Þ

wherewe have used the definition of T , Eq. (17). This result is explicitly temperature dependent, withNτ quantifying the cutoff
dependence. In the limit Nτ → ∞, arcschðxÞ ≃ 1=x, and the chiral susceptibility has a well-defined continuous time limit:

χðT Þ ¼ 1

2
tanh

�
1

2T

��
1þ tanh

�
1

2T

��
: ðB4Þ

In Fig. 34 the agreement of Monte Carlo data with the exact result is shown, both at finite Nτ and continuous time.
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APPENDIX C: MEAN FIELD AND
PERCOLATION ANALYSIS

The mean-field analysis for SC-LQCD based on a 1=d
expansion has been studied for many decades [20–26,57].
Also, the continuous time partition function derived here
can be used as a starting point for a mean-field analysis.
Our mean-field analysis assumes that a single site only
couples to a mean-field bath of spatial dimers, where the
location of E sites and A sites on its 2d nearest neighbors
does not matter. This is well justified at high temperatures,
where bonds with spatial dimers are isolated but may also
hold approximately at lower temperatures. Our partition
sum has only one dynamical site, and all other sites have a
fixed number of vertices determined by a self-consistency
relation. Neglecting the baryon sector, the resulting parti-
tion function in the d spatial dimension is

ZMFðT Þ ¼ exp
Λσdð1þ v⊤Þ

2T
: ðC1Þ

This implies, for the energy density,

a4ϵMF ¼
T
Λσ

∂
∂T −1 logZMFðβÞ ¼

dð1þ v⊤Þ
2

; ðC2Þ

resulting in a4ϵMF ¼ 3
2
þ ffiffiffi

3
p

which should be compared to
the discrete time value a4ϵ ¼ 3

4
at γ ¼ 1.

A qualitative understanding of the phase diagram can
also be obtained via a percolation analysis on the spatial
volume. We consider mixed percolation, both on bonds and
sites [68]:
(1) In the chirally broken phase, the pion correlation

length diverges; thus, the phase is characterized by
bond percolation, where a bond is activated when-
ever there is at least one spatial dimer at that bond
(for some time location). It can be related to the
average bond occupation probability θ ≃ pbond with

θ ¼ 1

ΛM
σ

X
b∈ΛM

σ

hθðnbÞi; θðnbÞ ¼
�
0 nb ¼ 0

1 nb > 0.

ðC3Þ

(2) In the nuclear phase, where every site is activated
if it is occupied by a baryon or an antibaryon
(P-polymer), it can be related to the average site
occupation probability, hnPi ≃ psite.

Our criterion for percolation is that in the statistical average,
the probability that a cluster spans around the periodic lattice
in at least one spatial direction is close to 1. The percolation
threshold is characterized by a step function in the thermo-
dynamic limit. Clearly, at low temperatures, the vacuum
phase is characterized by bond percolation, and the nuclear
phase is characterized by site percolation. At higher

temperatures, we may have a phase where bond and site
percolation coexist. It turns out that this mixed phase exists
along the first order transition. The percolation threshold for
each bond and site percolation is reached close to the
tricritical point; see Fig. 35. It is not surprising that the
identification of the bond occupation probability with θ
works extremelywell, as the pions form a free relativistic gas
[35]. In contrast, the identification of psite with the baryon
density is not as good, as they do not form a free gas but are
subject to strong nuclear interactions.

APPENDIX D: CONTINUOUS TIME
LIMIT FOR Nf = 2

The two-flavor formulation admits more than one baryon
per site, and the Grassmann constraint allows for pion
exchange between them, modifying nuclear interactions
substantially. It also compares better to the strong coupling
limit with Wilson fermions in a world-line formulation, as
discussed in the context of Polyakov effective theory [69]
which integrates out the spatial but not the temporal gauge
links. SC-LQCD with Nf ¼ 2 in the dual formulation has
been discussed on discrete lattices for the U(1) gauge group
in [70]. For the U(3) gauge group, the link integrals have
been addressed in [37]. Here, we report on first steps
towards a Hamiltonian formulation. The suppression of
spatial bonds γ−k, k > 2 also applies here. Let us first
consider the static lines. We want to establish the basis of
quantum states that generalize the Nf ¼ 1 states jmi and
jbi. To arrive at this basis, we consider the SU(3) one-link
integrals [71]:

FIG. 35. Percolation analysis at μB ¼ 0.65 (close to the tricrit-
ical value). Left: Volume dependence of percolation for mesons
(top) and Q-polymers (bottom). Right: Comparison with perco-
lation theory, where the critical percolation thresholds are known
(for d ¼ 3, on bonds: pc ¼ 0.2488; on sites: pc ¼ 0.3116),
indicated as dashed lines. If the observable θ is taken to be
pbond and the density of Q-polymers as psite, the critical perco-
lation value is obtained close to T TCP ¼ 1.005ð25Þ.
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J ðM;M†Þ ¼
Z
SUð3Þ

dUetr½UM†þU†M� ¼ 2
X∞

n0;n1;n2;n3¼0

1

ðn0 þ n1 þ 2n2 þ 3n3 þ 2Þ!ðn0 þ n2 þ 2n3 þ 1Þ!
Y3
k¼0

xnki
nk!

x0 ¼ det½M� þ det½M†�; x1 ¼ tr½MM†�; x2 ¼
1

2
ðtr½MM†� − tr½ðMM†Þ2�Þ;

x3 ¼
1

6
ðtr½MM†�3 − 3tr½MM†�tr½ðMM†Þ2� þ 2tr½ðMM†Þ3�Þ ¼ det½MM†� ðD1Þ

with M the quark matrix. The color trace tr can be converted to a sum over colors and a flavor trace Tr:

tr½ðMM†Þk� ¼ ð−1Þkþ1Tr½ðMxMyÞk�; Mz ¼
�
ūuz ūdz
d̄uz d̄dz

�
: ðD2Þ

The sum over ni ði ¼ 0;…3Þ terminates due to the Grassmann integration. The corresponding invariants xi can be evaluated
for Nf ¼ 2:

x0 ¼ Buuu þ Buud þ Budd þ Bddd þ B̄uuu þ B̄uud þ B̄udd þ B̄ddd

x1 ¼ Tr½MxMy� ¼ kU þ kD þ kπþ þ kπ−

x2 ¼
1

2
ðTr½MxMy�2 þ Tr½ðMxMyÞ2�Þ ¼ x21 þ xS

x3 ¼
1

6
ðTr½MxMy�3 þ 3Tr½MxMy�Tr½ðMxMyÞ2� þ 2Tr½ðMxMyÞ3�Þ ¼ x31 þ

3

2
x1xS

xS ¼ kð2Þπþπ−;UD þ kð2ÞUD;πþπ− − kUkD − kπþkπ− ; ðD3Þ
with the fluxes and dimers defined as

Buud ¼ ū ū d̄xuudy; Budd ¼ ū d̄ d̄xuddy; Buuu ¼ ū ū ūxuuuy; Bddd ¼ d̄ d̄ d̄xdddy;

B̄uud ¼ uudxū ū d̄y; B̄udd ¼ uddxū d̄ d̄y; B̄uuu ¼ uuuxū ū ūy; B̄ddd ¼ dddxd̄ d̄ d̄y;

kU ¼ ūuðxÞūuðyÞ; kD ¼ d̄dðxÞd̄dðyÞ; kπþ ¼ d̄uðxÞūdðyÞ; kπ− ¼ ūdðxÞd̄uðyÞ;
kð2Þπþπ−;UD ¼ ūdðxÞd̄uðxÞūuðyÞd̄dðyÞ; kð2ÞUD;πþπ− ¼ ūuðxÞd̄dðxÞūdðyÞd̄uðyÞ: ðD4Þ

Note that the baryonic fluxes are spinless, and spin arises only when measuring baryonic correlators with the corresponding
staggered kernels. We still have to integrate out the Grassmann variables to obtain the quantum states in the occupation
number basis, and the corresponding Hamiltonian, where we consider the chiral limit only. The Grassmann constraint then
dictates that all quarks u,d and antiquarks ū,d̄ are within mesons or baryons. The Grassmann integral in the chiral limit is

IG ¼
Z Y

α

½duαdūαddαdd̄α�ðūuÞkUðd̄dÞkDðūdÞkπ− ðd̄uÞkπþ ¼ ð−1Þ
k
πþþkπ−

2 ðNc!Þ2
�
1 ðkπþ þ kπ−Þ=2modNc ¼ 0

1
Nc

otherwise
ðD5Þ

which simplifies due to flux conservation:

kπþ ¼ kπ− ; kU þ kD þ kπþ þ kπ− ¼ Nc: ðD6Þ

Just as for Nf ¼ 1, we can define vertices in the same way
as in Eq. (24). This allows us to compose them into line
segments between spatial dimer emission in terms of
alternating dimers of kU, kD, oriented fluxes kπþ , kπ− ,
Buuu, B̄uuu, etc., or combinations thereof. We note that there
are various ways to combine the link states in Eq. (D4): in
particular, the flavor singlet dimer combinations kUkD,

kπþkπ− , kð2Þπþπ−;UD and kð2ÞUD;πþπ− mix and have to be re-
summed. We do so by defining the matrix in the basis of
this order to determine what meson states survive:

Π0 ¼

0
BBBBBB@

4
3

− 2
3

−
ffiffi
2

p
3

2
ffiffi
2

p
3

− 2
3

4
3

2
ffiffi
2

p
3

−
ffiffi
2

p
3

2
ffiffi
2

p
3

−
ffiffi
2

p
3

− 1
3

2
3

−
ffiffi
2

p
3

2
ffiffi
2

p
3

2
3

− 1
3

1
CCCCCCA
: ðD7Þ
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This matrix is a projector with eigenvalues (1, 1, 0, 0), such
that it can be diagonalized to the 12x2 matrix with the basis
vectors

π20 ¼
1

3
ð
ffiffiffi
2

p
kUkD þ kð2Þπþπ−;UDÞ

π̄20 ¼
1

3
ð
ffiffiffi
2

p
kπþkπ− þ kð2ÞUD;πþπ−Þ: ðD8Þ

Note that in the strong coupling limit there is no distinction
between π0 ¼ 1ffiffi

2
p ðūu − d̄dÞ and η=η0 ¼ 1ffiffi

2
p ðūuþ d̄dÞ, due

to the lack of topological features. All other states do not mix.
We now list the quantum states for the Hamiltonian formu-
lation, classified by the baryonic sectors nB ∈ f−Nf;…Nfg
and the isosopin sectors nI ∈ f−Nf;…Nfg. Recall that the
states areonly distinguishable on thequark level, and there are
several possible assignments in terms of hadrons:

m2
0 ≡ πUπD ¼ πþπ−;

m6
0 ¼ BuudB̄udd ¼ BuddB̄uud ¼ BdddB̄uuu ¼ ðm2

0Þ3;
p̄ n̄≡ B̄uudB̄udd ¼ B̄uuuB̄ddd;

pn≡ BuudBudd ¼ BuuuBddd: ðD9Þ

The final 92 quantum states are given in Table V. The 50
purely mesonic states can be further classified by the set of
charges ðQπ0 ; QπþÞ, resulting in the Hamiltonian

Ĥ ¼ 1

2

X
hx⃗;y⃗i

ðĴþπ0;x⃗Ĵ
−
π0;y⃗

þ Ĵþπ̄0;x⃗Ĵ
−
π̄0;y⃗

þĴþπþ;x⃗Ĵ
−
πþ;y⃗ þ Ĵþπ−;x⃗Ĵ

−
π−;y⃗ þ H:c:Þ ðD10Þ

with the occupation number raising and lowering operators
defined for each conserved charge. The fullNf ¼ 2 partition
function including the baryonic states and flavored observ-
ables will be discussed in a forthcoming publication.We also

TABLE V. All 92 possible quantum states for the Nf ¼ 2 Hamiltonian formulation with the SU(3) gauge group. The states and their
multiplicities are given for the sector specified baryon number B and isospin number I, and meson occupation number m. Note the
mesonic particle-hole symmetry m ↔ ðNf − jBjÞNc −m, which corresponds to the shift symmetry by aτ.

B I m ¼ 0 m ¼ 1 m ¼ 2 m ¼ 3 m ¼ 4 m ¼ 5 m ¼ 6 Σ

−2 0 p̄ n̄ 1

−2 Σ 1 0 0 0 0 0 0 1

−1 3
2

B̄uuu B̄uuuπD B̄uuuπ
2
D B̄uuuπ

3
D 4

−1 þ1
2

B̄uud B̄uudðπU;πDÞ B̄uudm2
0, B̄uudπ

2
D B̄uudm2

0πD 6
−1 −1

2
B̄udd B̄uddπU , B̄uddπD B̄uddm2

0, B̄uddπ
2
U B̄uddm2

0πU 6
−1 −3

2
B̄ddd B̄dddπU B̄dddπ

2
U B̄dddπ

3
U 4

−1 Σ 4 6 6 4 0 0 1 20

0 −3 π3− 1
0 −2 π2− π2−πU, π2−πD π2−m2

0
4

0 −1 π− π−πU, π−πD 2π−m2
0, π−π

2
U, π−π

2
D π−m2

0πU, π−m
2
0πD π−m4

0
10

0 0 1 πU , πD π20, π̄
2
0, π

2
U , π

2
D π20πU ,π̄

2
0πU, π

2
0πD, π̄

2
0πD, π

3
U, π

3
D π20m

2
0, π̄

2
0m

2
0,m

2
0π

2
U,m

2
0π

2
D m4

0πU,m
4
0πD m6

0
20

0 −1 πþ πþπU, πþπD 2πþm2
0, πþπ

2
U, πþπ

2
D πþm2

0πU, πþm
2
0πD πþm4

0
10

0 −2 π2þ π2þπU, π2þπD π2þm2
0

4
0 −3 π3þ 1

0 Σ 1 4 10 20 10 4 1 50

1 3
2

Buuu BuuuπD Buuuπ
2
D Buuuπ

3
D 4

1 þ1
2

Buud BuudπU , pπD Buudm2
0, pπ

2
D Buudm2

0πD 6
1 −1

2
Budd BuddπU, nπD Buddm2

0, nπ
2
U Buddm2

0πU 6
1 −3

2
Bddd BdddπU Bdddπ

2
U Bdddπ

3
U 4

1 Σ 4 6 6 4 0 0 0 20

2 0 p n 1

2 Σ 1 0 0 0 0 0 0 1

Σ 11 16 22 28 10 4 1 92

TABLE VI. Multiplicities of quantum states (static lines) in the
mesonic sector, i.e., from UðNcÞ integrals.

Nf

Nc 0 1 2 3 4

1 1 2 3 4 5
2 1 6 20 50 105
3 1 20 275 1430 7007
4 1 170 5814 94692 980628
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derived the number of quantumstates for arbitraryNc andNf,
resulting in the 1-dim partition function:

ZNf
ðμB=TÞ ¼

XNf

B¼−Nf

YNc−1

a¼0

a!ð2Nf þ aÞ!eBμB=T
ðNf þ a − BÞ!ðNf þ aþ BÞ! :

ðD11Þ
For B ¼ 0 the multiplicities are given in Table VI. An
important application of the Nf ¼ 2 partition function is to
determine the QCD phase diagram with both finite baryon
and isospin chemical potential. Our formulation is still sign-
problem free in the continuous time limit. As we have not yet
performed dynamical simulations, we can only provide
analytic results on the static limit, corresponding to 1-dim
QCD. For Nc ¼ 3,

Z
�
μB
T
;
μI
T

�
¼ 2 cosh

3μI
T

þ 8 cosh
2μI
T

þ 20 cosh
μI
T
þ 20

þ 2 cosh
μB
T

�
8 cosh

3
2
μI
T

þ 12 cosh
1
2
μI
T

�

þ 2 cosh
2μB
T

: ðD12Þ

Even though interactions will be crucial at low temper-
atures, we can plot the zero temperature limit of Eq. (D12)
to obtain a naive picture of the phases in the μB-μI plane,
shown in Fig. 36.

APPENDIX E: FINITE QUARK MASS

The chiral limit is the most interesting regime when
studying the chiral transition, but we need to extend the
derivation of the continuous time partition function to finite
quark mass to address the quark mass dependence of zero
and finite temperature observables. Only then is it possible
to study the p-regime where the pion correlation function
fits on the lattice. Whereas in the chiral limit, the chiral
condensate is strictly zero (in a finite volume), already a
small quark mass will result in a nonzero chiral condensate.
Likewise, the sigma meson becomes much heavier com-
pared to the pion. This can be best understood in the dual
representation: The number of monomers on even sites
always equals the number of monomers on odd sites. In the
pion correlator, the contributions from monomers at even
sites have the opposite sign from those at odd sites,
resulting in a light pion mass. In the sigma correlator,
the contributions from monomers at even sites have the
same sign as those at odd sites, resulting in a heavy
sigma meson.
When attempting to derive the continuous time partition

function at finite quark mass in a naive way, i.e., at fixed
quark mass amq, the monomer number will diverge in the
limit Nτ → ∞. We have illustrated in [43] that the con-
tinuous time limit is well defined also at finite quark mass,
but it turns out that the constant κ is now quark mass
dependent. This function κðmqÞ has been determined
nonperturbatively with a condition for keeping the quark
mass constant in the limit aτ → ∞. With this knowledge,
the continuous time limit can also be derived at finite quark
mass, but it is not the bare quark mass amq but rather the
ratio Mπ=T which is the input parameter of the continuous
time partition function. We are working on an extension of
the CT worm algorithm such that the Poisson process
incorporates a finite quark mass.
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