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The framework of “time-dependent basis light-front quantization” (tBLFQ) offers a nonperturbative
approach to scattering problems in external fields, based on Fock space truncation. Here we extend tBLFQ
to include spatio-temporal field inhomogeneities in multiple spacetime directions. This extension is
necessary for the proper modeling of e.g. intense laser fields. We focus on the example of nonlinear
Compton scattering of an electron on an axicon-type laser, with an emphasis on the transverse structure of
the beam. We analyze the impact of field intensity and particle energy, as well as basis truncation effects, on
the radiation spectrum of the scattered electron.
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I. INTRODUCTION

The theoretical predictions of perturbative QED, such as
electron g − 2 [1,2] and the Lamb shift [3], have been
experimentally verified to extremeprecision.However, there
are many problems for which standard perturbativemethods
are insufficient, such as bound states [4], or break down
completely, such as strongly coupled systems. Thus other
methods are required to access nonperturbative physics.
In the context of external field problems, perhaps themost

famous nonperturbative effect is the spontaneous conver-
sion of a sufficiently strong electric field into electron-
positron pairs, or Schwinger pair production, the probability
of which is a nonperturbative function of the coupling [5]. It
may be possible to observe Schwinger pair creation using
the ultra-intense electromagnetic fields of future lasers [6,7],
and there is currently an international effort to develop both
the theoretical and experimental tools necessary to inves-
tigate this and other quantum effects in strong (external)
fields, such as vacuum birefringence; for a review see [8].
When investigating nonperturbative phenomena, exactly

solvable systems offer intuition, but one often turns to
numerical schemes which do not rely on perturbative
approximations. The lattice is a well-known example, and
real-time lattice techniques can now be used to analyze
e.g. string breaking and the Schwinger effect [9]. Within

laser-plasma physics, a common tool is the simulation of
processes using particle-in-cell (PIC) codes, in which
Monte Carlo routines based on QED calculations are
included to simulate (tree level) quantum effects; for a
review see [10]. The advantages of such approaches are that
extremely complicated electron-positron-photon inter-
actions can be simulated, with arbitrarily complex laser
fields. The disadvantage, though, is that such methods are
firmly rooted in classical physics, and the approximations
behind the inclusion of quantum effects are known to break
down at both low [11–13] and high energy [14,15]. Here we
consider a different approach; it is not our goal to compete
with e.g. PIC schemes, but to complement them with an
alternative, and fully quantum mechanical, framework.
Any numerical implementation of QFT requires a cutoff

in order to render problems finite-dimensional. Because the
set of all products of one-particle states gives a possible
basis of Hilbert space [16], one can try to solve problems
using a finite truncation of this basis, corresponding to a
truncation in particle number [17,18]. This is the main idea
of basis light-front quantization (BLFQ) [19]; one solves
the Schrödinger equation in a truncated Fock space, rather
than a perturbative expansion. Thus BLFQ is a nonpertur-
bative approach. An extension of this framework which is
suitable for investigating e.g. QFT scattering processes in
time-dependent background fields is time-dependent basis
light-front quantization (tBLFQ) [20,21]. The idea of
tBLFQ can also be used in nuclear physics [22].
Previously the emission of photons from an electron

scattering off an intense background field (called nonlinear
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Compton scattering) [23] has been studied in tBLFQ, but in
the approximation that the background has essentially
univariate spacetime dependence [20,24]. However, intense
laser fields for example are strongly spatially focused, and
so further progress in high-intensity laser-matter inter-
actions requires the consideration of complex background
field geometries. Motivated by this, and by a desire to
improve the overall scope of tBLFQ, we here extend the
framework to include effects due to multidimensional field
inhomogeneities.
This paper is organized as follows. We review the main

ideas of BLFQ and tBLFQ in Sec. II. In Sec. III we use
tBLFQ to study the simpler system of a single electron in a
static, but position-dependent, background field (what will
be the “center-of-mass” motion of the system). In Sec. IV
we reintroduce the dynamical photon fields and study
photon emission from the electron; observables are defined
and their time-evolution is studied. In Sec. V, we add a time
dependence to the background. We present our conclusions
and outlook in Sec. VI. The appendixes include conven-
tions and other details behind the calculations in the text.
A comparison of our results with perturbation theory, in the
limit of weak background fields, is also included in the
appendixes.

II. BACKGROUND

In the light-front formalism, field theories are quantized at
fixed light-front time xþ ¼ x0 þ x3, following [25], rather
than at fixed x0 as in the equal-time formalism; see [26,27]
for reviews. The remaining coordinates are x− ¼ x0 − x3

(longitudinal) and x⊥ ¼ fx1; x2g (transverse).
Due to the larger number of kinematic Lorentz gener-

ators, over dynamical generators, in light-front coordinates,
wave functions in one frame can be more easily mapped to
those in other frames. Furthermore, light-front kinematics
forbids massive particles from contributing to the vacuum,
therefore making the trivial Fock vacuum the vacuum of the
full theory. (This holds only if one neglects zero-mode
contributions, which it is not always safe to do [28–35].)
One consequence of this is that the physical cases of

interest here are easily expandable in simple Fock modes.
For example, if the vacuum received its most significant
contribution from some higher Fock sector, take for
example jeþe−i, then the Fock expansion of the physical
electron would “begin” with jeiphys ∼ jeeeþi. The triviality
of the vacuummeans though that the first contributions take
the form jeiphys ¼ ajei þ bjeγi. It is the simplicity of the
Fock expansion that makes the Hamiltonian formalism
feasible in QFT.

A. Time-evolution in light-front field theory

In the Hamiltonian formalism of QFT, the time-evolution
of a system is governed by the Schrödinger equation, which
in light-front quantization takes the form

i
∂

∂xþ jΨ; xþiS ¼
1

2
P−
S ðxþÞjΨ; xþiS; ð1Þ

in which the Schrödinger picture Hamiltonian P−
S contains

two parts,

P−
S ðxþÞ ¼ P−

QED þ VSðxþÞ; ð2Þ

where P−
QED is the full light-front Hamiltonian of, here,

QED, and VS consists of additional interaction terms
introduced by a background field, to be specified explicitly
below. If the effects introduced by this background are the
primary source of interest, then it is convenient to work in
an interaction picture in which the “free” states are
eigenstates of the full QED Hamiltonian P−

QED, and where
the only nontrivial time-evolution is induced by the new
interaction VS. It is of course not possible to do this exactly
for QED, and hence a numerical approximation will be
introduced below. In principle, though, in this interaction
picture, the Schrödinger equation becomes

i
∂

∂xþ jΨ; xþiI ¼
1

2
VIðxþÞjΨ; xþiI; ð3Þ

the formal solution to which is

jΨ; xþiI ¼ T þ exp

�
−
i
2

Z
xþ

0

dx0þVIðx0þÞ
�
jΨ; 0iI: ð4Þ

States and operators in the two pictures are as usual
related by

jΨ; xþiI ¼ e
i
2
P−
QEDx

þjΨ; xþiS;
AIðxþÞ ¼ e

i
2
P−
QEDx

þ
ASðxþÞe−

i
2
P−
QEDx

þ
: ð5Þ

In this interaction picture, we work in a basis of eigenstates
of P−

QED. This basis, called the “tBLFQ basis” jβi (more
details will be presented in the next section), will simplify
the operator exponentials in the definition of the operators
in Eq. (5). In this basis the matrix elements of the
interaction Hamiltonian VI become

hβ0jVIjβi ¼ hβ0jVSjβi exp
�
i
2
ðP−

β0 − P−
β ÞxþÞ

�
: ð6Þ

It is then straightforward to evolve the quantum state
according to Eq. (4), by decomposing the time-evolution
operator into many small steps of light-front time xþ with a
step size δxþ

T þ exp

�
−
i
2

Z
xþ

0

dx0þVIðx0þÞ
�

→

�
1 −

i
2
VIðxþn Þδxþ

�
� � �

�
1 −

i
2
VIðxþ1 Þδxþ

�
: ð7Þ
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This discretization is the Euler scheme; it is however not
usually a good choice. The most significant shortcoming of
this scheme is its poor stability (which means that the norm
of the state vector jΨ; xþi changes as time evolves).
Instead, we will adopt the second-order difference scheme
MSD2, which has been proved to have better stability [36].
This scheme relates the state at xþ þ δxþ to those at both
xþ and xþ − δxþ (rather than just that at xþ as in the Euler
scheme), thus:

jΨ; xþ þ δxþiI
¼ jΨ; xþ − δxþiI þ ðe−iVIδxþ=2 − eiVIδxþ=2ÞjΨ; xþiI
≈ jΨ; xþ − δxþiI − iVIjΨ; xþiI: ð8Þ

Once the quantum state at each time step is obtained, it is
straightforward to construct observables from it.

B. Basis light-front quantization

As mentioned above, it is convenient to evolve the system
in the tBLFQ basis, which by definition comprises the
eigenstates of P−

QED. In such a basis, the complicated
exponentials of the operator in Eq. (5) reduce to phase
factors, which greatly simplifies the computation. The
eigenstates themselves are constructed in BLFQ, which is
a Hamiltonian formalism incorporating the advantages of
light-front dynamics. The main idea is to solve, numerically
and in a Fock space truncation, the time-independent
Schrödinger equation

P−
QEDjβi ¼ P−

β jβi: ð9Þ

BLFQ has the advantage of being able to solve bound
state problems involving positronium [37] and hadron
structures [38–53]. In this paper we follow previous work
on the physical electron eigenstates in BLFQ [54]. A sector-
dependent renormalization [55,56] of the electron mass is
performed, improving over [20]. We review the main steps
here; more details may be found in [20].
Equation (9) is infinite-dimensional. To reduce the

equation to a finite-dimensional problem a truncation of
the basis should be implemented. We are in this paper
interested in transitions between the physical electron state
and its excitations, which are scattering states, due to the
interaction introduced by a background field. For simplicity
we retain only the first two Fock sectors jei and jeγi, which
are enough to give a description of the photon emitted from
the electron excited by the background field. In this
approximation, the physical electron and photon states
have the form, with # indicating some coefficients,

jeiphys ¼ #jei þ #jeγi; jγiphys ¼ #jγi: ð10Þ

This truncation of the Fock space implicitly assumes that
higher Fock sectors give decreasing contributions to the

low-lying eigenstates, in which we are most interested; one
motivation for this is the success of perturbation theory in
QED, and further details of this approximation to the
physical states will be discussed in Sec. IV C.
We now characterize the single-particle Fock sector

states themselves. These carry four quantum numbers,
ultimately corresponding to three momentum components
and a spin or helicity. The first quantum number k labels the
longitudinal momentum pþ of the particle. We compactify
the longitudinal direction x− on a circle of length 2L and
impose (anti)periodic boundary conditions on (fermions)
bosons. The longitudinal momentum pþ therefore takes the
discrete values

pþ ¼ 2π

L
k; ð11Þ

where the dimensionless quantity k ¼ 1; 2; 3;… for bosons
(neglecting the zero mode) and k ¼ 1

2
; 3
2
; 5
2
;… for fermions.

The next two quantum numbers n and m are those of a 2D
harmonic oscillator (2D-HO) in the transverse plane, of
mass M and frequency Ω. These numbers therefore encode
the transverse momenta. The 2D-HO eigenstates have the
corresponding eigenvalues

En;m ¼ ð2nþ jmj þ 1ÞΩ: ð12Þ

Note though that the only parameter of the 2D-HO that
enters the eigenstates is the scale parameter b ≔

ffiffiffiffiffiffiffiffi
MΩ

p
; for

details see Appendix C. The fourth and final quantum
number λ is the light-front helicity of the particle. We write
ᾱ ¼ fk; n;m; λg as a shorthand for the four quantum
numbers and define the corresponding single-particle state
as jᾱi [20]. These states are chosen so as to preserve as
many symmetries of the Hamiltonian as possible, and thus
simplify calculations in BLFQ. Compared with a standard
plane-wave basis, the 2D-HO basis preserves rotational
symmetry in the transverse plane, even in the finitely
truncated BLFQ basis. The shortcoming of the 2D-HO
basis states is that they are not eigenstates of momentum
and consequently it becomes difficult to separate the
relative motion from the center-of-mass motion. We will
however identify a method to resolve this, in Sec. IV D. For
more details of the symmetries of the QED Hamiltonian
and the basis, see [20,57]. To construct N-particle states
jᾱNi, we simply take the direct product of single-particle
states jᾱNi ¼⊗ jᾱi. The working BLFQ basis jαi is then
the direct sum of all single- and multiparticle states retained
within after the Fock truncation.
Even with the restriction in Fock number, the parameters

in ᾱ (aside from the helicity) are still unbounded and must
also be truncated. To impose this, we introduce two
parameters Ktotal and Nmax with which to truncate the
BLFQ basis in the longitudinal and transverse directions
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respectively. For the longitudinal degrees of freedom, Ktotal
is defined by

Ktotal ¼
X
i

ki; ð13Þ

where the sum runs over all single-particle states. If the
total longitudinal momentum is conserved, as is the case in
this paper, then only a single Ktotal is enough to describe the
system. Furthermore, because the light-front wave func-
tions are functions of longitudinal momentum fractions
xi ¼ ki=Ktotal, rather than longitudinal momenta them-
selves, larger Ktotal only provides a finer description of the
system.
In the transverse plane, we define the total transverse

quantum number for a BLFQ basis state jαi as

Nα ¼
X
i

2ni þ jmij þ 1;

where the sum again runs over all particles in the state. All
the retained basis states satisfy

Nα ≤ Nmax: ð14Þ

Physically, Nmax limits the total “energy” of 2D-HO states
summed over all particles. Nmax is specified globally across
all Fock sectors to ensure that the transverse motion in
different Fock sectors is truncated at the same energy. As a
result, Nmax determines both the UV and IR cutoffs for the
transverse basis; for details, see [58,59].
At this stage we have a finite basis in which to work.

Working in the BLFQ basis jαi we can diagonalize the
Hamiltonian in order to find the QED eigenstates jβi and
eigenvalues P−

β satisfying the time-independent Schrödinger
equation (9). [It is straightforward to obtain the matrix
elements in the BLFQ basis by using the commutation
relations of the creation and annihilation operators of the
Fock states; see the Appendix, Eq. (B9).] From there, matrix
elements hβ0jVIjβi as in Eq. (6) are easily calculated in
terms of the wave function hαjβi; for more details see
Appendix D.

III. PARTICLE IN AN EXTERNAL FIELD

In this section, we consider the simplest limit of our
system, namely single particles in an external field. In the
language of tBLFQ, this means that we retain only the
single-electron sector jei in our calculations, neglecting
the electron-photon sector jeγi (and others). In doing so, we
effectively turn off dynamical photon generation and
absorption. These will be reinstated in Sec. IV.
A general background field generates four new inter-

action terms in the full light-front Hamiltonian of QED,
given in full in Eq. (A2). Three of these vanish if we can
represent the background by a potential having only a

single, longitudinal, component A−. We make this sim-
plifying assumption from here on; note that there remains a
large amount of freedom in the choice of the background
field. Our choice is motivated by the desire to go beyond
previous tBLFQ results [20] and include field dependence
on the transverse coordinates x⊥. Consider then an
“axicon” laser beam propagating in the z-direction. The
beam has a radially polarized electric field and an azimu-
thally polarized magnetic field, both transverse to the
propagation direction. This implies the vanishing of the
electric field on the symmetry, or z, axis [60,61]. Typically
one takes the transverse fields to go like ∼jx⊥j exp−jx⊥j2.
Axicon beams also have longitudinal fields (i.e. fields
pointing in the z-direction) with essentially the same
temporal (or xþ) dependence as the transverse fields, but
which are suppressed relative to the transverse by a small
focusing parameter. Thus a toy model of an axicon beam
can be given by ignoring the longitudinal fields, and taking
the potential to be

eAμðxÞ ¼ δμ−
mea0ffiffiffi

π
p exp

�
−
1

2
b2l x

⊥x⊥
�
fðxþÞ; ð15Þ

in which fðxþÞ encodes the time dependence of the field;
a0 is a dimensionless amplitude, and bl is a width. We will
set f ≡ 1 to begin with, reintroducing explicit time
dependence in Sec. V. Figure 1 shows the resulting,
transverse, electric and magnetic fields. These are radially
and azimuthally polarized respectively (as desired),
orthogonal and of equal magnitude at every point. The
transverse field profile as a function of bl is also shown.
A further motivation for this choice of background is that

its symmetries match well with those of the BLFQ basis;
the potential (15) is proportional to the lowest order 2D-HO
eigenstate Φ00 in coordinate space (recall f ≡ 1 for now
and see Appendix C for details on the basis),

eAμðxÞ ¼ δμ−
mea0
bl

Φbl
00ðx⊥Þ: ð16Þ

The classical physics of a particle in the model axicon field
above is straightforward. Consider a particle near the
symmetry axis. Depending on its charge, or equivalently
the sign of a0, the particle is either repelled from or
attracted to the axis. In the former case, see the right-hand
panel of Fig. 1, the particle will be accelerated into the
weak-field region and then drift outward at some acquired
velocity. Particles of opposite charge will be attracted to the
symmetry axis, which is also a weak field region, but will
overshoot, and may then be attracted back again, oscillating
around the axis. This intuition will help us analyze the
results of the tBLFQ calculation, below.

A. Time-evolution in tBLFQ

We now give the first tBLFQ calculation. We begin with
a single-electron state and consider its evolution in the
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axicon background above. We take the longitudinal
dependence of the initial state to be a plane wave of
momentum pþ. As the background has no longitudinal
position dependence, longitudinal momentum pþ is con-
served (both classically and quantum mechanically). Thus
we need only consider the physics of the transverse
directions. For the transverse degrees of freedom, we take
the initial wave function to be a normalized Gaussian wave
packet, also proportional to the HO eigenstateΦb

00ðx⊥Þ. We
will take the initial state width bi to be equal to electron
mass me because it is the only mass scale in QED. Hence
the electron is localized to within ∼me in transverse
momentum space and ∼1=me in transverse position space.
We evolve the wave function in time numerically by

solving the Schrödinger equation (4) using the MSD2
scheme described above. This gives the wave function at
each time step. In our calculation, the width of the 2D-HO
basis in the transverse plane b is chosen to coincide with the
width of the initial state bi ¼ me, in order to improve
convergence. The mod-square of the wave function then
gives the particle probability distribution in either coor-
dinate or momentum space, as desired. (See [62] for a
comprehensive discussion of the position operator in light-
front quantization, and [63] for an application to radiation
reaction in the front form.)
Figure 2 shows the time-evolution of the wave packet for

a0 > 0. (The background field Hamiltonian conserves
angular momentum Lz, and our initial state is rotationally
symmetric; hence it is enough to pick a slice through the
transverse plane.) As time passes, the wave packet is
dispersed and repelled from the origin, with the initial
peak of high probability density being pushed to large
transverse positions. This is the analog of the classical
repulsion described above. We can also make a more

quantitative check against the classical theory, as follows.
The classical equations of motion reduce, in the transverse
directions, to the coupled ordinary differential equations

ẍ⊥ ¼ mea0b2l
2pþ ffiffiffi

π
p x⊥ exp

�
−
1

2
b2l x

⊥x⊥
�
; ð17Þ

where a dot indicates an xþ derivative. We numerically
integrate this equation for a large number of initial
conditions sampled from the same Gaussian position
and momentum space distributions as define the wave
packet in the quantum calculation. The idea is then to track
the position of the peak of the time-evolved distribu-
tion, expecting that this would be reproduced to some

FIG. 1. Left: transverse electric and magnetic fields of the background, shown as solid and dashed lines respectively, as a function of
the transverse coordinates. Parameters: a0 ¼ 1; bl ¼ me. The two fields are of the same magnitude and are perpendicular at every point.
Right: transverse electric field for different widths bl. As bl increases the field becomes narrower in position space, but reaches higher
peak values.

FIG. 2. A single electron initially in a HO basis state is evolved
through time in the axicon background with a0 > 0. The wave
packet is dispersed from the origin, effectively feeling a repulsive
electromagnetic field. Parameters: Nmax ¼ 200, Ktotal ¼ 10.5,
b ¼ me, bl ¼ me, a0 ¼ 10, bi ¼ me, pþ¼ 10.5 MeV.
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approximation by the peak of the quantum wave packet,
where the probability density is highest. We find that the
peak of the distribution shifts, in position space, out to jx⊥j ≈
5.5 MeV−1 at xþ ¼ 8 MeV−1 and to jx⊥j ≈ 8 MeV−1 at
xþ ¼ 12 MeV−1, in good agreementwith the peak positions
in the tBLFQ calculation; see Fig. 2. This is a very simple
check, but it gives us confidence that we are capturing the
correct physics both qualitatively and quantitatively.
In the quantum theory there is of course wave packet

spreading even without an external field. We therefore
continue to the case of a0 < 0, all other parameters
constant. This amounts to changing the sign of the
electromagnetic field or, in this system, exchanging par-
ticles for antiparticles. The results are shown as a series of
snapshots in Fig. 3. In this case the initial wave packet is
first compressed to the origin, with the probability density
increasing there, before expanding back out, and being
recompressed toward the origin. This competition between
wave packet focusing and spreading [61] naturally reflects
the expected classical dynamics. The behavior initially
appears reminiscent of that of a harmonic oscillator in a
potential trap. However, the Gaussian falloff of our back-
ground means that there is no true trapping, and for large
times the probability density around the origin falls to zero.

IV. PHOTON EMISSION

In the section above we discussed the time-evolution of a
single electron in a background field, including only the jei
Fock state in the tBLFQ calculations. This represents the
center-of-mass (CM) motion (in that it resembles the CM
motion in nonrelativistic mechanics, as will be explained
below). In this section, we add the second simplest Fock
sector jeγi, with whichwe can study the photon emission and
absorption. We are mainly interested in the production
(stimulated by the background) of a physical photon from
a physical electron, and the relative motion between them.
However, theCMspectrum is continuous and typicallymixed
with the relative motion, making the full energy spectrum
difficult to handle, even in a discrete basis. Fortunately, in
BLFQ, it is possible to factorize the CM and the relative
motion. By adopting the “Lagrange multiplier” method
[64,65], we can isolate and study only the relative excitation.
As discussed in Sec. II, time-evolution is naturally studied

in the tBLFQ basis jβi of QED eigenstates defined in Eq. (9).
Calculations would be made even simpler if this basis had the
property of factorization, such that the CM and relative
motion could be separated, for then it would be possible to
perform the calculation in the space of “relative” variables.

FIG. 3. For a0 < 0, the same initial state as in Fig. 2 is first attracted to, and then shows oscillations around, the origin. Parameters:
Nmax ¼ 200, Ktotal ¼ 10.5, b ¼ me, bl ¼ me, a0 ¼ −10, bi ¼ me, pþ¼ 10.5 MeV.
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In the absence of a background (as in BLFQ), the wave
function can indeed be factorized—the problem we must
confront is that this may not be true in a background field (as
in tBLFQ). Indeed the CMmotion is mixed with the relative
motion, in which we are mainly interested.
In what follows, we will in Secs. IVA and IVB describe

the factorization in BLFQ, and then argue that we can
approximately evolve (using tBLFQ) the system inside its
CM frame, for simplicity. In Sec. IV C we define some
useful observables which encode the physics of interest
before going on to study their time dependence in Sec. IVD.

A. Factorization in the tBLFQ basis

In the light-front framework, the transverse boosts have
the same algebra as the Galilean boosts, which implies that

the CM motion can be decoupled from the relative motion
as in nonrelativistic many-body systems [27], with the
longitudinal momentum fraction xi ¼ pþ

i =P
þ playing the

role of the nonrelativistic mass. Thus the CM position is
defined as R⊥ ¼ P

i xix
⊥
i , where x⊥i is the single-particle

coordinate. These features allow us to factorize the CM
motion and the relative motion as in nonrelativistic quan-
tum mechanics.
The QED Hamiltonian P−

QED (not including terms
related to the background field) commutes with the CM
(total) momentum P⊥ as well as the CM Hamiltonian
ðP⊥Þ2=Pþ. They therefore have simultaneous eigen-
states, and the corresponding wave function can be
factorized:

in the jei sector; Ψðp⊥
1 ; k1; s1Þ ¼ hp⊥

1 ; k1; s1jβi ¼ ϕCMðp⊥
1 Þψ relðk1; s1Þ;

in the jeγi sector; Ψðp⊥
1 ; p

⊥
2 ; k1; k2; s1; s2Þ ¼ hp⊥

1 ; p
⊥
2 ; k1; k2; s1; s2jβi ¼ ϕCMðP⊥Þψ relðq⊥; k1; k2; s1; s2Þ; ð18Þ

where 1 (2) represents the electron (photon); P⊥ ¼ p⊥
1 þ

p⊥
2 is the CM momentum and q⊥ ¼ x2p⊥

1 − x1p⊥
2 is the

relative momentum in the transverse directions.
In general, this factorization will not be preserved when a

finite (truncated) basis is used. There is however amethod by
which to retain exact factorization in finite truncation [57], as
follows. We introduce a “modified CM Hamiltonian” HCM
defined by [57,66]

HCM¼
�X

i

p⊥
i

�
2

þb4
�X

i

xix⊥i
�

2

¼ðP⊥Þ2þb4ðR⊥Þ2:

ð19Þ

We then subtract from the QED Hamiltonian P−
QED the real

CM motion ðP⊥Þ2=Pþ, and replace it with HCM, as so:

P−
QED → P−

QED −
ðP⊥Þ2
Pþ þ λ

Pþ ðHCM − 2b2Þ; ð20Þ

in which the term −2b2 subtracts the zero-point energy, and
λ > 0 is a Lagrange multiplier [64,65]. Unlike the original
CMHamiltonian, themodifiedHCM commuteswithP−

QED in
finite truncated BLFQ bases. As a result, exact factorization
of the wave function is achieved, despite the finite truncation
[57]. Furthermore, by modifying the CM Hamiltonian as
above, we lift the nonzero CM excitations by 2λð2N þ
jMjÞb2=Pþ without altering the part of the spectrum with
N ¼ M ¼ 0, i.e. the part without CM excitation. By choos-
ing a sufficiently large λ, we lift all the CM excitations
beyond the highest relative excitation of interest and thus we
obtain the desired excitation spectrum of the relative motion.
Now, the modified CM Hamiltonian commutes with the

full Hamiltonian; hence their common eigenstates and the

CM motion have definite N and M. The two-particle wave
function can thus be factorized as

Ψðp⊥
1 ;p

⊥
2 ;k1;k2;s1;s2Þ¼ Φ̃b

NMðP⊥Þψ relðq⊥;k1;k2;s1;s2Þ;
ð21Þ

where Φ̃b
NM is the CM motion wave function and a HO

eigenstate (see Appendix C) with b ¼ me ¼ 0.511 MeV;
ψ rel is the relative wave function, which we will ultimately
use to construct observables. This relative wave function
can be expanded in the HO basis as

ψ relðq⊥; k1; k2; s1; s2Þ ¼
X
nm

fnmk1k2s1s2Φ̃
bb
nmðq⊥Þ; ð22Þ

where the width bb ≔
ffiffiffiffiffiffiffiffiffi
x1x2

p
b, and an x dependence is

introduced for the exact factorization in finite truncated bases
[57]. The xj are the longitudinal momentum fractions of the
electron, x1 ¼ k1=ðk1 þ k2Þ, and the photon, x2 ¼ 1 − x1.
The coefficients f can be obtained by the Talmi-Moshinksy
transformation [57,67,68],which is typically used to separate
the CM motion and the relative motion in the HO basis.

B. Relative motion in a background field

In the presence of a background field, the full Hamiltonian
P−ðxþÞ ¼ P−

QED þ VðxþÞ may not commute with the CM
Hamiltonian ðP⊥Þ2=Pþ. In this case there is no longer an
exact factorization of the wave function as in Eq. (18). This
means that the relative motion will be affected by the CM
motion and thus cannot be studied separately.
As presented in Fig. 4, however, the CM motion evolves

much faster than the relative motion (in that the momentum
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distribution of the CM motion expands to places with
higher momentum more quickly) in a field with a0 ¼ 200.
We argue that their time-evolutions occur at different
timescales and thus make an approximation that the wave
function of the system can be factorized into a CM part and
a relative part even in this background field and study them
separately. We make a further approximation by showing as
follows that we can neglect the change of the background
field the relative motion “feels” induced by the CMmotion.
At every instant, we can always expand the factorized wave
function of the system in terms of components with definite
CM momenta. For every component with a definite CM
momentum, its relative motion is effectively evolved in a
CM frame in a background field that would be obtained by
the boost, which takes the CM momentum to zero, of the
background field (15). Now, because the background (15)
has only a longitudinal component, it is left invariant under
a boost in the transverse directions,

Aþ → Aþ; A⊥ → A⊥ þAþC⊥;
A− → A− þA⊥ · C⊥ þAþC⊥2; ð23Þ

where the C⊥ are dimensionless numbers that depend on
the boost. What we should consider is the change of field
caused by the displacement of the field from the origin in
the CM frame. For now, we neglect this displacement of the
background field. This approximation is valid at the
beginning of the time-evolution during which the displace-
ment is small. We can then simply evolve the system inside
the subspace with no CM motion, that is the subspace
N ¼ M ¼ 0, with the original background field in Eq. (16).
This is equivalent to saying that we only evolve the relative
wave function ψ rel in Eq. (21).

In the future work, we plan to expand our basis by
including nonzero N and M, i.e. nonzero CM excitations.
Thereby we can have an accurate description of the CM
motion as well as the relative motion coherently and
simultaneously.

C. Observables

We retain, from the whole Fock space, only the jei and
jeγi Fock sectors. In the latter, we can study photon
emission and the relative motion between the electron
and the emitted photon. However, the jeγi sector also
contains nonphysical photons, namely those “bare” pho-
tons which contribute to the physical electron. These are
not real photons that are emitted and can be measured by a
detector. However, we find in our calculations that the
excited states of P−

QED are dominated by the jeγi sector; the
overlap of excited states with the jei sector, mod-squared,
being less than 10−3 at Nmax ¼ 100; Ktotal ¼ 10. This
implies that the electron and the photon are weakly
coupled, and therefore we approximate the excited states
(of P−

QED) as scattering states of a physical electron and a
physical photon. In this paper, we focus on the physical part
of the wave function Ψ̄ which is obtained by projecting out
the physical electron state

Ψ̄ðp⊥
1 ; p

⊥
2 ; k1; k2; s1; s2; x

þÞ
≔ hp⊥

1 ; p
⊥
2 ; k1; k2; s1; s2jðI − jeiphyshejphysÞjΨ; xþiS;

ð24Þ

where jeiphys is the physical electron state; jΨ; xþiS is the
Schrödinger picture state vector obtained by using Eqs. (4)
and (5). Physically, this eliminates the nonphysical bare
photon contribution. It is easiest to achieve the projection in

FIG. 4. Time-evolutions of the CM momentum probability density and the (relative) transverse momentum distribution (TMD),
presented in the left and right panels respectively. The CMmomentum increases at a much faster rate than the relative momentum as time
passes. More details of TMDs will be discussed in the text. In the left panel Nmax ¼ 400 and the initial state is a normalized Gaussian
wave packet with a width b ¼ 0.511 MeV; in the right panel Nmax ¼ 100 and the initial state is the physical electron state. Other
parameters are the same: Ktotal ¼ 10.5, bl ¼ me, a0 ¼ 200, Pþ¼ 10.5 MeV.
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the jβi basis, where it corresponds to simply dropping the
lowest component of the wave function.
It would be desirable to obtain the scattering matrix in

tBLFQ; however, the systematic construction of “out
states” [16] is a topic for future work. In this paper we
instead concentrate on two observables at finite time. They
are the longitudinal momentum distribution (LMD), which
describes the longitudinal motion, and the transverse
momentum distribution (TMD), which describes the trans-
verse motion.1 These are defined in terms of the physical
part of the relative wave function as

LMDðx1; xþÞ ≔
X
s1s2

Z
d2q⊥
ð2πÞ2 jψ̄ relðq⊥; k1; k2; s1; s2; xþÞj2;

x1 ¼
k1

k1 þ k2
; ð25Þ

TMDðq⊥;x1;xþÞ≔
X
s1s2

jψ̄ relðq⊥;k1;k2;s1;s2;xþÞj2; ð26Þ

in which the relative wave function ψ̄ rel is obtained by a TM
transformation from the two particle wave function (24), as
in Eqs. (21) and (22). The meaning of the LMD is that it
gives the probability of finding a scattered electron-photon
state with an electron longitudinal momentum fraction
x1 ¼ k1=ðk1 þ k2Þ. The TMD tells us the probability of
finding the scattered electron-photon states with relative
transverse momentum q⊥, and momentum fraction of the
physical electron, x1. If, in Eq. (26), we drop the sum over
s1 and s2 then we obtain a spin-dependent TMD. If the
TMD (26) is integrated over q⊥ then we recover the
LMD (25).

D. Time-evolution in tBLFQ

In this section we discuss the time-evolutions of the
LMD and the TMD, as defined above. We start with the
physical electron state, which is the lowest eigenstate of
P−
QED without the background field. Evolving this state in

time, with the background (16) present, we obtain the wave
function at each time step. (This is performed numerically
using the MSD2 scheme described in Sec. II A.)
Equations (25) and (26) then tell us how to extract the
time-evolutions of the LMD and the TMD, respectively.
In order not to overcomplicate the presentation and

obtain a broad overview of the physics involved, we start
by considering a simple quantity, namely the probability to
find a physical photon of any (longitudinal or transverse)
momentum; this is obtained by integrating the LMD over
all longitudinal momentum fractions x1. Figure 5 shows
this probability as a function of time in backgrounds with

a0 ¼ �200, i.e. fields which give, broadly speaking,
repulsive and attractive forces to the electron, respectively.
Initially, at light-front time xþ ¼ 0, there is only a physical
electron, and no physical photons; hence the probability
starts from zero. As time passes the probability increases as
electrons are raised to excited states by the background.
Initially, the probability of photon emission is independent
of the sign of a0, but at later times the sign of the field
begins to have an effect. As can be seen in the figure, all the
curves show a similar trend—the probability of photon
emission increases, but with small oscillations. This reflects
the exchange of energy/momentum back and forth between
the electrons and produced photons as time passes. We
observe that, numerically, these oscillations come from
the matrix element hlowest statejVjlowest statei, which is
significantly bigger than the other matrix elements.
Wenow turn towhat are essentially thedifferential photon

emission probabilities. We begin by studying, through the
TMD, the time-evolution of only the transverse motion of
the physical electron, fixing k1 ¼ 5.5, i.e. the longitudinal
momentum fraction x1 ¼ 5.5=10.5 ≈ 0.52. We will study
how this depends on Nmax and a0. Finally, we will reinstate
the longitudinal dependence, allowing us to study the time-
evolutions of TMDs with different longitudinal momentum
fractions x1 and the LMD. A comparison of the time-
evolution of TMDs obtained in tBLFQ and perturbation
theory, in the limit ofweak background fields, is discussed in
Appendix E.

1. Nmax dependence

We should of course address how our results depend on
the various parameters defining our basis. Here we focus on
Nmax, which is a truncation parameter for transverse
degrees of freedom. It limits the energy (12) of the 2D-
HO basis. In a basis with a larger Nmax, we have a higher

FIG. 5. Probability to find electron-photon states, or rather the
probability of photon emission. This probability initially in-
creases with time. The later oscillations are discussed in the
text. Parameters: Nmax ¼ 100 and 60, Ktotal ¼ 10.5, bl ¼ me,
a0 ¼ �200, pþ¼ 10.5 MeV.

1Since the momentum distribution is more commonly mea-
sured in experiments, we will focus on the distribution in
momentum space in the remainder of the paper.
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FIG. 6. Time-evolution of the TMD in two bases with (left) Nmax ¼ 60 and (right) Nmax ¼ 100. All other parameters are the same in
both calculations: Ktotal ¼ 10.5, bb ¼ 0.50me, bl ¼ me, a0 ¼ 200, x1 ¼ 0.52, pþ¼ 10.5 MeV. Initially there is only a physical
electron. As time passes, the transverse momenta are excited to higher values. For the smaller basis (left-hand panel), the excitations hit
the UV cutoff (at around 2.6 MeV) at a time xþ ≈ 1.2 MeV−1, whereas for the larger basis (right-hand panel), the UV cutoff (now at
3.4 MeV due to the largerNmax) at a later time of xþ ≈ 1.6 MeV−1. Overall, there is little difference between the curves until they hit the
UV cutoff. Beyond the corresponding “cutoff” times, the curves are no longer reliable.

FIG. 7. Time-evolution of TMDs. In all plots, Nmax ¼ 100, Ktotal ¼ 10.5, bb ¼ 0.50me, bl ¼ me, x1 ¼ 0.52. In the left-hand column,
a0 ¼ −200; in the right-hand column a0 ¼ 200. Longitudinal momentum Pþ decreases from Pþ¼ 10.5 MeV to Pþ¼ 1.05 MeV as we
move from the upper to the lower row. In the left column (attractive field), as Pþ decreases, the higher momentum excitations decrease.
Contrastingly, in the right column (repulsive field), the higher momentum excitations increase as Pþ decreases.
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UV cutoff, proportional to
ffiffiffiffiffiffiffiffiffiffi
Nmax

p
, and a lower IR cutoff,

proportional to 1=
ffiffiffiffiffiffiffiffiffiffi
Nmax

p
in momentum space [20]. Thus,

larger Nmax offers a more complete description of the
system. However, Fig. 5 shows that the time-evolution of
the probability of photon emission only depends weakly on
Nmax, at least initially.

2

Figure 6 shows the time-evolution of a TMD in the
background (16) with a0 ¼ 200. The two panels show the
same calculation performed for two values of Nmax, namely
60 (left) and 100 (right). Now, while the background does
not couple directly to the photon, it can excite the electron to
higher excited states in which the relative motion between
the electron and the photon ismore significant; this is clear in
the figure. As is shown by comparing the two panels, the
overall shape of the TMD is not strongly dependent onNmax,
with the main difference being that for the larger Nmax the
curve is smoother, since the resolution is better. This is,

however, all provided that the momentum excitations do not
reach the “boundary” implied by the UV cutoff of the basis,
beyond which the results are subject to truncation artifacts.
For the larger basis, the curves hit the (larger) cutoff at later

FIG. 8. Spin-resolved probability of finding electron-photon states. In all plots, Nmax ¼ 100, Ktotal ¼ 10.5, bl ¼ me. In the left-hand
column, a0 ¼ −200; in the right-hand column a0 ¼ 200. Longitudinal momentum decreases from Pþ¼ 10.5 MeV to Pþ¼ 1.05 MeV
as we move from the upper to the lower panels. At higher momentum, the probability of finding any particular spin configuration
increases faster for a0 > 0 than for a0 < 0. At lower momentum, the curves show more differences between a0 > 0 and a0 < 0.

FIG. 9. Time-evolution of the invariant mass of the physical
electron in background fields (the initial invariant mass
me ¼ 0.511 MeV is subtracted). As time passes, the invariant
mass is excited to higher values in all cases. Other parameters:
Nmax ¼ 100, Ktotal ¼ 10.5, bl ¼ me.

2In our calculation, we retain only the lowest 1921 (1121)
eigenstates of P−

QED, which have no CM excitation, for
Nmax ¼ 100, Ktotal ¼ 10 (Nmax ¼ 60, Ktotal ¼ 10); this means
that we retain the states with invariant mass less than 6.67 MeV
(5.02 MeV).
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times. (We remark thatwhile there exist “rescaling”methods
[69] which improve the convergence of the wave function
destroyed by the Fock-sector truncation, we need not use the
method in this paper because of the good convergence of our
results with Nmax.)

2. a0 dependence and P+ dependence

Following the above, we now fix Nmax ¼ 100. In Fig. 7
we consider the dependence of the TMD on the sign of a0,
i.e. on whether the background is attractive or repulsive,
and on the total longitudinal momentum of the physical
electron Pþ. We begin with Pþ ¼ 10.5 MeV as shown in
the upper two panels of the figure. In the left-hand panel,
a0 ¼ −200 and the field is essentially attractive. In the
right-hand panel, a0 ¼ þ200 and the field is repulsive. In
both cases, as time passes, TMDs become distributed
across an increasingly broad range of momenta. TMDs
are almost identical for short times, while for longer larger
times there are, by time xþ ¼ 1.6 MeV−1, slightly more
higher momentum excitations for a0 > 0. (In both cases the
curves hit the boundary at about xþ ¼ 1.60 MeV−1 and are
then subject to artifacts.)

Figures 5 and 7, as well as Figs. 8 and 9 below, all show
that the short-time evolution of the physical electron is not
strongly dependent on the sign of the background, at least
for Pþ¼ 10.5 MeV.We attribute this to the large light-front
momentum chosen, implying high energy, for which
accelerated charges emit in a narrow cone around their
forward direction (instantaneous synchrotron radiation
[70]); hence it makes little difference whether the back-
ground is attractive or repulsive.
In order to accentuate the differences due to the sign of

a0, we therefore reduce the total longitudinal momentum
Pþ by changing the length of the circle in Eq. (11) from3

L ¼ 2π MeV−1 to L ¼ 20π MeV−1. As a result, Pþ
becomes equal to 0.1Ktotal in units of MeV. The resulting
time-evolution of the electron with this smallerPþ is shown
in the lower panels of Fig. 7 (see also Figs. 8 and 9, below).
In this figure Ktotal ¼ 10.5 but the longitudinal momentum
Pþ equals 10.5 or 1.05 MeV. As expected, there are larger

FIG. 10. Time-evolution of the LMD. In all plots, Nmax ¼ 100, Ktotal ¼ 10.5, bl ¼ me. In the left-hand column, a0 ¼ −200; in the
right-hand column a0 ¼ 200. Longitudinal momentum Pþ decreases from Pþ¼ 10.5 MeV to Pþ¼ 1.05 MeV as we move from the
upper to the lower row. In all the panels the distributions continue to increase with time at almost every electron longitudinal momentum
fraction x1. In the left column (attractive field), as Pþ decreases, the smaller x1 excitations decrease. Contrastingly, in the right column
(repulsive field), the smaller x1 excitations increase as Pþ decreases.

3The choice of L ¼ 2π MeV−1 allows the longitudinal quan-
tum number k to be interpreted as the longitudinal momentum in
units of MeV.
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differences visible in the plots for opposite signs of a0 when
Pþ is smaller.

3. Time-evolution in different spin components

Figure 8 shows the spin-resolved probability of photon
emission. We consider the electron/photon spin configura-
tions ↑↑, ↑↓, ↓↑. (The ↓↓ contribution is zero and not
included in the plots.) As seen in each of the four panels, the
spin-flip component ↓↑ is very small. The reason for this is
that the background does not directly change the particle
spin, and the spin-flipmatrix elements from the background-
free parts of the QED Hamiltonian are small [54]. Figure 8
also shows that there is amore significant dependence on the
sign of the field for smaller Pþ than for larger, as was also
observed above. Note that if we sum over all the spin
configurations, we recover Fig. 5 as we should.

4. Invariant mass time-evolution

The invariant mass is defined as M2 ¼ P2 ¼ ðpe þ pγÞ2
and therefore its expectation value is

hM2i ¼
X
β

jcβðxþÞj2P−
βP

þ; ð27Þ

where cβðxþÞ ¼ hβjΨðxþÞi is the wave function in the jβi
basis. (Again, the transverse momentum is not included
since the CM motion in the transverse directions has been
eliminated.) Figure 9 shows the time-evolution of the
expectation value of the invariant mass of the physical
electron (the initial massme ¼ 0.511 MeV is subtracted) in
the presence of background fields, with a0 ¼ �200.
Initially, there is only a physical electron, but as time
increases a photon can be produced, which also contributes
and increases the invariant mass. The increase in the
invariant mass also means that energy is being injected
into the system by the background.
While the invariant mass in Fig. 9 increases for both signs

of a0, the increase is faster for a0 > 0. This is because,
recalling that the electrons are initially centered around the
origin, the repulsive background drives electrons outward
toward the strong parts of the field, while in an attractive
background the electrons are kept near the origin, where the

FIG. 11. Time-evolution of TMDs for longitudinal momentum fractions x1 ¼ 0.33, 0.52, 0.71, and 0.90, as indicated in each plot; the
corresponding widths of the HO basis are bb ¼ 0.47me; 0.50me; 0.45me, and 0.29me. Other parameters: Nmax ¼ 100, Ktotal ¼ 10.5,
bl ¼ me, a0 ¼ 200, pþ¼ 10.5 MeV. Two obvious differences between the plots (noting the different scales on both the horizontal and
vertical axes) are that the larger x1 electrons have larger probabilities of being excited and that the distributions are excited to higher
momentum more quickly for TMDs with smaller x1.
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field is weak. Again, the differences between a0 > 0 and
a0 < 0 are accentuated by decreasing Pþ.

5. Reinstating the longitudinal degrees of freedom

As discussed in Sec. III, there is no longitudinal coordi-
nate dependence in our background field (16) and so the
total longitudinal momentum of the system is conserved
even in the presence of the background field. However,
since the QED interaction couples the transverse and
longitudinal degrees of freedom, the relative fraction of
the total (conserved) longitudinal momentum each particle
carries can change as time passes. In this section we study
the longitudinal degrees of freedom.
In fact, we will begin with the longitudinal degrees of

freedom only, by integrating out the transverse degrees of
freedom and considering the longitudinal motion of the
electron-photon state (LMD) and its dependence on the
background field. Figure 10 shows the time-evolution
of LMD in backgrounds with both a0 > 0 and a0 < 0
(left- and right-hand columns respectively). In the upper
and lower rows we use total longitudinal momenta
Pþ¼ 10.5 MeV and Pþ¼ 1.05 MeV respectively. The

probability at (almost) every x1 increases with time in
background fields with both a0 > 0 and a0 < 0. As
shown in the left column (a0 ¼ −200), there are fewer
small x1 excitations as we reduce the total longitudinal
momentum (from the upper to the lower panel). By
contrast, in the right column (a0 ¼ 200), there are more
low x1 excitations as we reduce the total longitudinal
momentum (from the upper to the lower). This is because
the photons with higher transverse momentum (see
Fig. 7) tend to have higher longitudinal momenta, which
results in low electron momenta, i.e. small x1.
Next, we consider the time-evolution of TMDs in four

different k1 ¼ 3.5, 5.5, 7.5, and 9.5, i.e. four different
longitudinal momentum fractions of the electron, x1 ≈ 0.33,
0.52, 0.71, and 0.90. They are shown in Fig. 11. As time
passes, basis states with higher momenta are populated. One
significant difference between the four panels is that the
larger x1 electrons have larger probabilities of being excited
(note the scale of the y-axes), meaning that the generated
photons tend to have small longitudinal momenta. To ex-
plain this, consider the following approximation of the in-
variant mass s2 ≡ P2 of the outgoing electron-photon states:

FIG. 12. Time-evolution of the TMD in a time-dependent background field ða0 ¼ 1Þ with a time dependence fðxþÞ ¼ sinðωxþÞ in
which ω ¼ 1.92 MeV. Four panels show TMDs in increasing light-front time xþ. As time passes, only the excitation from the state with
ΔP− ¼ 2ω increases significantly. Other parameters: Nmax ¼ 160, Ktotal ¼ 1.5, bb ¼ 0.47me, bl ¼ me, x1 ¼ 0.33, Pþ¼ 1.5 MeV.
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s2 ¼ PþP− − ðP⊥Þ2 ≈ Pþ
�ðp⊥

1 Þ2 þm2
e

pþ
1

þ ðp⊥
2 Þ2
pþ
2

�
− ðp⊥

1 þ p⊥
2 Þ2

¼ ðp⊥
1 Þ2 þm2

e

x1
þ ðp⊥

2 Þ2
x2

− ðp⊥
1 þ p⊥

2 Þ2

¼ ðq⊥Þ2 þm2
e

x1
þ ðq⊥Þ2

x2
: ð28Þ

As Eq. (28) shows, because of the nonzero mass of the
electron, small x1 electrons carry more energy and therefore
the corresponding photons, with x2 ¼ 1 − x1, have a lower
probability of being excited. Another main difference
between the four panels in Fig. 11 is that the momenta
increase faster (note the scale of the x-axes) in panels with
smaller longitudinal momentum fractions. This is because,
as in BLFQ and perturbation theory [26], the physical
electron (our initial state) has broader TMDs in smaller x1;
in a Gaussian background field of width bl, the width of
TMDs does not change too much and therefore TMDs with
smaller x1 are still wider (move faster).

V. PHOTON EMISSION IN TIME-DEPENDENT
BACKGROUND FIELDS

In previous sections the background field was indepen-
dent of time; i.e. we took f ≡ 1 in (15). In such back-
grounds, the probability that the physical electron emits a
physical photon will naturally continue to rise as time
evolves (as will the relative momentum between the
electron and photon). In this section we add a time
dependence to the background field by taking fðxþÞ ¼
sinðωxþÞ in Eq. (15), where ω ¼ 1.92 MeV, chosen
such that the energy difference between the lowest state
and the 100th state (with energies labeled P−

1 and
P−
100) is P−

100 − P−
1 ¼ 2ω. We fix Ktotal ¼ 1.5 and

Nmax ¼ 160, and thus the basis in the transverse plane
is more complete4; as a result, the longitudinal momentum
fraction can only take one value x1 ¼ 0.5=1.5 ≈ 0.33.
In this section, we fix L ¼ 2π MeV−1 and therefore
Pþ¼ 1.5 MeV.

FIG. 13. Time-evolution of the TMD in a time-dependent background field ða0 ¼ 20Þ with a time dependence fðxþÞ ¼ sinðωxþÞ in
which ω ¼ 1.92 MeV. Four panels show TMDs in increasing light-front time xþ. At initial stages there is only the contribution from
state withΔP− ¼ 2ω, as time passes, the higher excited states increase as shown in the down two panels. Other parameters:Nmax ¼ 160,
Ktotal ¼ 1.5, bb ¼ 0.47me, bl ¼ me, x1 ¼ 0.33, Pþ¼ 1.5 MeV.

4In this section we retain the lowest 318 states, which means
that we retain the states with invariant mass less than 8.85 MeV.
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We consider two cases, a0 ¼ 1 and a0 ¼ 20, correspond-
ing to comparatively weak and strong backgrounds.
Figure 12 shows the TMD for the case a0 ¼ 1. The
TMD consists of, essentially, a single peak, the height of
which increases as time passes. The peak is located at an
energy difference, relative to the ground state, of ΔP− ¼
P−
β − P−

1 ¼ 2ω. (Recall that the excited states in jβi are
scattering states, and therefore appear as peaks in the
TMD.) This agrees well with Fermi’s golden rule.
We now increase the background field amplitude to

a0 ¼ 20, and Fig. 13 shows the resulting TMD. Initially, for
small elapsed time, there is only a single peak, again at an
energy corresponding to ΔP ¼ 2ω, as for a0 ¼ 1. As
time continues to pass, however, additional states are
excited, and further peaks appear in the spectrum. These
additional peaks are located at an energy difference of
ΔP− ¼ 4ω, 6ω, 8ω, and so on. These can be understood as
higher harmonics of the laser field, which are excited due
to the nonlinear interaction of the background with the
system.

VI. CONCLUSIONS AND OUTLOOK

In this paper, we have used tBLFQ to study the dynamics
of an electron interacting with an intense background field,
and its consequent emission of radiation (nonlinear
Compton scattering). Our chosen background was a model
of an axicon laser beam, which has a nontrivial spacetime
structure in the directions transverse to the beam propa-
gation. It is by including this structure that we have been
able to go beyond previous tBLFQ studies in this area.
Notably, the geometrical properties of the basis used in
tBLFQ seem particularly well matched with, and thus
suitable for the study of, the geometry of the considered
backgrounds.
In our analysis of nonlinear Compton scattering we

began with the acceleration of the electron in the back-
ground, within only the jei Fock sector included in the
calculation; the results agree with a sampling of the
classical calculation. Then, in the study of the relative
motion, we defined two useful observables. The first, the
LMD, gives the probability of finding a scattered electron-
photon state at some longitudinal momentum fraction. We
saw that the LMD increases with time for every value of the
longitudinal momentum fraction, implying that photons
can be generated at all possible longitudinal momenta. The
second observable, the TMD, gives the distribution of the
relative momentum between the electron and the photon in
the transverse plane. As time passes, TMDs increase with
the center of the distributions moving to higher momentum;
this implies that photons are being emitted from the
physical electron due to the presence of the background,
which naturally leads to an excitation in the relative motion
between the photons and the electrons.
We have considered fields which have spacetime

dependence on transverse position, and also fields which

depend additionally on (light-front) time; including also a
dependence on the remaining longitudinal dependence is
required to make the field fully realistic, of course. This
provides no real obstacle to tBLFQ, however, other than an
increase in numerical complexity, and will be considered
elsewhere.
Future research directions include the further develop-

ment of tBLFQ itself, and the study of other processes
[71,72]. For example, here we have included only the first
two Fock sectors (jei and jeγi), but in order to obtain a
complete picture of e.g. multiphoton emission in Compton
scattering, more Fock sectors are needed. Other potential
applications of tBLFQ include studying the time-evolution
of states in the strong electromagnetic fields generated by
heavy ion collisions and studying particle production
(the Sauter-Schwinger effect) in strong backgrounds.
Developments are also needed in the handling of the
center-of-mass motion. In Sec. IV B, we approximately
factorized the system in background fields. We further
approximated the system by studying only the relative
motion. In future improvements, we plan to expand our
basis by including the nonzero CM excitations, and
thereby we can have an accurate description of the CM
motion as well as the relative motion coherently and
simultaneously.
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APPENDIX A: LIGHT-FRONT FULL
HAMILTONIAN

We start with the QED Lagrangian

L ¼ −
1

4
FμνFμν þ Ψ̄ðiγμDμ −meÞΨ; ðA1Þ

in which the covariant derivative Dμ ≔ ∂μ þ ieðAμ þAμÞ
contains both the dynamical photon field and a background
field A. By taking the Legendre transformation, the full
light-front Hamiltonian may be obtained as [20]
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P− ¼
Z

d2x⊥dx− 1
2
Ψ̄γþ

m2
e þ ði∂⊥Þ2

i∂þ Ψþ 1

2
Ajði∂⊥Þ2Aj þ ejμAμ þ

e2

2
jþ

1

ði∂þÞ2 j
þ þ e2

2
Ψ̄γμAμ

γþ

i∂þ γνAνΨ

þ e2

2
Ψ̄γμAμ

γþ

i∂þ γνAνΨþ e2

2
Ψ̄γμAμ

γþ

i∂þ γνAνΨþ e2

2
Ψ̄γμAμ

γþ

i∂þ γνAνΨþ ejμAμ: ðA2Þ

The first line is the QED light-front Hamiltonian, P−
QED. The second line contains the new terms generated by the

background field and is labeled as V.

APPENDIX B: MODE EXPANSIONS OF THE FIELD OPERATORS

We adopt the following mode expansions in the plane-wave basis for fermion and gauge boson fields respectively:

ΨðxÞ ¼
X
λ

Z
dpþd2p⊥ffiffiffi
2

p ð2πÞ3 ðbðp; λÞuðp; λÞe
−ip·x þ d†ðp; λÞvðp; λÞeþip·xÞ; ðB1Þ

AμðxÞ ¼
X
λ

Z
dpþd2p⊥

ð2πÞ3
ffiffiffiffiffiffiffiffiffi
2pþp ðaðp; λÞϵμðp; λÞe−ip·x þ a†ðp; λÞϵ�μðp; λÞeþip·xÞ; ðB2Þ

where p · x ≔ 1
2
pþx− − p⊥ · x⊥ is the 3-product for the spatial components of pμ and xμ. The creation and annihilation

operators obey the (anti)commutation relations

½aðp; λÞ; a†ðp0; λ0Þ� ¼ fbðp; λÞ; b†ðp0; λ0Þg ¼ fdðp; λÞ; d†ðp0; λ0Þg ¼ ð2πÞ3δðpþ − p0þÞδð2Þðp⊥ − p0⊥Þδλ0λ : ðB3Þ
The single-particle states are

jp; λie ≡ b†ðp; λÞj0i and jp; λiγ ≡ a†ðp; λÞj0i: ðB4Þ
The Dirac spinors are

uðp;↑Þ ¼

0
BBBBB@

1

0
ime
pþ

ðip1−p2Þ
pþ

1
CCCCCA; uðp;↓Þ ¼

0
BBBBB@

0

1
ð−ip1−p2Þ

pþ

ime
pþ

1
CCCCCA;

vðp;↑Þ ¼

0
BBBBB@

0

1
ð−ip1−p2Þ

pþ

−ime
pþ

1
CCCCCA; vðp;↓Þ ¼

0
BBBBB@

1

0
−ime
pþ

ðip1−p2Þ
pþ

1
CCCCCA: ðB5Þ

The photon polarization vectors are

ϵμðk; λÞ ¼
�
0;
2ϵ⊥ðλÞ · k⊥

kþ
; ϵ⊥ðλÞ

�
; ðB6Þ

where ϵ⊥ð↑Þ ¼ 1ffiffi
2

p ð1; iÞ and ϵ⊥ð↓Þ ¼ 1ffiffi
2

p ð1;−iÞ.
In a space with a compactified longitudinal direction x− of length 2L, as in BLFQ, the field operators become

ΨðxÞ ¼
X
k;λ

Z
d2p⊥

ð2πÞ2 ffiffiffiffiffiffi
2L

p ðbðp; λÞuðp; λÞe−ip·x þ d†ðp; λÞvðp; λÞeþip·xÞ; ðB7Þ

and

AμðxÞ ¼
X
k;λ

Z
d2p⊥

ð2πÞ2
ffiffiffiffiffiffiffiffiffiffiffiffi
2Lpþp ðaðp; λÞϵμðp; λÞe−ip·x þ a†ðp; λÞϵ�μðp; λÞeþip·xÞ; ðB8Þ

where pþ ¼ 2π
L kwith the dimensionless quantity k ¼ 1; 2; 3;… for bosons and k ¼ 1

2
; 3
2
; 5
2
;… for fermions. Meanwhile, the

Dirac delta functions of longitudinal momentum in (B3) should be replaced by the Kronecker delta functions
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½aðp; λÞ; a†ðp0; λ0Þ� ¼ fbðp; λÞ; b†ðp0; λ0Þg
¼ fdðp; λÞ; d†ðp0; λ0Þg
¼ ð2πÞ2δp0þ

pþ δð2Þðp⊥ − p0⊥Þδλ0λ : ðB9Þ

APPENDIX C: BLFQ HARMONIC
OSCILLATOR BASIS

In the transverse plane, the BLFQ basis adopts the
2D-HO states, which are the eigenstates of the 2D-HO
Hamiltonian

HHO ¼ ðp⊥Þ2
2M

þ 1

2
MΩ2ðx⊥Þ2; ðC1Þ

where M and Ω are the mass and the frequency of the
oscillator respectively. In coordinate space, the eigenfunc-
tion can be factorized into a radial and an angular function

Φb
nmðρ;ϕÞ ¼ ð−1ÞnijmjfbnmðρÞχmðϕÞ: ðC2Þ

The corresponding eigenvalue is En;m ¼ ð2nþ jmj þ 1ÞΩ,
in which n and m are integers; n ≥ 0 characterizes the
radial excitation and m describes the angular momentum of
the oscillator; ðρ;ϕÞ are polar coordinates in the transverse
plane with x1 ¼ ρ cosϕ and x2 ¼ ρ sinϕ. The explicit form
of the radial function is

fbnmðρÞ¼b
ffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n!
ðnþjmjÞ!

s
e−b

2ρ2=2ðbρÞjmjLjmj
n ðb2ρ2Þ; ðC3Þ

where Ljmj
n ðb2ρ2Þ is the generalized Laguerre polynomial

and b ≔
ffiffiffiffiffiffiffiffi
MΩ

p
is the 2D-HO scale parameter. The angular

function is

χmðϕÞ ¼
1ffiffiffiffiffiffi
2π

p eimϕ: ðC4Þ

The 2D-HO eigenfunction (C2) is orthonormalized such
that

Z
∞

0

Z
2π

0

dρρdϕΦb�
nmðρ;ϕÞΦb

n0m0 ðρ;ϕÞ ¼ δn
0

n δ
m0
m :

The momentum-space eigenfunction can be obtained by a
Fourier transform

Φ̃b
nmðp⊥Þ ¼

Z
d2x⊥e−ix⃗⊥·p⃗⊥Φb

nmðx⊥Þ

¼ ð2πÞf̃bnmðpÞχ̃mðϕÞ; ðC5Þ

in which

f̃bnmðpÞ ¼
ffiffiffi
2

p

b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n!

ðnþ jmjÞ!

s
e−p

2=ð2b2Þ
�
p
b

�jmj
Ljmj
n

�
p2

b2

�
;

ðC6Þ

and

χ̃mðϕÞ ¼
1ffiffiffiffiffiffi
2π

p eimϕ: ðC7Þ

APPENDIX D: MATRIX ELEMENTS
OF THE INTERACTION HAMILTONIAN

OF THE BACKGROUND FIELD

As in Eq. (16), only the longitudinal component of the
background field A is nonzero. From Eq. (A2), the only
surviving term in the Hamiltonian involving the back-
ground is the last term

V ¼
Z

dx−d2x⊥ej−A−; ðD1Þ

where j− ¼ Ψ̄γ−Ψ ¼ 1
2
Ψ̄γþΨ is the fermion current. Note

that the background field is treated as a classical field;
therefore the photons are spectators and the nontrivial part
of the interaction comes from the fermion fields. For now, we
neglect the photon part and keep in mind that the matrix
elements of the photon part contribute Kronecker delta
functions conserving all the 4 quantum numbers for the
spectator photons. In themomentum representation, thematrix
elements of the interaction Hamiltonian can be straightfor-
wardly obtained by using the commutation relations (B9)

hp0⊥; p0þ; λ0jVjp⊥; pþ; λi ¼
Z

dx−d2x⊥ 1

2
eA−ðxÞhp0⊥; p0þ; λ0jΨ̄ðxÞγþΨðxÞjp⊥; pþ; λi

¼
Z

dx−d2x⊥mea0
2bl

X
ss0ll0

Z
d2q0⊥d2q⊥
2Lð2πÞ4 Φbl

00ðx⊥Þeiðq
0−qÞ·x

× ūðq0; s0Þγþuðq; sÞhp0⊥; p0þ; λ0jb†ðq0; s0Þbðq; sÞjp⊥; pþ; λi
¼ mea0

bl
δk

0
k δ

λ0
λ Φ̃

bl
00ðp0⊥ − p⊥Þ: ðD2Þ

In order to transform the interaction Hamiltonian to the BLFQ basis which adopts HO eigenstates in the transverse plane,
we convolute (D2) with the HO wave functions

BOLUN HU, ANTON ILDERTON, and XINGBO ZHAO PHYS. REV. D 102, 016017 (2020)

016017-18



hᾱ0ejVjᾱei ¼
Z

d2p0⊥d2p⊥
ð2πÞ4 ðΦ̃

ffiffiffi
x0

p
b

n0m0 ðp0⊥ÞÞ�hp0⊥; p0þ; λ0jVjp⊥; pþ; λiΦ̃
ffiffi
x

p
b

nm ðp⊥Þ

¼ mea0
bl

δk
0
k δ

λ0
λ

Z
d2p0⊥d2p⊥

ð2πÞ4 Φ̃bl
00ðp0⊥ − p⊥ÞðΦ̃

ffiffiffi
x0

p
b

n0m0 ðp0⊥ÞÞ�Φ̃
ffiffi
x

p
b

nm ðp⊥Þ; ðD3Þ

in which the x (longitudinal momentum fraction) depen-
dent HO basis is adopted, for exact factorization in a finite
truncated BLFQ basis.
We now recover the photon part: for the matrix elements

in the jeγi sector, we augment (D3) with the Kronecker
delta functions conserving photon quantum numbers and
the matrix elements become

hᾱ0eγjVjᾱeγi ¼ hᾱ0ejVjᾱeiδᾱ
0
γ

ᾱγ
: ðD4Þ

Because there is no cross term between the jei and jeγi
sectors, the full interaction Hamiltonian matrix is the direct
sum of the interaction Hamiltonian matrix in these two
sectors. Finally, the interaction Hamiltonian matrix in
BLFQ basis jαi can be transformed to the tBLFQ basis
jβi, using the wave function hαjβi obtained by diagonal-
izing P−

QED [54]

hβ0jVjβi ¼
X
αα0

hβ0jα0ihα0jVjαihαjβi: ðD5Þ

APPENDIX E: PERTURBATIVE CALCULATION
OF PHOTON EMISSION IN A WEAK

BACKGROUND FIELD

In order to validate our tBLFQ results we will compare
them with an established method of calculation, namely
perturbation theory. Since perturbation theory is valid for
weak coupling, we focus here on the case of a weak
background field with the dimensionless parameter
a0 ¼ 0.1 in Eq. (16). We present below a comparison
between tBLFQ and perturbation theory calculations of the
TMDs (26) introduced in the text, for Compton scattering.
The natural objects to study in perturbation theory are

scattering amplitudes between asymptotic free states, rather
than the finite time-evolution of interacting states as in
tBLFQ. In order to aid the comparison of tBLFQ with
perturbation theory, we therefore switch off our back-
ground Eq. (16) outside of light-front time 0 < xþ < τ:

eAμðx; τÞ ¼ δμ−
mea0
bl

Φbl
00ðx⊥Þ½θðxþÞ − θðxþ − τÞ�: ðE1Þ

In light-front perturbation theory, up to order e2, there are
four Feynman diagrams which contribute to Compton
scattering in a classical background field, see Fig. 14. In
our normalization, the T-matrix element is

hp0; s0; k0; λjiTðτÞjp; si ¼ −ie2ϵ�μðk0; λÞ
2

ffiffiffiffiffiffiffiffiffi
2k0þ

p 1

2
Ãνðp0 þ k0 − p; τÞūðp0; s0Þ

�
γμð=p0 þ =k0 þmÞγν
ðp0 þ k0Þ2 −m2

þ γνð=p − =k0 þmÞγμ
ðp − k0Þ2 −m2

�
uðp; sÞ

¼ ð2πÞδðpþ − p0þ − k0þÞiMðp → p0; k0Þ; ðE2Þ

in which Ãðk; τÞ is the Fourier transform of Aðx; τÞ

Ãðk; τÞ ¼
Z

dxþdx−d2x⊥Aðx; τÞeikx: ðE3Þ

[It is clear from (E2) that we recover the standard result of
covariant perturbation theory.] In order to ensure the correct
normalization, we construct our initial state as a wave
packet in the longitudinal direction that is narrowly peaked

FIG. 14. Compton scattering in light-front perturbation theory. Time flows from left to right. The second and fourth terms are
instantaneous-fermion contributions. The sum of the diagrams gives the samematrix element as in standard covariant perturbation theory.
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around momentum pþ, and a momentum eigenstate in the transverse plane

jϕ; p⊥i ¼
Z

dqþ

2π
ϕðqþÞjqþ; p⊥i: ðE4Þ

The wave packet is normalized such that

hϕ; p⊥jϕ; p0⊥i ¼ ð2πÞ2δð2Þðp⊥ − p0⊥Þ and
Z

dqþ

2π
jϕðqþÞj2 ¼ 1: ðE5Þ

The differential probability for the initial state to scatter to a final electron-photon state with momenta in the ranges d3p0,
d3k0, respectively, is

Pðe− → e−γÞ ¼ d3p0

ð2πÞ3
d3k0

ð2πÞ3
1

ð2πÞ2
Z

dqþ

2π

Z
dq0þ

2π
ϕðqþÞϕ�ðq0þÞMðqþ;p⊥ → p0; k0Þ

×M�ðq0þ;p⊥ → p0; k0Þð2πÞδðqþ − k0þ − p0þÞð2πÞδðq0þ − k0þ − p0þÞ

¼ d3p0

ð2πÞ3
d3k0

ð2πÞ3
1

ð2πÞ2
Z

dqþ

2π
jϕðqþÞj2jMðqþ;p⊥ → p0; k0Þj2ð2πÞδðqþ − k0þ − p0þÞ

≈
d3p0d3k0

ð2πÞ8 jMðp → p0; k0Þj2ð2πÞδðpþ − p0þ − k0þÞ: ðE6Þ

FIG. 15. TMDs in perturbation theory and tBLFQ. In all plots, a0 ¼ 0.1, bl ¼ me, Pþ¼ 10.5 MeV; in perturbation theory, the
momentum of the incident electron is p≡ ðpþ; p⊥Þ ¼ ð10.5; 0; 0Þ MeV. In the upper row, x1 ¼ 0.52 and in the lower row, x1 ¼ 0.90.
The left-hand column shows TMDs obtained in perturbation theory, with 4 different values of parameter τ, as indicated in the figure; the
right-hand column shows the TMD time-evolution obtained in tBLFQ, in basis with Nmax ¼ 100 and Ktotal ¼ 10.5. TMDs increase with
xþ and τ in all the cases and show similar shapes in two approaches (noting the different scales on both the horizontal and vertical axes)
when xþ ¼ τ if we neglect the oscillations introduced by the HO basis. Overall the tBLFQ results are slightly smaller than the
perturbative results, which is discussed in the main text.
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As in tBLFQ, we wish to separate the CM and the
relative motion. To do so we rewrite the single-particle
momenta p0⊥ and k0⊥ in terms of the CMmomentum P⊥ ¼
p0⊥ þ k0⊥ and the relative momentum q⊥¼x2p0⊥−x1k0⊥.
For consistency and simplicity, we make the same
assumption as in Sec. IV B, that the amplitude (E2) can
be approximately factorized. The relative probability can be
obtained by integrating out the CM momentum P⊥ in
Eq. (E6) and the TMD can be obtained by summing over
spins and helicity as in Eq. (26)

TMDðq⊥; x1; τÞ ¼
1

2

X
s;s0;λ

Z
pþdk0þd2P⊥

ð2πÞ6 jMðp → p0; k0Þj2

× ð2πÞδðp0þ þ k0þ − pþÞ: ðE7Þ

The calculation of the spin and polarization sums in
Eq. (E7) proceeds as in textbook derivations so we do
not repeat it. Figure 15 compares TMDs obtained from

perturbation theory, Eq. (E7), and from tBLFQ. Four
different field durations, τ, are shown for the perturbative
results, compared against tBLFQ results evolved from
states evolved through corresponding times xþ. As shown
in Fig. 15, TMDs obtained in two approaches increase with
xþ (and τ), indicating photons are being emitted and
excited, and show broadly similar shapes and amplitudes
when xþ ¼ τ. The tBLFQ results show additional oscil-
lations induced by the HO basis. Overall, the tBLFQ results
are slightly smaller than the perturbative results. This
discrepancy may be attributed to the fact that the CM
motion of the initial state in our tBLFQ calculation is a
Gaussian wave packet in the transverse plane (21), rather
than a momentum eigenstate as in the perturbative calcu-
lation. Anothermain difference in Fig. 15 is that, as q⊥ → 0,
TMDs in two approaches show different limits. In this
region, which is however below the IR cutoff implied by the
HO basis (

ffiffiffiffiffiffiffiffiffi
x1x2

p
b=

ffiffiffiffiffiffiffiffiffiffi
Nmax

p
≈0.015MeV when Nmax¼100,

x1 ¼ 0.9), the tBLFQ results are not reliable.
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