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In this work, we study the circuit complexity for generalized coherent states in thermal systems by
adopting the covariance matrix approach. We focus on the coherent thermal (CT) state, which is non-
Gaussian and has a nonvanishing one-point function. We find that even though the CT state cannot be fully
determined by the symmetric two-point function, the circuit complexity can still be computed in the
framework of the covariance matrix formalism by properly enlarging the covariance matrix. Now the group
generated by the unitary is the semiproduct of translation and the symplectic group. If the reference state is
Gaussian, the optimal geodesic is still be generated by a horizontal generator such that the circuit
complexity can be read from the generalized covariance matrix associated to the target state by taking the
cost function to be F,. For a single harmonic oscillator, we discuss carefully the complexity and its
formation in the cases that the reference states are Gaussian and the target space is excited by a single mode
or double modes. We show that the study can be extended to the free scalar field theory.
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I. INTRODUCTION

Complexity has been a focus in the recent study of the
AdS/CFT correspondence [1] and black hole physics. As
first pointed out by L. Susskind [2], “entanglement is not
enough” to describe the dynamics of the black hole,
especially the growth of the Einstein-Rosen bridge
(ERB). Instead, he proposed [3] that the growth of the
ERB should be dual to the growth of the quantum
complexity of the evolving state, the thermofield double
(TFD) state [4]. There are two proposals put forward by
Susskind and his collaborators to quantify the size of the
ERB: one is the “complexity = volume”(CV) conjecture
[5], which states that the holographic complexity is given
by the volume of the codimension-1 maximal spacelike
surface in the bulk connecting the left and right sides; the
other is the “complexity = action”’(CA) conjecture [6,7],
which states that the holographic complexity is captured by
the gravitational action of the bulk region known as the
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Wheeler-de Witt (WdW) patch bounded by light sheets.
Both conjectures introduce the gravitational observables,
which probe the spacetime region deep behind the black
hole horizon, and therefore, they have been intensely
discussed since their birth [8-32]. Nevertheless, the devel-
opment is hindered by our poor understanding of the
quantum complexity in the dual field theory.

Originally, the complexity is a concept in theoretical
computer science [33,34], characterizing the difficulty in
carrying out a task. In quantum computing, one may find a
unitary operation U, which maps an input quantum state for
some number of qubits to an output quantum state with the
same number of qubits [35-37]. In a circuit model, U could
be constructed from some elementary gates. There could be
many ways in constructing U to some accuracy e > 0. The
circuit complexity of the unitary Uis given by the minimal
number of elementary gates required to construct the
desired unitary U, up to some tolerance e. However, to
generalize the above definition to quantum field theory,
even a free field theory, is highly nontrivial, due to the fact
that there are infinite number of degrees of freedom in a
field theory. In order to define the circuit complexity, one
first needs to identify the reference state and the target state,
and then identify the optimal circuit out of the infinite
number of possible circuits connecting the reference state
and the final target state.

Published by the American Physical Society
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There have been some initial steps in studying the
complexity in quantum field theory. In [38], the circuit
complexity of the ground state of a free scalar field theory
was investigated. The optimal circuit was determined
geometrically by the minimal geodesic in the space of
unitaries {/ with a suitable metric, as developed by Nielsen
and his collaborators [39]. This approach has been applied
to free fermionic theories in [40,41]. Another similar
geometric definition of the complexity' based on the
Fubini-Study metric has been explored in the free scalar
field theory in [47]. The circuit complexity in interacting
field theories has been discussed in [48].

The study of the complexity has been generalized to the
TFD state in free scalar field theory [49-52]. In this case,
the target state is the TFD state, while the reference state
has different choices: in [49], the reference state was chosen
to be composed of two copies of the reference state used in
[38,47]; in [50,51], the reference state was two unentangled
copies of the vacuum state. Due to the difference in the
reference state and other points, the complexity for the TFD
state in two approaches differs in many ways, especially the
one for the time-dependent TFD state.

In this work, we would like to study the circuit complex-
ity of a general coherent state, extending the study of
complexity of coherent state in [53]. We will focus on the
coherent states in thermal systems. There are two kinds of
coherent states in a thermal system: the coherent thermal
(CT) state and thermal coherent state. As these two kinds of
states are somehow equivalent, we will consider the circuit
complexity for coherent thermal state by applying the
covariance matrix approach developed in [49]. Since the
one-point function of the CT state is not vanishing, the two-
point function is not enough to characterize the state.
Nevertheless, we show that the covariance matrix formalism
is still applicable after some improvement. The essential
point is that if the reference state remains Gaussian, the
optimal geodesic will still be generated by a horizontal
generator such that the circuit complexity can be read from
the norm of the generator.

For a simple harmonic oscillator system, we compute the
complexity and discuss the formation of the complexity by
choosing various Gaussian reference states and the target
states with single mode and double modes. We extend our
study on the complexity of the CT state to the free scalar
field theory by fixing the reference state to be the Dirac
vacuum state.

The remaining parts of the paper are organized as
follows. In Sec. II, we give a brief introduction to the
coherent state and the thermal vacuum state in the harmonic

"There is a complementary approach to understand the com-
plexity in quantum field theory using path-integral techniques;
see [42—44]. In addition, the authors developed a framework that
enabled a definition of complexity for strongly coupled large N
systems, i.e., holographic CFTs in [45,46].

oscillator system. In Sec. III, we introduce the general
coherent states in thermal systems. In Sec. IV, we study the
circuit complexity for the coherent thermal state. Due to the
loss of Gaussianity of the CT state, we need to generalize
the covariance matrix approach and furthermore compute
the circuit complexities for the Gaussian reference states. In
Sec. V, we study the complexity of CT state in a free scalar
field theory by choosing the Dirac vacuum state to be the
reference state. We end with conclusions and discussions
in Sec. VL.

II. PRELIMINARIES: COHERENT STATE AND
THERMAL VACUUM STATE

In this section, we shall briefly review the construction of
the Glauber coherent state and the thermal vacuum state. It
will be shown in the next section that proper considerations
from these two states lead to several different generaliza-
tions of the coherent state to the thermal field dynamics.
Besides, to study the circuit complexity of the coherent
thermal state for a free field theory, we will begin our story
with a toy model: the harmonic oscillators. The complexity
for the field theory will be discussed at last in Sec. V.

A. Coherent state
For a single harmonic oscillator with a Hamiltonian
H = p?/2m + { mw? ¢, the annihilation and creation oper-
ator can be defined by

1 :
a= 5 — (mwq + ip),
: 1 .
a'= (mwg —ip). (1)
with p = —id,. They satisfy the commutation relation,
[a,a] = 1. (2)

The Hamiltonian can be expressed into the form of

1
H:w<a'a+§>. (3)
The vacuum state is defined by
al0) = 0. (4)

The energy eigenstates are defined by the creation oper-
ators acting on the vacuum,

(a")"|0). (5)

n) =

2=

It is known that these states form a complete basis in the
Hilbert space, namely,
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The Glauber coherent state is another kind of interesting
excited state. It is defined by the eigenstate of the
annihilation operator,

ala) = alay), (7)

where in general a is a complex ¢ number since the
operator a is not Hermitian. In fact, the coherent state can
also be obtained by a particular operator D(«) acting on the
vacuum state,

@) = D(a)[0), (8)
where D(a) is called displacement, defined as
D(a) = exp(aa’ — a*a). 9)

Note that D(@) is anti-Hermitian because of D'(a) =
D~!(a), and it obeys

D(a)a" D™ (a) = a) —a), (10)

By simple calculations, one finds that the coherent state is a
superposition of the energy eigenstates,

a — o~laP/2gaa’ |y — olaP/2 n
@) = D(a)|0) = 10) = ;\/—I

(11)

where in the second equality, we have adopted the relation
eATB = ¢AeBe=[ABl/2 \which holds when the commutator
[A, B] commutes with both A and B. Using these results, it
is easy to show that (8) is equivalent to (7) and hence, can
be viewed as an alternative definition for the coherent state.
In fact, in our opinion, (8) might be a better one since it is
more enlightening for generalizations to thermal field
dynamics. In addition, the time-dependent coherent state
can be obtained as

(1)) =
_ —ta)t/2e—|a| /22

— e—zwt/2|ae—za)t>. (12)

e—th|a>

l(l)[

To end this subsection, we would like to introduce a new
set of states {|n,a)} that is of great importance in the
construction of generalized coherent states in thermal field
dynamics. The states are produced by the displacement
operator acting upon the energy eigenstates,

) = D(a)|n), (13)

These states are complete as well

where n = 0,1,2, ....

i |n,a)(n,a| = 1. (14)
n=0

In fact, this set of states can be created and annihilated by
the following operators:
b(T) = D(a)a(%)D_l(a) = a(T) — a(*>’ (15)

In this case, the Glauber coherent state can be viewed as a
ground state because of

bla) = 0. (16)
Moreover, one has
b|n,a) = v/nln—1,a),
a) =Vn+1ln+1,a), (17)
so that
) (18)

These relations are similar to those between the energy
eigenstates and the operators a, a’.

B. Thermal vacuum state

In thermal field dynamics, the finite temperature prob-
lems are treated by using the techniques developed for zero
temperature quantum field theories. The price for this
convenience is that one needs to deal with an enlarged
Hilbert space, which is a direct product of two copies of the
ordinary zero temperature Hilbert space. We denote

H=H, & Hg. (19)

where H; and Hp stand for the ordinary Hilbert space for
the zero temperature theory on the left-hand side and the
right-hand side, respectively. In the following, all the
operators and the state vectors for the left-/right-hand side
will be assigned with a subscript “L/R”. The creation and
annihilation operators obey the commutation relations,

[aR,QZ] =0.

(20)

[aRvaT] = 1’ [aL’a-H =

lar, a{] =

It is worth emphasizing that the thermal vacuum state is a
kind of excited states, rather than the true vacuum state of
the Hilbert space H; ® Hpy. This will be clear from the
relation (26). In recent literatures, it is usually called the
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thermal field double (TFD) state. We will use this for a
shorthand notation throughout this paper.

To build the TFD state, we first introduce an anti-
Hermitian operator,

U() = expl0(p)(ajap, — arag)]. (21)

where § = 1/T is the inverse of temperature and 6 is related
to the temperature by

cosh@(fB) = (1 — e P*)~1/2,
sinh 0(f) = (ef” —1)71/2, (22)
Note that tanh @ = e#*/2. Under the Bogoliubov trans-

formation, the creation and annihilation operators are
2
transformed as

a; — a;(f) = U(B)a,U(B)t = cosh@a; — sinh Oal,,
ag = ag(B) = U(B)agU ()t = cosh@ay — sinhOa; .
(23)

The new operators obey the following commutation
relations:

The TFD state is defined by
ar (B)|TFD) = ag(p)|TFD) = 0, (25)
or by the operator U(f}) acting on the vacua,
ITED) = U($)[0).[0) - (26)

The two definitions are equivalent, as one can check using
the Bogoliubov transformation. Furthermore, the TFD state
can be written explicitly as

ITFD) = eXp[G(aEaﬁe —arag)]]0).[0)g
— (cosh @)~" exp(tanh 0a] a},)|0),]0)x

= (1 —e )12 " e ) |n)y, (27)
n=0

where in the second equality we have adopted the operator
identity,

*The relations can be derived by using the Baker-Campbell-
Hausdorff (BCH) formula e4Be™ =3 ® L[A B] =B+

=0 !

LA B + LA A B]] + LA [AJA B + ..

expl0(a} al, — apag)] = exp(tanh Oa] aly)

x exp[—(aja; + ayag + 1)
x log cosh 8] exp(—tanh fa; ay).
(28)

However, since the state is introduced to deal with the finite
temperature problems, it is interesting to see how the state
become for a local observer, for example, on the left-hand
side. Tracing over the degrees of freedom on the right-hand
side, one finds the reduced density matrix,

py = Try, |TED)(TFD|

— () S () (), (29)
n=0

Clearly, this is a thermal density matrix, describing an
ordinary thermal equilibrium state. In fact, this should be
a priori for the construction of TFD state in thermal field
dynamics. Likewise, it is a priori rule to test the gener-
alizations of the coherent state: a suitable generalization
should not only be coherent in thermal field dynamics but
also be thermal for the one-sided theory.

1. Time dependent TFD state

Since the theory under consideration is a direct product
of two copies of ordinary zero temperature theory, the time
evolution operator is given by e~!(HiutHrx) The time
dependent TFD state is obtained by

lwren (1)) = e~k | TED). (30)

In principle, the evolution on one side is independent from
the one on the other. In this paper, we choose the symmetric
case t;, = tr = t/2 for the sake of convenience. It was
established [49] that the time dependent TFD state can be
written into a nice form similar to (26), by using the explicit
expression (27) for the TFD state. However, in the
following, we would like to provide a different derivation
by using the operator algebra directly. The new approach is
more neat and more suitable for our later purpose.
By setting H = (H; + Hpg)/2, one finds

lwrrp (1)) = e~ 1| TFD)
= 7y (B)e'e=10), 0)
= e 2U(f,1)[0)|0). (31)

where U(f,1) = e"#'U(p)e'™'. After introducing the
operators,

B, = ajaj + a,ag, (32)
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which obey the commutation relation,
[—iHt,B.] = —iwiBx, (33)
one obtains

U(p.1) = e U (p)e™
— exp[ee"ﬁ’B_eiﬁ’]
— exp(zajag — T"aag), (34)

where z = fe~", and in the last line, we have adopted the
Baker-Campbell-Hausdorff (BCH) formula to deduce the
relation,

e iHIp oifl — e_"“”aZaL —e”a;ag. (35)
Moreover, it turns out that the operator U(f3, t) can be recast

into a more compact Gaussian form in terms of the
canonical variables & = (q;, qg, Pr, Pr)>

Up,1) = e e, (36)
where
0 mawsin(wr) 0  cos(wt)
mawsin(wt) 0 cos(wt) 0
KD =0 -
ab 0 cos(wt) 0 - —S”;EZ)”>
cos(wt) 0 - Si:izt) 0
(37)

In other words, the TFD state is a Gaussian state up to

an unimportant phase factor because of |yrpp(?)) =

i7.(0) ga . . . .
e #w |0, |0) ;. Expressing the state into this form is

particularly useful when computing the complexity in the
covariance matrix approach [49]. We will turn to this point
in Sec. IV.

III. GENERALIZED COHERENT STATES IN
THERMAL FIELD DYNAMICS

Now we are ready to introduce the generalized coherent
states in thermal field dynamics. Interestingly, we find that
there are two types of generalizations in literature [54-61].
In [61], the generalized states are called coherent thermal
(CT) state and thermal coherent (TC) state, respectively.
However, we will show that though the two states are
indeed defined differently, they can be related to each other
via a parameter transformation; see (55) and (57). As a
consequence, the two definitions are equivalent in the sense
that they just scan the eigenvalue spaces for the same set of
states in different ways, leading to the apparent differences.

Before introducing these states, we explain some of our
notations below at first. The ordinary Glauber coherent
state will be represented as |a), |y) g, where a, y character-
ize the eigenvalues of the left- and right-hand side anni-
hilation operators, respectively. The state is obtained by
acting the displacement on the vacua,

@) |7)r = D(@,7)|0)1|0)g, (38)

where D(a, ) is the product of the displacements on two
sides,

D(a.y) =Dy (a)Dg(y) = exp[aai + W}E —a‘a, -y ag).
(39)

A. Coherent thermal state

A CT state is defined by an anti-Hermitian operator U ()
acting upon the Glauber coherent state [61],

ICT) = T(B)la), |k
U(B) = expl0(B)(b} b} — brb)]. (40)

where it was understood that

S
=
Il
>}
=~
2
Q
=
=}
~—-
=
Il
Q
=
|
R

bg = Dg(y)agDy(y) = ag —v. (41)

The operator U(f) is related to U(f) via a unitary
transformation,

U(p) = D(a.7)U(B)D" (e 7). (42)
Therefore, one has
|CT) = D(a.7)U()|0).|0)g = D(a.7)|TFD). ~ (43)

In other words, the state is first thermalized and then
displaced. Moreover, by using Eq. (27) for the TFD state,
the CT state can be expressed into a similar nice form,

ICT) = (1 —e )12y " e ln,a), |n,y)p.  (44)
n=0

It is clear that the CT state is a two-parameter generalization
of the thermal vacuum state. On one hand, when
a =7y =0, it reduces to the latter. On the other hand,
the state for a local observer becomes thermal because of

pr = Ty, [CT)(CT|

(=) 3 e (na)(nal).  (45)

n=0
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Note that it describes the thermal equilibrium in terms of
the set of states {|n,a)}.
The time-dependent coherent thermal state is produced by

lwer(n) = e=™|CT)
_ e_iH'D(a, }/)eiH’e_th|TFD>

= D(a.7:1)lwren(1)). (46)
where
D(a,y;t) = e D(a,y)e". (47)
Using the relations,
ety et = eioil2q, o
e Mgl pelflt = e=iot2q) (48)
we deduce
D(a.y;1) = explae™/%a] + ye=i'2q},
—are®?a; —y el ?ay). (49)

Furthermore, using Eq. (1), it can be expressed as an
exponential of the superposition of canonical variables in

the phase space & = {q;,qg, Pr, Pr}>

Dla,7;1) = e~k

= eXp [_i(/quQL + ﬂqRQR + ﬂprL + j’pRpR)L
(50)
where
Ag, = V2 [Zﬂam ag) Sacos (%)},
t I3
Age = V2 [my sin a;) Sy cos (a;)]
A, = 2 Ra cos ot + Sasin il
e\ mw “ 2 Ve 2/
2 wt . (ot
App = \/mw[mycos<2> —|—Sysm<2>], (51)

where R f and S f denote the real and the imaginary part of f,
respectively. From this, it is clear that the CT state is non-
Gaussian. In Sec. IV, we will adopt the above result to
compute the complexity of a CT state using the covariance
matrix approach.

B. Thermal coherent state

Compared to the CT state, the thermal coherent (TC) state
is defined by thermalizing a Glauber coherent state [61],

ITC) = U(B)la)Llr)r = U(B)D(a.7)[0).|0)-
Note the different order of the operators U(f3), D(a, y) acting
on the vacuum state in (43). According to the thermal
Bogliubov transformation (23), the TC state turns out to
be the eigenstate of thermal annihilation operators, namely,

(52)

ar (P)|TC) = a|TC),
ag(p)|TC) = y|TC).

In addition, from (52), the TC state is related to the thermal
vacuum state via a thermal displacement operator D(a, 7; 3),

(53)

ITC) = D(a, ;)| TFD), (54)
where D(a, y; ) is defined by
D(a,y; ) = U(P)D(a,7)U" ()
= explaay (B) + yag(p) — a*a.(B) = r*az(p)]
= expla()ap, + 7(B)ag — a(B) L = 7(B)"axl,
with
a(p) = cosh Ba + sinh Oy*,
7(B) = cosh @y + sinh Oa*. (55)

It is interesting to note that the thermal displacement

D(a,y; ) is related to ordinary displacement D(a,y) via
the parameter transformation (55). One has
D(a,y;p) = D(&.7). (56)
Therefore, a TC state is related to a CT state by
[TC(a.7)) = |CT(&.7)). (57)

It strongly implies that the two set of states are equivalent. Of
course, a particular TC state with given parameters a, y is
distinguished from the CT state with the same parameters
since their dependence on the temperature are very different.
However, the relation (57) tells us that the two sets of states
just scan the eigenvalue space for the same set of states in
different ways, leading to the apparent differences.

In fact, the equivalence between the two sets of states
becomes even more clear for several special cases. For
example, when y = +a*, it was argued [61] that both the
TC state and the CT state belong to the generalized coherent
states with respect to the Lie group E(1, 1). We define

Jo = byby = bybg,
J. =b, F b,

Ji = b}, F b,
(58)

It follows that the generators {Jy,J,,J"} or {Jy.J_,Ji}
generate the Lie algebra of E(1, 1),

126007-6
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), [J_,Ji]=0. (59)

Thus, in this case, the two states can be collectively
represented as

exp (i ;). (60)

From this, it is obvious that the two states must be related via
a transformation of parameters since they both give a
representation of the same group. Another interesting case
is when a, y are real. The parameter transformation (55)
reduces to a boost. The Lie algebra is spanned by three

generators {Jy, J; = bz + by, Jg = b;e + by}, which obey

rryJol = Tr(r)s [Jr.Jg] = 0. (61)

The algebra turns out to be a subalgebra of two commuting
3¢(2, R) algebras.
The time-dependent TC state is produced by

wrc(t)) = e H|TC)
e~ D (a, y; f)e'! e~ H| TFD)
=D(a,7; 8, ) lwrep (1)), (62)

where

D(a.y:f.1) = e 'Da.y: p)e™

= D(@.7:1). (63)

Thus, a time-dependent TC state is again related to a time-
dependent CT state by

lyrc(a.7st)) = |wer(a, 751)), (64)

which generalizes the static counterpart (57). According to
this relation, the complexity for a TC state can always be
obtained from that of a corresponding CT state,

Cre(a,y) = Cer(@, 7). (65)

To avoid redundancy, we will focus on the CT state in the
computation of circuit complexity.

IV. CIRCUIT COMPLEXITY FOR GENERALIZED
COHERENT STATES

In this section, we will adopt the covariance matrix
approach to calculate the circuit complexity for the CT
state. However, the original approach developed for the

TED state [49] cannot be applied to our case directly since
now our target state is non-Gaussian. One has from (31)
and (46),

: a i (0) £a
lwr) = lyer(1)) = e e Ha(0)[0)g.  (66)

Note that an overall phase factor e~*®'/2 has been dropped
since it does not play any role in our discussions. The non-
Gaussianity of the state implies a nonvanishing one-
point function of the state. To deal with this and derive
the complexity, we will generalize the covariance matrix
approach appropriately.

A. Covariance matrix approach: Generalizations
and complexity

Considering a quantum system with canonical coordi-
nates & = (qy, ..., qn, P1» ---» Pn), One has the commuta-
tion relations,

59, 8") = i, (67)

where Q% is an anti-symmetric tensor, given by

Qb = (_OI é) (68)

In the following, we will use Q% to raise indices for
tensors, for example,

T . = QabT...cbd...- (69)

It was established in [49] that for a pure Gaussian state
which has a vanishing one-point function, it is completely
characterized by its symmetric two-point function, usually
referred to as the covariance matrix,

G =~ (pl{&". &} ), (70)

N[ =

where the 1/2 factor is introduced for our later purpose.
However, for the coherent state and its thermal generaliza-
tions, the one-point function is nonvanishing, and hence, the
covariance matrix is not enough to characterize the state.

From (66), a CT state is connected to the reference state
lwg), either Gaussian or non-Gaussian, by two kinds of
unitary transformations,

lwr) = Ulyg) = e et yrp). (71)
The first unitary e~ produces a translation for the
canonical variables £ and hence, breaks the Gaussianity
of the target state. It turns out that to compute the circuit
complexity for such a non-Gaussian state, we need to
enlarge the covariance matrix (70) properly. For this
purpose, we first introduce the one-point function,
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@ = (w|&w), (72)

and then study how the one-point function ¢“ and the
symmetric two-point function G* transform under the
unitary 0.

By simple calculations, we find the following relations:

i 8 = 2, Ekbcébéa&a]zmbgb, (73)

where
14 = Qahﬂb, ab = Qackcb. (74)

Notice that K%, = K;,“. Making use of the BCH formula,
we get

ei/lbfbgae—iﬂbf” =ga 4 ja,
e%k,,cf%" gue—%k,,(.fbg" — abgb’ (75)
where M = ¢X. Combining the above results, we are led to
U'en = Mayeb + . (76)

Interestingly, the above transformation for the canonical
variables is similar to the Poincaré transformation for the
Minkowski spacetime. The first unitary e " generates a

R2V translation, whilst the second one e #«¢"€" forms a Lie
group Sp(2N,R), playing a role similar to the rotation
(boost) in the Minkowski space. Thus, the full group

generated by the unitary U has a structure similar to that
of the Poincaré group, given by the semiproduct of R?>" by
the transformations Sp(2N, R),

R?MxSp(2N, R). (77)

It follows that under the unitary U/ the one-point function
transforms as

0= W) =Myt 2 (78)
whilst the symmetric two-point function behaves as
R AL
— S w0 e, &) Oy)
— SO E0. 0Ty )

1 .
= wl{Me & e MO g+ 20} y)
=M4GIMby+ M A" +MP yp?2t + 242" (79)

In matrix language, the above results can be expressed
simply as

¢ =oM" +2,

G = MGMT + ToM" + Mep"2+ 274, (80)
This is a general transformation that connects two generally
non-Gaussian states. For two Gaussian states, it reduces to
¢ =@ =0,G' = MGMT, consistent with the result in [49].

Based on the transformation (80), we introduce an
extended covariance matrix,

(¢

so that the transformation (80) can be expressed in a more
compact form,

G =UGU", (82)
where
M T
U= ( > (83)
0 1

forms a matrix representation for our unitary group.

The quantum circuit that connects the reference state
lwr) to the target state |y;) will be constructed by a series
of elements U. By definition, the complexity is given by the
length of the minimal geodesic in the group manifold.
However, the geodesic may not be unique, and each of
them may have a different length, as shown in [38,49]. The
reason is that there exists a stabilizer subgroup V for the
reference state, i.e., YUy € V, which leads to

Uylwgr) = 5 |wg) = ). (84)

where By, is the generator of the subalgebra V. This implies
that if a unitary e [or a geodesic y(f) = ¢’ in the group
manifold] connects the reference state to the target state,
there will be a lot of unitaries (or geodesics) achieving the
same goal because of

ereBrlyg) = eAlwr) = lyr). (85)

Of course, the unitaries U/}, are redundant in the construc-
tion of the target state. In other words, if a geodesic that
connects the reference state to the target state has unitaries
Uy, it will not have the minimal length. This in turn tells us
that the optimal geodesic definitely should not have any
unitary belonging to the stabilizer subgroup.

To find the optimal geodesic, we first define the inner
product on the Lie algebra of the transformation group,

(A, B) = Tr(AGgB" gz), (86)

where A, B are two infinitesimal generators, Gy is the
extended covariant metric associated to the reference state
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and gy is its inverse matrix. Next, we define the horizontal
subspace that is transverse to the stabilizer subalgebra,

H = {A (S g|<./4, Bv> = O, A BV (S V} (87)
Clearly, a horizontal generator .4 € H does not belong to
the stabilizer subalgebra and vice versa. However, it does
not mean that the Lie algebra G associated to the trans-
formation group must be split as G ="H @ V. It is still
possible that some of the generators do not belong to the
product space ‘H @ V, depending on the group structure as
well as how we choose the reference state and the target
state. It has been shown in [49] that when both |yy) and
|wr) are Gaussian, the transformation group is Sp(2N, R)
and the Lie algebra can indeed split into the product form
8p(2N,R) = H @ V. In this case, the optimal geodesic
will be generated by a horizontal generator. However, in our
case, the target state is non-Gaussian, and the group
structure has been enlarged as well as the Lie algebra. It
turns out that the above decomposition for our algebra
becomes invalid. Nevertheless, as we will show soon, the
extra generator in the algebra s trivial as long as the reference
state is Gaussian. It does not connect the reference state to
the target state so that the optimal geodesic in our case will
still be generated by a horizontal generator, i.e., y(f) = e'4,
where A € H. The complexity of the target state will be
given by

Cllwg) = lwr) = A

, (88)
where we have taken the cost function to be F, [62].

Therefore, evaluating the complexity is equivalent to finding
the horizonal generator A such that

lwr) = ewg). (89)

The uniqueness of the generator will be guaranteed by our
derivations below.

In the remainder of this paper, to derive the complexity,

we choose the reference state to be a Gaussian state, which
has the extended covariance matrix,

G = (GOR ?) (90)

In this case, the stabilizer subgroup can be defined by
V:={Uy € GlU,GUT, = Gg}. (91)
Consequently, its Lie algebra satisfies
V ={By € G|(ByGg)" = -ByGg}. (92)

According to (87), this leads to

Tr(ABy) = 0. (93)
It implies that the horizontal generators obey
H = {A € G|(AGR)" = AGg}. (94)

From Eq. (92), the Lie algebra of the stabilizer subgroup
can be expressed as

0 0\
V={B€Q|B:< > with
0 O
(05Gg)" = —OBGR}, (95)

whilst Eq. (94) implies that the horizontal generators satisfy
o) T
M= {AegM: < A ”A) with
0 O
(046" = 046 . (96)

Notice that though O 4 @ Op gives rise to the full sub-
algebra 8p(2N,R), the decomposition G = H @ V does
not hold because an extra generator remains. One finds

Q—H@V@(ﬁ (1)) (97)

However, according to the transformation (82), the last
generator just transforms a unity to a unity and hence is
trivial. Therefore, in our case, the optimal geodesic will still
be generated by a horizontal generator.

For later convenience, we parametrize the horizontal
generator that connects the reference state and the target

state to be
K T
A= < g ) (98)
0 0

where v is a vector which will be determined later and
K € 38p(2N,R) obeying

(KGg)T = KGg = KT = gxKGy. (99)

Evaluating the exponential of the horizonal generator yields

Z/[:eA:epr[g ”()T)]:(Ag X:) (100)

Comparing to (83), one immediately finds y = 4. The
vector v is determined by

VT = (M —1)"'KAT. (101)

126007-9



GUO, FAN, JIANG, LIU, and CHEN

PHYS. REV. D 101, 126007 (2020)

It is worth emphasizing that a nontrivial vector v is
essentially determined by a nonvanishing one-point func-
tion for the target state. On the contrary, when the target
state is Gaussian, one has ¢ = 0 = 4, leading to v = 0.
Now it is straightforward to derive the complexity,

Cx(lw)r = lw)r) = [IA[?
= TI”(ATgR.AGR)
KT
_ Tr[( 9rKGpr
I/gRKGR
= Tr(K?) + vggr'.

I/gRI/

However, we have not solved the generator K in terms of
the information for |wg) and |w7). According to the
transformation (80), the one-point function and the covari-
ance matrix of the target state are given by (recall that the
reference state is Gaussian)

p=x=4h
Gr = MGxMT + A7), (103)
On the other hand, using (99), one has
MT = K" = e9rKGr = g, MGp. (104)
Then from (103), one finds
M=K =AY A=A Thge.  (105)

where Ay = Grgp is called the relative covariance matrix
[49]. This solves the generator K and its matrix exponen-

tial. However, it is worth emphasizing that for any given

Gaussian reference state, the quantity Ag) ) as well as the

generator K does not really depend on the non-Gaussianity
of the target states (this is not hard to understand since K
generates rotations only for the canonical variables &¢,
instead of translation). In Sec. IV C, we will explicitly show
that A¥) ) is nothing else but simply the relative covariance
matrix for the ground thermofield double state, namely,

AV = A (1=0). (106)
The complexity turns out to be
C? = C%o) +vgrr”
1
= ZTr[(log A(TO))z] +vgpt!. (107)

In general, the result gives rise to the complexity between a
non-Gaussian target state and a Gaussian reference state.
However, it also establishes the relation between the
complexity for non-Gaussian target states and that of the

ground state. In fact, for any Gaussian reference state, one
has according to (127),

Cc? - C%o) =vggv! >0, (108)
where the equality is taken when the target state becomes
purely Gaussian. The result implies that for a same
Gaussian reference state, the complexity for an excited
state is always larger than that of the ground state.

Last but not least, despite that our target state has been
specified in (66), we can still choose different Gaussian
reference states. With different choices, the difficulty for
the calculations and the results will be significantly differ-
ent, as will be shown below.

B. Dirac vacuum as the reference state

In this subsection, we will calculate the complexity
analytically by choosing the Dirac vacuum as the reference
state, namely |y ) = |0),|0)x.

By definition, the covariance matrix for this reference
state can be evaluated as

2nlzm 0 0
0 L0 0
GR _ 2mw ( 109)
0 0 m 0
0 O 0 mw

It turns out that for this particular reference state, the
unitary connecting |wy) to |w) has already been given in

(66), and hence, the generator K can be read off directly.

One has k,, = kfg} and hence, K = Q““ki(,),). The matrix

form is given by

0 coswt 0 - —SL‘;(‘I’)”
sin wt
K—0 coswt 0 = 0
0 —mo sinwt 0 —coswt
—mo Ssinwt 0 —coswt 0

(110)

Next, we derive its matrix exponential M = eX. We find
that the generator K can be diagonalized by a matrix S, i.e.,
K = SK,S~! with K, = diag{—0, -0, 0,0} and

csc wt __cotwt

__cscwt __cotwt

mw mw mw mam
__cotwt csc wt __cotwt __cscwt
S = mm mm mw mw (1 1 1)
0 1 0 1
1 0 1 0

It is easy to see that Tr(K?) = Tr(K3) = 46*. The trans-
formation matrix M can be evaluated as
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M = ek = 55057 = SeKog1 (112)
where eXo is a diagonalized matrix eXo = diag{e=?, e, e, e’}. We deduce
cosh @ cos wt sinh @ 0 - W
: __sinwtsinh @
M= cos wt sinh 0 cosh @ v 0 ' (113)
0 —ma sin wt sinh 6 cosh @ — cos wt sinh @
—ma sin @t sinh @ 0 —coswt sinh @ cosh @
On the other hand, we have /1]1L coth(g) _ ’1pR COoS (a)t) _ /1‘“? sir: n(::l)
A coth(2) — 4 cos(wt) — A sin (@r)
14 :Qabﬁb —_ (APL’APR’_AqL’_AqR)’ (114) b _9 Pr (2) Pr ( ) . mw

where 4,’s have been specified in (51). With these results in
hand, it is straightforward to evaluate the vector v using the
formula (101). We obtain

Finally, using (102), we read the complexity,

" 2| =2, coth(9) — 2, cos (wr) + A, masin (1)
—q, coth(g) — Ay, cos (o1) + A, mesin (wr)

(115)

0
C = fcsch <§> \/(|(x|2 + |y)* +2) cosh @ + 2(SaSy — RaRy) sinh 6 — 2.

Remarkably, the result is independent of time. Notice that
the complexity only depends on the quadratic polynomials
of the real and imaginary parts of @ and y. Thus, we have

Cla,y) =C(y, @)

In fact, for some special cases, the complexity enjoys even
more symmetries.

=C(-a,—y) =Cla",y").  (117)

1. Single excitation (y=0)

At first, we would like to consider single excitations.
Without loss of generality, we set y = 0. Then, we have

C,(a,0) = fcsch (g) \/(|oc|2 +2)coshf—2. (118)

It is immediately seen that the complexity depends only on
|a|, implying that for any o = |a|e’?, C,(/,0) = C,(a,0).
This is much stronger than the relation (117).

2. Two equal excitations (y =a)

Secondly, we move to the two equal excitation case. The
Eq. (116) gives rise to

(116)

Cp(a,a) = Ocsch (g)

x \/2(al? + 1) cosh & — (a* + @) sinh 6 — 2.
(119)

One easily finds C,(a, a) = Cp(—a, —a) = Cy(a*, a*). It is
interesting to compare C, with C, and 2C, for a same
eigenvalue a. We have

0
CG-C= chsch<> (|a|* coshf+2(Fa? —Ra?)sinh6),

(120)
0\ 2
(2C,)* = C3 = 26%csch <2) ((3+ |al?) cosh@
+ (Ra? — Sa?) sinh 6 - 3). (121)
Recall tanh@ = ¢#*/2 >0, which implies 6 > 0.

However, since Ra and Ja are arbitrary, the sign of the
above two equations are not fixed. It implies that the two
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modes are highly entangled and have a strong temperature
dependence.

3. Two opposite excitations (y = —a)

Next, we consider the target state with two opposite
excitations. Using Eq. (116), we obtain

C.(a,—a) =6csch <§)

x1/2(laf +1)cosh0+ (a* + @) sinh0 —2.
(122)

Similar to the two equal excitation case, we find
Ccla,—a) =C.(—a,a) = C.(a*,—a*). Furthermore, we
have

C.(a,—a)? = Cy(a, a)? = 86 coth <§> (Ra? — Fa?),

(123)
which is positive for |Ra| > |Ja| and negative for

|[Ra| < |Sal, independent of the temperature.

4. Two conjugated excitations (y =a*)

At last, let us turn to the two conjugated excitation case.
The complexity is given by

Cy(a,a") = Ocsch (g)

x \/2(lal? + 1) cosh & — 2[af* sinh 0 - 2,
(124)

It is interesting to note that the result depends only on |a],
similar to the single excitation case. Moreover, comparing
C, with C. and C,, for a same @, we find

Cala, a*)?* = Co(a, —a)* = —8Ra*6? coth (g) (125)

Cyla,a*)? = Cp(a, @)* = —8Fa?6” coth <§) . (126)

which are both negative for any nonvanishing « as well as
the temperature.

However, it is worth emphasizing that the above relations
between the complexity for different types of excitations
strongly depend on the reference state. We will turn to this
point again in Sec. IV C 2 (see the last paragraph for two
conjugated excitations).

C. More general reference state

While we have chosen the reference state to be a
Gaussian state, it is not necessarily to be the Dirac vacuum.
A more general Gaussian state could be characterized by a
covariance matrix,

217% 0 0
0 L0 0
GR _ 2nmw , ( 1 27)
0 0o 52 0
0o o0 0o mo

where 77 > 0 and the state is no longer the Dirac vacua when
n # 1. As a consequence, the generator K cannot be read
off from (66) any longer. Instead, we shall solve it in terms
of the relative covariance matrix using the formula (105).
For this purpose, we need to derive the covariance matrix
Gy for the target state at first. According to the definition
(70), Gy should be independent of the reference state.
Thus, we can calculate it from the transformation (80)
by choosing a particular reference state, namely the Dirac
vacua. We obtain

A + % ApiApy + W —Ap, A, —Ap, Ag, — % Sin et sinh 20
2 h20 [ .
G, — App T G —Apphq, — 3 Sinwt sinh 20 ~Ap s (128)
2 1 1 .
Ag, + 5 ma cosh26 Ag, A, — 5 M@ cos wt sinh 260
A%+ 3 mocosh 20
Furthermore, substituting the result into (105) yields
ncosh 26 1 cos wt sinh 20 0 — sinwtsinh 20
nmw

A0 _ 1 cos wt sinh 20 n cosh 20 — sin@tsinh 20 “;]”;10‘)1}1 20 0 9

o 0 _ymosinotsinh20 ~ h2  _cosorsinh2

—nma sin wt sinh 20

0

n
cosh 26
n

__coswtsinh 20
n
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It is immediately seen that A(TO ) does not rely on the

translation generator A. It simply gives the relative covari-
ance matrix for the ground thermodfield double state.

However, now it is of great difficult to solve the
generator K and the vector v analytically. Nevertheless,
since we have extracted the covariance matrix G for the
target state, it is straightforward to solve them numerically.
This is a purely algebraic problem: the generator K can be
solved from (105), and then the vector v will be determined
by (101). Finally, it is straightforward to obtain the
complexity through (102) or (107).

According to these considerations as well as the expres-
sion (51) for the translation generator A, we can reasonably
speculate that in general the complexity for the CT states is
a time periodic function and may take the form of

N
= Zan sin (nwt + ¢,), po=n/2,  (130)
n=0

where N =0,1,2,... is some nonnegative integer. The
specific value of N as well as the amplitudes a, and the
initial phases ¢, for above each term are all functions of
the parameters (a,y,f,n). Indeed, by carefully scanning
the parameters space, we find that all of our numerical
results can be perfectly fitted by the above formula. This in
turn helps us to understand the numerical results better.
For example, we can use the fitting formula to precisely test
some of our relations for complexity that are read off from
numerical results.

In the following, we will show how to extract some
important information about the evolution of complexity
via numerical analysis. However, before moving to this, we
shall explain some of our notations at first. Since we are
particularly interested in the dependence on the eigenval-
ues, the complexity for the CT states will be denoted by
Clay)(t). Tt was understood that the states have eigenvalues
a(y) on the left-(right-)hand side. However, sometimes it is
more convenient for us to label the complexity by using
the real and imaginary parts of the eigenvalues directly.
We denote C4y) (1) = C(p.g.v.v)(t), where P, Q, U, V take
real values and are related to the eigenvalues a and y by

a=P+iQ, y=U+iV. (131)
For example, C(; »,,0)(¢) denotes the time-dependent com-
plexity of the target state with a =1+ 2i,y =0, and
C(4.—0,0)(t) denotes C(p g.yv)(t) with P> 0,0 <0,U =
V =0. We will frequently switch between these two
notations. The readers should not be confused.

In addition, we choose the initial time of the evolution to
be ¢ = 0. In our numerical results, we will simply show the
evolution for the time regime ¢ > 0. However, it should
be emphasized that there is no difficulty to analytically
continue our results to the ¢ < 0 regime. In fact, some of
our formulas that are obtained from the numerical results

should be wunderstood in this way, for example,
Clar:a)(t) = Caa)(2/@w — t). To avoid redundancy, we
will not emphasize this again in the following.

1. Single excitation

Let us start with a simple case in which the target state is
only excited by a single mode. Without loss of generality,
we assume y = 0. Here, we find that it is more convenient
for us to study a new quantity,

= C(a;}')(’) —Clay) (0),

which describes the growth of complexity (GC) from the
value at the initial time. It should not be confused with the
complexity itself.

In Fig. 1, we show the evolution of the GC for single-
mode excitations (in the first period) with various 7 and a.
From the figure, we can read off a lot of interesting features.

(1) First, the (minimal) time period of the GC (or the
complexity) is given by 2z/w rather than z/w®. The
latter is known to be the time period for the ground
thermal field double state [49]. The difference can be
attributed to the non-Gaussianity of our target state,
which now has a nonvanishing vector v. By carefully
examining Eq. (102), we find that the first term
Tr(K?) gives lowest order terms as cos®(wt) or
sin? (wt) while the second term vggu! results in terms
like cos(wt) or sin(wt). Thus, in our framework, one
can generally distinguish a non-Gaussian target state
from a Gaussian state using the minimal evolving time
period of the complexity.

(2) Secondly, the GC is sensitive to the parameters.
For example, when only the real part of @ mode is
excited, C(; 0,0,0)(¢) 2 0 provided 7 < 1, otherwise
C(+0.0,0) < 0. On the contrary, if only the imaginary
part of @ mode is excited, the behavior will be the
opposite.

(3) Thirdly, when the eigenvalue a is real or pure
imaginary, the GC (or complexity) is a symmetric
function about the axis t = z/w in the first period.
This 1mphes C(a;O)(Z) = C(ago)(27r/a) - l).

(4) For general a, there exists an inversion relation
C(a0)(t) = C(_a0)(1). The result is valid to the com-
plexity as well because we find initially the complex-
ity obeys C(4:0)(0) = C(a:0)(0) = Cza0)(0).

(5) Interestingly, the GC for two single excitation states
with conjugated eigenvalues are symmetric about
the axis t+ = z/w and hence, can be connected by
Cla:0)(t) = Ca0)(27/w — t). The relation is valid
to the complexity as well because of the above
relation for the initial complexity.

(6) Finally, from the lower three panels in Fig. 1, we
conclude that there exists an identity C(,)(7/w) =
0 or C gy (/@) = C(40(0), which holds if and only

Cla) (1) (132)
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if the eigenvalue takes the form of a = P(1 £ i),
where P is a real number. In fact, this can be
explained by our expression (51) for A. Because

of 7 = (/2 Ra,0, v2mwSa,0) when 1 = 0 and

A4 = ( ﬁ%a,o, —2mwRa, O) when ¢t = 7/,
one finds that for a = P(1 £ i), C(p 1p0)(7/®) =
Cir—p00)(0) = Cp 1p00)(0), where the second
equality follows from the above relation for the

initial complexity.
One may notice that in Fig. 1, the red line describing the GC
for the ground thermofield double state is sometimes above
the other tinctorial lines. However, this does not mean that the
complexity of the ground state is larger than that of an excited
state, since our pictures simply show the growth of the
complexity, rather than the complexity itself. As a matter of
fact, the complexity for an excited state at the initial time has
already been large enough, which guarantees that it costs
more to prepare the state from the reference state, compared
to the ground state. To show this, we plot the difference
between the complexity of an excited state and the ground
state directly in Fig. 2. In the upper panels, the eigenvalue a is
real in the left panel and is pure imaginary in the right panel
while in the lower panel, we concentrate on the results for two
single excitation states with eigenvalues @ and —ia. It is clear
that for all these cases, the difference is always positive
definite, consistent with our previous argument (108). In
surprise, from the figure, we also find a translation formula

for the complexity itself:
(1) For general a, the complexity for two single excited
states with eigenvalues a and t-ia obeys C( 4 ;40\ (1) =
Cla0)(t + 7/w) (recall that the minimal time period

The growth of the complexity for single excitations with various # and a.

for the ground state is z/w). It also implies that
C(j:iu*;O) (t) :C($ia;0) (277,'/60—1) :C(a;O) (37[/0)—1).

To proceed, we would like to further study the effects of
the temperature on the GC. For this purpose, we fix the
other parameters and let 7 vary and then compare the
complexity for the target states at different temperatures.
Some of our numerical results are shown in Fig. 3. From the
figure, we conclude as follows.

(1) From the upper left panel, we observe that C(, o,,0)
(7/®) takes the minimal value in the first period, and
C(1000) (7/®) decreases as the temperature in-
creases. On the contrary, the upper right panel shows
that C(g 1.00)(7/®) takes the maximal value in the
period, and Cg 1.0 0)(7/®) increases as the temper-
ature increases.

We rediscover that the GC vanishes at t = z/w for
the eigenvalues @ = P(1 + i), and this point divides
the image into two parts. For example, when a =
P(1+1i),P > 0, the extreme value decreases as the
temperature increases in the first half period (0, 7/ w),
while in the other half period, it behaves in the
opposite way, as shown in the lower left panel.

As we have mentioned above, C .0\ (7/®) # 0 when
a # P(1 4 i). In this case, no obvious laws can be
found easily, see the lower right panel.

2

3

2. Two excitations

In this subsubsection, we focus on the two excitation
states, which have a # 0 and y # 0. In the following, we
will study three special cases: two equal excitations o = y,
two opposite excitations @ = —y, and two conjugated
excitations a = y*, respectively, to illustrate some main
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Csin-excited (1*-Cground(t)

Csin-excited (t-Cground(t)

Csin-excited(t)'Cground(t)

FIG. 2. The difference of the complexity between a single excitation state and the ground state. In the upper panels, the eigenvalue

is real (left) and pure imaginary (right). In the lower panel, we compare the results for two single excitation states with eigenvalues o
and —ia.

features about the evolution of complexity for two exci-
tation states.

Two equal excitations (« = y).—Let us start with two equal
excitations. In Fig. 4, we show the evolution of complexity
for various eigenvalues a. From the figure, we find some
interesting features.

6]
(@)

3

“)

The first is that for general «a, there exists a rela-
tion C(a;a)(t) = C(—a;—a) (t)

From the upper panels, we find that similar to the
single excitation case, the complexity for two
excited states with conjugated eigenvalues are sym-
metric about the axis t = 7/ in the first period and
hence, C(a*;a*)(t) = C(a;a)(27r/a) - l).

Secondly, from the lower left panel, we observe that
the states with a larger absolute value of the imaginary
part |Sa| have a higher peak value of the complexity.
It may suggest that the imaginary part of a or y gives
greater influence in preparing two equal excited states.
In particular, from the lower right panel, we find a
new interesting relation Cmin )= C‘g{‘a"), where « is

(iaia o

real. The result implies that Cjgjq) (1) > Cgq)(2') for

any time 7, ¢. This strongly supports the above
argument.

Two opposite excitations (a = —y).—Next, we turn our
attention to the complexity for two opposite excitations.
Some interesting results are shown in Fig. 5. From the
figure, we conclude as follows:

6]

2
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Similar to the two equal excitation case, for general
a, there exists a relation Cig_y) (1) = C(_a)(t).
Moreover, the complexity for two states with con-
jugated eigenvalues are symmetric about the axis t =
m/w in the first period, and hence, C(g (1) =
C(a;_a)(Zﬂ'/a) - Z).

Compared to the two equal excitation case, the two
opposite excitation states will have a higher peak
value of complexity if they have a larger absolute
value of the real parts of the eigenvalues |Ral,
instead of the imaginary parts; see the lower left
panel. In other words, the real parts of the eigen-
values a or y give greater influence in preparing two
opposite excited states. This is very different from
the two equal excitation case, which is more affected
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by the imaginary parts of the eigenvalues. In
particular, from the lower right panel, we find that
when «a is real, ?;"‘_ @ = I(I;;};_ia>’ implying that
Cla—a) (1) = Clig—ia (). This strongly supports the
above argument.

Furthermore, the last panel also tells us that when the
eigenvalues are real or pure imaginary, the complex-
ity for a two opposite excitation is related to that of
a two equal excitation. For example, if « is real,
then C(a;—a) (1) = C(ia;ia)(t + 7/w) and C(ia;—ia)(t> =
Claa)(t + /). The results, together with the rela-

mln
tion C (Gatia)

2

3

(€))

Cmax for the two equal excitation case,

lead to CE‘;‘“ = C l;“m = C?a‘f C Ga—ia) 1t im-
plies that Cb( ) <C.(t ) [or Cb( ) > C.(f')] when
only the real (or imaginary) parts of the eigenvalues
are excited (here the subscript for the complexity

follows Sec. IV B).

Two conjugated excitations (a = y* ).—At last, we close this

part with the complexity for two conjugated excited states.

Some numerical results are shown in Fig. 6. We conclude as
follows:

(1) First, the complexity for two conjugated excitations

again respects the relation Cg.q)(f) = C(g—q)(1)-

This is similar to the previous cases. Moreover, for

“

126007-16

The GC for single excitations with various temperatures.

general «, the complexity is always symmetric
about the axis t=r/w, leading to Cige(t) =
C(a;a*)(Zn/w - I).

From the upper right panel of Fig. 6, we find that
unlike the previous cases, the complexity enjoys
an enhanced symmetry Cuq)(f) = Cigria) (1) =
Clar:a)(2m/w —t). However, the first equality is
simply a remnant of the fact that the states under
consideration are invariant under the transformation
(a.y)=(r.a), namely |ycr(a.y:t))=|ycr(y.a0)).
Thus, in general, one has C(4.)(t) = C(y.q)(2).

The lower panel tells us that the maximal value of
the complexity for two conjugated excited states will
be the same if the eigenvalues of the states simply
exchange the absolute value of the real and the
imaginary parts of the eigenvalues, namely C

ij‘;‘ = Cmffa i) Compared with the afore—

mentloned two types of excited states, this feature
is unique. It implies that the maximal cost to prepare
a two conjugated excited state from the reference
state is insensitive to which part of the eigenvalue «
is bigger or smaller as long as their absolute values
are given.

Since the two conjugated excitations reduce to the
two equal (opposite) excitations when only the real
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FIG. 4. The evolution of complexity for two equal excitations with various a.

(imaginary) parts are excited, we again have the

relation C‘(‘;;“_w = C?l.‘;‘;m) = Cliny = Cliax > Where
a is real. It implies that
Ce(1) 2 Cy(f') = Gy (1), (133)

when only the real parts of the eigenvalues are
excited, and

Cy(1) 2 Cu(1) = C.(1). (134)
when only the imaginary parts are excited, where ¢
and ¢ are arbitrary. Compared to the analogous
relations in Sec. IV B, one can immediately find that
they are quite different. It tells us that different
choices of the reference state not only affects the
complexity for a single target state but also changes
the relations between the complexities for different
target states.

3. Comments on general case

One may have noticed that the above results for the
several special cases show some common features. This
strongly motivates us to further study the complexity for

the CT states with general eigenvalues. By scanning the
parameters space, we find that there indeed exist some
universal relations for the complexity. Without presenting
more numerical results, we summarize the relations as
follows and try to explain them from a physical or math-
ematical point of view.

6]

(@)
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The first relation is

C(a;y)(l‘) = C(y;a)(t). (135)
It is simply a remnant of the fact that interchang-

ing the eigenvalues between the two sides of the

system does not change the state under consider-

ation, namely |yer (@ 7: 1) = [wer(y. @ 1))

The second is the inversion relation,

C(a;}’)<t> - C(—a;—y)(t)' (136)
It strongly implies that the complexity generally
depends only on the various quadratic polynomials
of the real and imaginary parts of the eigenvalues a
and y. This can be easily understood from our
formula (107). The complexity for the ground state

C(o) does not depend on the eigenvalues. On the
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FIG.5. The complexity for two opposite excitations with various eigenvalues a. In the last panel, we also compare the results with the
complexity for two equal excitations (represented by the red and the orange lines).

other hand, according to (51) and (101), one finds
that the inversion (a,y) = (—a,—y) leads to
A — —4, and hence, v — —v. However, since the
complexity depends quadratically on the vector v,
the result is clearly invariant.

(3) The third relation we found is

Clary) (1) = Clay) 27/ = 1) = Clapy(=1).  (137)

However, it is hard to prove since the rotation
generator K is time dependent as well as the
complexity for the ground state. Furthermore, we
also find

Coy(1) =Cy(n/w—1) =C)(-1).  (138)

Again, we do not know how to prove it, without
solving the generator K analytically. Nevertheless,
the above result, together with (107), tells us that
under the transformation (@, y,t) — (a*,y*, —t), the
elements of the vector v should transform as
v; — tv;. To examine what it means, we introduce
Ap = (Ap,+Ape)s Ag = (Ag, » Ag,)» and

PL’> PR qL’ “"qr
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K, -K
P I (139)

A N ’

p- q+

(M—I)_IKE

where K pes K ¢, are 2 x 2 partitioned matrixes.
It follows that

K, A, +K, 2
T — Amp Aq_q . (140)
KP—/IP_l_KLIJj'q

On the other hand, under the above transforma-
tion, we find that 4, — 1, and 4, - —/,. Thus,
symmetry considerations indicate that under the time
reversal, the partitioned matrixes K p. probably
transform in an opposite way as K Py
(IA(pi,IA{q;) - (eIA(pi,—eIA(h), where ¢ = +£1.

To check whether this is the case, we first
consider the simplest case: the reference state is
the Dirac vacuum. Using the results in Sec. IV B, we
deduce

namely
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FIG. 6. The complexity for two conjugated excitations with various eigenvalues a.
. 0 ( coth(§) —coswr scalar field theory living on a cylinder with circumference
K, =3 ) L. Based on our experience for the two modes case, the
2\ —coswt coth(9) P
2 numerical calculations for 2N modes will be straightfor-
Fo_ 0 0 —sinwf ward but costly after we built the model of circuit
- 2mw \ — sin wt 0 ’ complexity for the generalized coherent states in QFT.
. Hence, in this section, we would like to focus on analytical
N mwo 0 sin wt . S
K, =— , treatment of complexity in QFT. Along this line, we start
2 s wt 0 with the Hamiltonian of the theory,
0
N 9 (coth(§) coswt
K, =-3 ’ o ) (141) IS U B | s
coswt  coth(§) = o dx zﬂ(x) +—m*p(x)* + 2 (0,(x))* ).

It is easy to see that under the time reversal,
(k,..K,)— =£(K,,.K, ). This gives us strong
confidence that the above argument is reasonable.
Moreover, for general Gaussian reference states, we
can numerically verify that the partitioned matrixes
exactly transform in the same way as the Dirac
vacuum case.

V. COMPLEXITY FOR QUANTUM
FIELD THEORY

In this section, we move to the circuit complexity for
generalized coherent states in a (1 + 1)-dimensional free

2
(142)

We will regulate the field theory by a lattice model in which

the lattice spacing is defined by
6=L/N, (143)

where N is the site number of the lattice arranged on the

spatial circle. For simplicity, we redefine the canonical

variables as

P,=x (xa)’

Qu = ¢(x,)0. (144)
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and impose periodic boundary conditions, Qy. | == Q; and
Py == P;. Then the Hamiltonian can be rewritten as

H = Z < P2 —|——Q2 2153 (Qa _ Qa+1)2)- (145)

With the help of the Fourier transformation,

. 1 &
Pk - eZﬂIka/NPa’
>
(146)

- 1 K
— E ekatz/N ,
Qk \/N i Qa

the Hamiltonian can be recast into a more compact form,

ST 2L 9% 5
H= —|P = 147
> (Speegior). o)
where the frequency is given by
4 k
= . 148
wy \/m —|—5s1n (N) (148)
The canonical commutation relations are given by
[Qk’Pk/] — iékk/, [Q}E,Pz/] - llékk/. (149)

In view of the symmetry QN (=0, P N . = P, and
wn_; = @y, we would like to introduce two new canonical

quantities,
k — ~ )
Im(Qy). k2[N/2]
Re(P,), k< |[N/2]
Pr = { - , (150)
Im(Py), k> [N/2]
which obey the canonical commutation relations,
[9x. P] = Sy (151)

Furthermore, in terms of these new canonical variables, the
Hamiltonian simplifies to

| 2
H = <5Pk i Cﬁ) :
7 )
Therefore, the system can be viewed as a sum of N
independent harmonic oscillators with equal mass m =
1/26 and frequency wy.
The whole system we are interested in is a double copy

of the free scalar theory. It is characterized by the
Hamiltonian H; @ Hy as well as the canonical variables

=

(152)

~
i

{¢L( )s Pr(x), 7w (x),

Pk, pR}. We denote

mr(x)} or equivalently, {q%,qR,

U{Clk CIk Pk f}

k=0

(153)

The annihilation and creation operators can be defined as

1
0" = e (g + ipy’"),
mawy

. 1
L/R _ L/R . L/R 154
ay M(mwqu — Py ) ( )

They obey the commutation relations,

laf, '] = [af @] = S (155)

As expected, for a free field theory, the modes with
different “momenta” k simply commute with each other.
From this and the results for a single harmonic oscillator, it
will be straightforward to construct some states of interest
for the total system. For example, the TFD state can still be
defined as

ITFD) = U($)[0).]0)-

where the anti-Hermitian operator U(f) now is given by

— 10 = exo [Z 0.(5)
k=0

k=0

(156)

Lt Rt L R
(ay'ay' —agay)

(157)

where 6, (f) = arctanh(e™#“+/2). It turns out that the TFD
state can be written as a tensor product as

N-1
|TFD) = ® |TFD),, (158)
k=0
where |TFD), stands for the TFD state for a single
harmonic oscillator. Likewise, the coherent thermal (CT)

state can still be defined by (43). One finds

=

ICT) = exp[akak + J/ka

— aai —ypag]|TFD)

>~
(=]

2

kg |CT (0, 7x))-

(159)
Of course, the relation can be generalized to the time
dependent states directly

Wer(2) (160)

N-1
= k@o lwer (. ve. 1)),
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where |wcr(ay, 7x, 1)) describes the same state (time
dependent CT state) defined in Eq. (46) for a
single harmonic oscillator except that now m — 1/26,
0 — Wy.

By definition, it is easy to see that the covariance
matrix for such tensor product states can be recast into a
corresponding tensor plus form. For the CT state, we
have

N-1

GB Gr(lwer(ay 7i. 1)),

Gr(|¥er(1)) = (161)

where Gy (|lwer(ag, vi.t))) has the same expression as
Eq. (128) except that the parameters (a, y, @, @) now should
be replaced by (ay, v, @k, 0y).

To proceed, we would like to choose the Dirac vacua as
the reference state, i.e., the ground state for the Hamilton
(142). Its covariance matrix is given by

N-1
Gr = @ Gk, (162)
k=0
where
wi 0O 0 O
k
. 0 2 0 o0
Gy = @ " . (163)
0 0 7 O
0O 0 O %

Following closely the discussions in Sec. IV B, we deduce
the complexity,

N-1
C= chsch< ) \/(\ak|2 + |yil? +2) cosh O + 2(SSyx — Ry Ryy) sinh O — 2. (164)
k=0
[
The result is simply a sum of the complexity for the N- N
independent harmonic oscillators,’ Gr = kejo Gk (168)
N-1 .
with
C= ch(abykva)k)' (165)
k=0 5
5, 000
It is not hard to believe that the relation is valid to more . 0 Zi 0 0
general reference states. Gy = " u (169)
Alternatively, we may take the reference state to be 0 % 0
the ground state of the ultralocal Hamiltonian, which is 0 0 35

given by

e, >
Hy = /_mdx<2n<x> PO ). (166)

where p is a constant parameter playing the role of the
mass. Using the canonical variables (g, py), we find

N—-1 2
u
Hy=) <5p%+gq%>~ (167)

k=0

Notice that the frequency is a same constant @ = 2 for all
the modes. The covariance matrix for this ground state
turns out to be

The result is expected since the transformation group for
N-independent harmonic oscillators is simply given by the union
of N-independent subgroups G = G; U G, U --- U Gy. Hence,
the optimal geodesic for the total system will have N-independent
branches, each of which is the optimal one in the corresponding
submanifold. This immediately leads to the result Eq. (165).

Notice that G% can be viewed as the covariance matrix
(127) for a general Gaussian reference state with the
parameter 7, = u/w;. This implies that the complexity
corresponding to this reference state can be obtained by

=
L

C= Crlag, vi wr, i) (170)

o~
Il
=}

Again, the result is simply a sum of the complexity
Ci(ay, v, oy, n;) for the N single harmonic oscillators.

VI. CONCLUSIONS

In the inspiring paper [49], the authors first calculated
the circuit complexity for time-dependent TFD states using
the covariance matrix approach. In the present paper, we
extended their analysis to consider the complexity of
the generalized coherent states in thermal field dynamics.
In our case, the target state is not Gaussian anymore and has
a nonvanishing one-point function.
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We started from the harmonic oscillator system. Based
on the construction of the Glauber coherent state and the
thermal vacuum state, we introduced coherent thermal
(CT) state and thermal coherent (TC) state, respectively.
Also, we found they are related through Eq. (57), and the
time-dependent TC state is related to the corresponding
time-dependent CT state by Eq. (64). Thus, we found the
complexity for a TC state has a simple connection with the
one for the corresponding CT state, as shown in Eq. (65).

As the one-point function of the target state is not
vanishing, the covariance matrix approach used in [49]
cannot be directly applied in evaluating the circuit com-
plexity for the CT state, as the symmetric two-point
function is not enough to determine a CT state.
Nevertheless, by examining the properties of the CT state
carefully, we developed the generalized covariance matrix
approach and applied it to compute the circuit complexity.
We first introduced the one-point function in Eq. (72), and
from the transformation law of the one-point and two-point
functions, we define the generalized covariance matrix
Eq. (81). The corresponding generators preparing our non-
Gaussian state form a group structure R*¥xSp(2N, R). The
essential point is that the optimal geodesic is still be
generated by the horizontal generator, if the reference state
is still Gaussian. After some careful analysis, we derived
the circuit complexity for a CT state in Eq. (102). This
expression is one of the most important results in this work,
so here we write it again,

C? = Tr(K?) + vgge!. (171)

The notable feature of this formula is that there is an extra
piece vggr! contributing to the complexity.

With the formula (171), we were allowed to study the
circuit complexity of the CT state. We first chose the Dirac
vacuum as the reference state and obtained the complexity,
which is given in Eq. (102), based on the formula (171).
Surprisingly, we found this result is independent of time.
With this formula in hand, we examined some special cases
including one single excitation, two equal excitations, two
opposite excitations, and two conjugated excitations. From
these results, we discover that the complexity with two
conjugated excitations is always smaller than the one with
two equal excitations or two opposite excitations fixing a.
Interestingly, the complexity with two equal excitations is
more sensitive to the real part of @ while the complexity
with two opposite excitations relies more on the imaginary
part of a. In addition, we also compared the influence of
single excitation and two excitations with the same a, we
found which complexity in two cases is larger not only
depends on the temperature, but also relies on the value of
a. This fact implies the target state with two excitations is
highly entangled, and the complexity also reveals the
characteristics of entanglement qualitatively.

Furthermore, we considered the case that the reference
state is a more general Gaussian state instead of the Dirac
vacuum. The calculation of the circuit complexity is
straightforward, but the details were much more compli-
cated and were asked for numerical method. Similarly, we
looked at four different cases with the single excitation and
double excitations including the equal, the opposite, and
the conjugated excitations. For each case, we found the
function of the complexity is time dependent with a period
being 27/ w rather than z/w. This is due to the extra piece
in (171). We presented some numerical results for the
four different cases and read some interesting findings in
Sec. IVC. In particular, we investigated how various
parameters affect the complexity. These parameters include
n, which reflects the initial state, the temperature 7', and the
level of the excitations P or Q. We studied the symmetry
and translation of the complexity in time. Moreover,
we gave a study on the exchange symmetry and the parity
symmetry of the real part and imaginary part of
a= P+ iQ. Similar to the discussion on the Dirac
vacuum, we compared the complexities of different kinds
of excitations with fixed a, especially the one of double
excitations. For example, we found that to some extent the
imaginary part of @ or y gave more significant influence in
preparing two equal excited states with the same |a| or |y|
from the reference state, while the real parts affected more
significantly on the two opposite excitations. For two
conjugated excitations, there is no obvious dependence
on the real parts or imaginary parts of « or .

In Sec. V, we briefly showed that the previous analysis
can be extended to a free scalar field theory taking the
Dirac vacuum as the reference state. Our study was
preliminary and could be extended to different directions.
We would like to study the circuit complexity in QFT
taking a general Gaussian state as the reference state
in the future work since there are too many parameters for
the generalized coherent states. Besides, in the light of
the first law of the complexity proposed in [63] and
revisited in [64], it is also interesting to verify whether the
first law is valid when we extent to the generalized
coherent states. Another interesting topic is to generalize
our study to the fermionic case.
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