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The observation of binary neutron star merger GW170817, along with its optical counterpart, provided
the first constraint on the Hubble constant H0 using gravitational wave standard sirens. When no
counterpart is identified, a galaxy catalog can be used to provide the necessary redshift information.
However, the true host might not be contained in a catalog which is not complete out to the limit of
gravitational-wave detectability. These electromagnetic and gravitational-wave selection effects must be
accounted for. We describe and implement a method to estimate H0 using both the counterpart and the
galaxy catalog standard siren methods. We perform a series of mock data analyses using binary neutron star
mergers to confirm our ability to recover an unbiased estimate of H0. Our simulations used a simplified
universe with no redshift uncertainties or galaxy clustering, but with different magnitude-limited catalogs
and assumed host galaxy properties, to test our treatment of both selection effects. We explore how the
incompleteness of catalogs affects the final measurement of H0, as well as the effect of weighting
each galaxy’s likelihood of being a host by its luminosity. In our most realistic simulation, where the
simulated catalog is about three times denser than the density of galaxies in the local universe, we find
that a 4.4% measurement precision can be reached using galaxy catalogs with 50% completeness
and ∼250 binary neutron star detections with sensitivity similar to that of Advanced LIGO’s second
observing run.

DOI: 10.1103/PhysRevD.101.122001

I. INTRODUCTION

The idea that gravitational waves (GW) detections can be
used for the inference of cosmological parameters, such as
the Hubble constant (H0), was first proposed over three
decades ago by Bernard Schutz [1]. The key to this process

is that GW signals from compact binary coalescences
(CBCs) act as standard sirens, in the sense that they provide
a self-calibrated luminosity distance to the source. This can
be obtained directly from the GW signal, and is therefore
entirely independent of the cosmic distance ladder [2–10].
With the addition of redshift information for each source we
then have the required input for cosmological inference.
At the time of writing, the current percent level state-

of-the-art electromagnetic (EM) measurements of H0

are in tension with each other. The Planck experiment
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uses measurements of cosmic microwave background
(CMB) anisotropies and provides a value of H0 ¼ 67.4�
0.5 km s−1 Mpc−1 [11]. The supernovae, H0, for the
equation of state of dark energy (SH0ES) experiment
measures distances to Type Ia supernovae standard candles
making use of the cosmic distance ladder, and gives H0 ¼
74.03� 1.42 km s−1 Mpc−1 [12]. These two independent
measurements of H0 are in tension at the level of ∼4.4 − σ
[12]. While the early-universe Planck measurements are
also favored by measurements using supernovae calibrated
with baryon acoustic oscillations [13], and the SH0ES
results agree with local gravitational lensing measurements
by the H0LiCOW Collaboration [14], calibration of super-
novae using the Tip of the Red Giant Branch yields H0

midway between the two [15].
This indicates the possibility that at least one of these

measurements is subject to unknown systematics, or it
could be an indication of new physics causing the discrep-
ancy between the local measurements and the nonlocal
(early universe) CMB based measurement. This makes a
GW standard siren measurement of H0 particularly inter-
esting, as this will provide an alternative local constraint on
H0. In this manner, the use of GWs as standard sirens may
allow us to arbitrate the current situation, indicating either a
bias in the current measurements, or pointing toward new
physics.
The detection of the binary neutron star (BNS) event

GW170817 [16], together with its optical counterpart
[17,18] led to the first standard siren measurement of H0

[19]. The counterpart associated with GW170817 allowed
for the identification of its host galaxy, NGC4993, and
hence a direct measurement of its redshift, which in turn
resulted in the inferred value H0 ¼ 70þ12

−8 km s−1 Mpc−1.
Future counterpart standard siren measurements are expected
to constrain H0 to the percent level [3–7].
Central to the aims of this paper is the case where an EM

counterpart is not observed, and how H0 inference can still
be performed. In particular, the method proposed by Schutz
in 1986 [1,20] allows the use of galaxy catalogs to provide
redshift information for potential host galaxies within the
event’s GW sky-localization. The idea is that, by margin-
alizing over the possible discrete values of redshift for each
GW detection we account for uncertainty as to which
galaxy is the true host. By combining the information from
many GW events, the contributions from the true host
galaxies will grow since they will all share the same true
H0. Contributions from the others will statistically average
out, leading to a constraint on H0 and possibly other
cosmological parameters.
Over the course of the first observing run (O1) and the

second observing run (O2) a total of 11 GW events were
detected by the advanced LIGO and Virgo detectors: 10 are
binary black hole (BBH) events and one is the above-
mentioned BNS event GW170817 [21]. The “galaxy
catalog” method has been independently applied to both

the BNS event GW170817 (without assuming NGC4993 is
the host) [22], and the BBH event GW170814 [23]
resulting in posterior probability distributions on H0 where
the posterior from GW170814 was broader than (but
consistent with) that obtained from GW170817. The
difference in the widths of theH0 constraints is an expected
result due to the larger localization volume associated with
GW170814, and the high number of galaxies it contained.
Using the detections from O1 and O2, multiple GW events
have been combined to give the latest standard siren
measurement of H0 [24] using the methodology presented
in this paper.
Predictions suggest that it will be possible to constrain

H0 to less than 2% within 5 years of the start of the third
observing run (O3) and to 1% within a decade, though this
is dependent on the number of events observed with EM
counterparts [6], and this may change as our understanding
of astrophysical rates improves, and would require the
detector amplitude calibration error to be measured to better
than this precision. Simulations in [6] and [22], which
assume complete catalogs based on realistic large-scale
structure simulations, find that for BNSs without counter-
parts, the convergence is 40%=

ffiffiffiffi
N

p
. The convergence found

there for BBHs is much slower, as BBHs are typically
detected at greater distanceswith larger localizationvolumes.
The prospects of identifying a transient EM counterpart

will certainly increase, and correspondingly, the number of
candidate host galaxies in a catalog will decrease, with
improved event sky-localizations as futureGWobservatories
join the detector network [25]. With the Japanese detector
KAGRA [25] having joined O3 in early 2020, and LIGO-
India approved for construction [26], the next decade of
standard siren cosmology is set to be very exciting.
O3 began on April 1, 2019 and consists of 11 months’

worth of data. The sensitivities of the LIGO and Virgo
detectors have improved since O2, leading to an increased
detection rate of GW candidates1 [27]. This is the first
observing run for which there will be 3 detectors operating
for the entirety of the run. Having more detectors improves
the duty-cycle of the network, i.e., the fraction of run time
for which one or more detectors in the network is online,
and also increases the rate of three-detector detections,
which will likely be better localized on the sky than the
two-detector ones. This is important, both in terms of
performing EM follow-up for EM counterparts practically
[28], and for reducing the number of possible host galaxies
for events in the case where a counterpart is not observed.
This paper presents the Bayesian framework behind

the GWCOSMO code, a product of the LIGO and Virgo

1In the first half of O3 the detectors averaged the detection of
one GW candidate per week. If all of these candidates are
ultimately identified as real GW events, then O3 within its first
two months will have exceeded the total number of detections of
O1 and O2.
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Collaborations (LVC) which was used to measureH0 using
detected GW events from O1 and O2 [24]. The method
detailed in this paper is also expected to be implemented in
future LIGO/Virgo/KAGRA standard siren measurements.
We present results from a series of mock data analyses
(MDAs) which were designed specifically to test this
method’s robustness against some of the most common
pitfalls, in particular, GW selection effects which affect all
H0 measurements, and EM selection effects, which are
relevant in the context of galaxy catalogs. This method
builds upon the Bayesian framework first presented in [20]
which has subsequently been extended, modified and inde-
pendently derived by multiple authors [5,6,22,23,29]. The
framework here is broadly equivalent to that in [6,22],
however the mathematics and implementation differ, most
notably in the treatment of EM selection effects. With
specific care regarding selection effects we outline methods
for constrainingH0 using both the “galaxy catalog” and “EM
counterpart” approaches.
This paper is the first to explicitly test the robustness of a

coded implementation of this methodology through use of
galaxy catalogs which are incomplete and do not contain all
of the GW host galaxies. Additionally, the GW data used in
these MDAs were produced using an end-to-end simula-
tion, including searching for “injected” signals in real
detector data followed by a full parameter estimation to
obtain the GW posterior samples [30,31], making this the
most realistic set of simulated GW data to be used to
explore GW cosmology to date. The analyses start with the
most simplistic scenario, and increase in complexity with
each iteration in order to ensure that the GWCOSMO code is
able to pass each level satisfactorily before moving onto
the next.
This paper is structured as follows. Section II presents

the Bayesian framework used to estimate the posterior on
H0. Section III discusses the design and preparation of the
MDAs. In Sec. IV we present our results. We conclude in
Sec. V giving a detailed discussion of results and providing
guidance for future work. Some of the details of the
Bayesian method have been set aside to be discussed in
an Appendix.

II. METHODOLOGY

The late-time cosmological expansion in a Friedmann-
Lemaître-Robertson-Walker universe is characterized by
the Hubble-Lemaître parameter as a function of the
redshift z,

HðzÞ ¼ H0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ωmð1þ zÞ3 þ Ωkð1þ zÞ2 þ ΩΛ

q
; ð1Þ

where H0 is the Hubble constant, the rate of expansion in
the current epoch, and Ωm and ΩΛ are the fractional matter
density (including baryonic and cold dark matter) and
fractional dark energy density (assumed to be due to a

cosmological constant) respectively; Ωk is the fractional
curvature energy density which is identically zero for a
“flat” universe consistent with observations. Additionally,
we have the constraint Ωm þ Ωk þ ΩΛ ¼ 1 for all the
components contributing to the energy density of universe
at the present epoch.
The expansion history of the universe maps to a “red-

shift-distance relation” associating the redshift z of observ-
able sources to their luminosity distance dLðzÞ (see e.g.,
[32]) as,

dLðzÞ ¼
cð1þ zÞ

H0

Z
z

0

H0

Hðz0Þ dz
0; ð2Þ

for a flat universe. From the relation between observed z
and dL to sources (EM sources such as variable stars or
supernovae, or GW sources), one can measure the cosmo-
logical parameters appearing inHðzÞ.With knowledge of the
other cosmological parameters fΩm;Ωk;ΩΛg coming from
independent observations, the redshift-distance relation can
be used to measureH0. Wewould like to note that with prior
knowledge on the other cosmological parameters coming
from EM observations, the measurement made with GW
detections are not strictly independent measurements.
At low redshifts z ≪ 1, the redshift-distance relation can

be approximately described by the linear Hubble relation,

dLðzÞ ≈ cz=H0; ð3Þ

which contains H0 but is independent of the other cos-
mological parameters. With this approximate linear rela-
tion at low redshifts, any measurement of H0 with GWs
is independent of the values of the other cosmological
parameters.

A. Standard sirens

The amplitude of the observed strain is inversely propor-
tional to the luminosity distance to the GW source. For
compact binary sources in quasicircular orbits, the two
polarizations of the gravitational wave signal can be written
to leading order as a function of frequency f as [33]

h̃þðfÞ ∝
M5=6

z

2dL
ð1þ cos2ðιÞÞf−7=6 exp ðiϕðMz; fÞÞ ð4Þ

h̃×ðfÞ ∝
M5=6

z

dL
cosðιÞf−7=6 exp ðiϕðMz; fÞ þ iπ=2Þ ð5Þ

where ϕðMz; tÞ is the phase of the signal. The redshifting
of the signal is accounted for by using the parameter
Mz ≡Mð1þ zÞ, the “redshifted chirp mass,” to describe
the signal as observed in the detector. SinceMz appears in
both the phase and the amplitude, and in practice is more
strongly constrained by ϕðMz; fÞ, the dominant uncer-
tainty on the signal amplitude results from the uncertainties
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on luminosity distance, dL and inclination angle ι. Each
detector sees a linear combination of the two polarizations,
h̃ðtÞ ¼ Fþh̃þ þ F×h̃×, where Fþ;× are the antenna
response functions of the detector, which vary over the
sky position and polarization angle of the source. Given
multiple detectors at distant sites it is possible to simulta-
neously infer the parameters of the source, and therefore
find a direct estimate of its luminosity distance [34]. This
makes compact binaries self-calibrated luminosity distance
indicators or “standard sirens” unlike EM distance indica-
tors which need to undergo calibration via multiple rungs of
the cosmic distance ladder. The redshift of the GW source,
also required for cosmological inference, remains degen-
erate with the source’s mass, contained within Mz, and
needs to be estimated in alternate ways. The precision of the
dL estimate is limited because of correlations with other
parameters, particularly the inclination angle ι [5]. In this
work we simulate these effects as part of our end-to-end
analysis, described in Sec. III.

B. Galaxy information

There are multiple ways in which EM observations can
provide complementary redshift2 information. A BNS
event may be detected in coincidence with an EM counter-
part, which can be associated with the host galaxy to
provide a direct measurement of the redshift of the source.
More generically, a GWevent may not have a detected EM
counterpart, in which case one needs to fall back on the
method outlined by Schutz [1] and use potential host
galaxies within the event’s sky localization region for
the redshift information for the source. Two possibilities
come up: (i) to use available galaxy catalogs, or (ii) to
conduct dedicated EM follow-up on the event’s sky region,
mapping the galaxies within that area to as great a depth as
possible to maximize the redshift information available.
When using galaxy catalogs to provide the prior redshift

information, the possibility that the host galaxy lies beyond
the reach of the catalog must be taken into account. EM
telescopes are flux limited, which means that galaxy
catalogs are inherently biased toward containing objects
which are brighter and/or nearer-by (although there may be
other selection effects due to galaxy color or size, depend-
ing on the catalog). These EM selection effects must be
accounted for. Carrying out dedicated EM follow-up will,
to some degree, mitigate this issue, as it will allow for far
deeper coverage over a small section of the sky. For nearby
events, the possibility that the host galaxy lies above the
telescope’s upper threshold may be negligible. However,
the time and resources required for dedicated EM follow-up

means that the default approach for GW events observed
without counterparts will be to use preexisting catalogs.
In either case, the uncertainty associated with each

galaxy’s redshift must be taken into account, including
the redshift error due to the galaxy’s peculiar velocity, vp,
and, in cases where the redshift is estimated photometri-
cally, a much larger uncertainty due to the photometric
algorithm. Peculiar velocities are significant for nearby
galaxies. The effect of the peculiar velocity on the mea-
surement of H0 may be small if there are a large number of
potential host galaxies in the GW event’s sky-localization,
but for a small number of galaxies, and for the counterpart
case, this effect is particularly noticeable. For GW170817
at a nearby distance of about 40 Mpc, the peculiar velocity
contribution was large as 10% of the total observed redshift
[19], and different procedures of reconstructing the peculiar
velocity field led to residual uncertainties on the redshift
of between 2% and 8% [19,37–40]. The impact on H0

measurement of peculiar velocities and their reconstruction
is of topical interest, and has been the subject of several
recent studies including [41–43]. Photometric redshifts on
the other hand are important slightly farther away due to
lack of spectroscopic data in galaxy catalogs. The “photo-
z” are estimated using fitting and machine learning algo-
rithms [44,45], which often have large Oð1Þ fractional
uncertainties associated with them. While various caveats
and subtleties for a realistic measurement have been out-
lined in [24], the impact of photo-z uncertainties on H0

measurement is not precisely quantified in literature yet.
Our present mock data analyses ignore these crucial red-
shift uncertainties altogether, and the impact of their
magnitudes, profiles, and other systematic artefacts are
left aside for possible future study.

C. Bayesian framework

This section presents an overview of the Bayesian
framework of the GWCOSMO methodology. Parameters
which appear explicitly in this overview are defined in
Table I, while Table III in Appendix A 2 provides an
extended list of parameter definitions, alongside a network
diagram which demonstrates the conditional dependence of
these parameters (see Fig. 9).
The posterior probability on H0 from Ndet GW events is

computed as follows:

pðH0jfxGWg; fDGWgÞ

∝ pðH0ÞpðNdetjH0Þ
YNdet

i

pðxGWijDGWi; H0Þ ð6Þ

where fxGWg is the set of GW data, DGW indicates that the
event was detected as a GW and pðH0Þ is the prior on H0.
For a given H0, the term pðNdetjH0Þ is the probability of
detecting Ndet events. It depends on the intrinsic astro-
physical rate of events in the source frame, R ¼ ∂N

∂V∂T.

2There are ways of obtaining the redshift independent of EM
observations, by using known population properties such as the
mass distribution [10,35], or the neutron star equation-of-
state [36].
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The total number of expected events is given by
Ndet ¼ RhVTi, where hVTi is the average of the surveyed
comoving volume multiplied by the observation time. By
choosing a scalefree prior on rate, pðRÞ ∝ 1=R, the
dependence on H0 drops out [46]. For simplicity this
approximation is made throughout the analysis and there-
fore pðNdetjH0Þ is absent from further expressions.
The remaining term factorizes into likelihoods for

each detected event. Using Bayes’ theorem we can write
it as,

pðxGWjDGW; H0Þ ¼
pðDGWjxGW; H0ÞpðxGWjH0Þ

pðDGWjH0Þ

¼ pðxGWjH0Þ
pðDGWjH0Þ

; ð7Þ

where we set pðDGWjxGW; H0Þ ¼ 1, since the analysis is
only carried out when the signal-to-noise ratio (SNR), ρ,
associated with xGW passes some detection statistic thresh-
old ρth—it is a prerequisite that the event has been detected.
Calculating pðDGWjH0Þ requires integrating over all pos-
sible realizations of GW events, with a lower integration
limit of ρth:

pðDGWjH0Þ ¼
Z

∞

ρ>ρth

pðxGWjH0ÞdxGW: ð8Þ

For explicit details on the calculation of pðDGWjH0Þ see
Appendix A 5. The term pðDGWjH0Þ depends on proper-
ties of the GW source population (e.g., the mass distribu-
tion), but in this work, for simplicity, it is assumed that the
population properties are known exactly.

1. The galaxy catalog method

In the galaxy catalog case, the EM information enters
the analysis as a prior, made up of a series of possibly

smoothened delta functions3 at the redshift, right ascension
(RA) and declination (dec) of the possible source locations.
As we are in the regime where (especially for BBHs)
galaxy catalogs cannot be considered complete out to the
distances to which GW events are detectable, we have to
consider the possibility that the host galaxy is not contained
within the galaxy catalog due to being dimmer than the
apparent magnitude threshold. In order to do so, we
marginalize the likelihood over the case where the host
galaxy is, and is not, in the catalog (denoted by G and Ḡ
respectively):

pðxGWjDGW;H0Þ¼
X
g¼G;Ḡ

pðxGWjg;DGW;H0ÞpðgjDGW;H0Þ;

¼pðxGWjG;DGW;H0ÞpðGjDGW;H0Þ
þpðxGWjḠ;DGW;H0ÞpðḠjDGW;H0Þ:

ð9Þ

While theoretically equivalent to and consistent with the
methodology presented in [6,22], the mathematics and
implementation here differ, most notably in the treatment of
EM selection effects, and our focus on whether the host
galaxy is contained within the galaxy catalog or not, rather
than calculating a “completeness fraction” in order to
weight the in-catalog and out-of-catalog likelihood con-
tributions. This, alongside the modeling of EM selection
effects using an apparent magnitude threshold, which has
not been done before, accounts for the main differences
between this derivation and those presented in earlier
works. The methodology presented here aligns directly
with the implementation of the GWCOSMO code. We leave
the details of this derivation to Appendix A 2.

2. The counterpart method

The method outlined above is for the galaxy catalog case,
in which no EM counterpart is observed, or expected. We
also consider the case where we observe an EM counter-
part. The main difference is the inclusion of a likelihood
term for the EM counterpart data, mirroring that of the
GW data.
The likelihood in this case, which is the term within the

product in Eq. (6), is given by:

pðxGW; xEMjDGW; DEM; H0Þ

¼ pðxGW; xEMjH0ÞpðDGW; DEMjxGW; xEM; H0Þ
pðDGW; DEMjH0Þ

;

¼ pðxGWjH0ÞpðxEMjH0Þ
pðDEMjDGW; H0ÞpðDGWjH0Þ

; ð10Þ

TABLE I. A summary of the parameters present in the
methodology.

Parameter Definition

H0 The Hubble constant.
Ndet The number of events detected during

the observation period.
xGW The GW data associated with some GW source, s.
DGW Denotes that a GW signal was detected, i.e.,

that xGW passed some detection statistic
threshold ρth.

g Denotes that a galaxy is (G), or is not (Ḡ),
contained within the galaxy catalog.

xEM The EM data associated with some EM counterpart.
DEM Denotes that an EM counterpart was detected,

i.e., that xEM passed some threshold.

3While uncertainties on the galaxy sky-coordinates can be
safely ignored, the error on the redshift can be modeled with a
Gaussian or a more complicated distribution.
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where xEM refers to the EM counterpart data and DEM
denotes that the counterpart was detected. In the numerator
we have assumed that the GWand EM data are independent
of each other and so the joint GW-EM likelihood fac-
tors out. pðDGW; DEMjxGW; xEM; H0Þ is further factorized
as pðDEMjDGW;xGW;xEM;H0ÞpðDGWjxGW;xEM;H0Þ. The
first term is equal to 1, as this method is only used when we
have observed an EM counterpart, meaning that by
definition xEM has passed some threshold for detectability
set by EM telescopes. The second term also goes to 1, due
to the same threshold argument as in Sec. II C.
For simplicity, in this paper we make the assumption that

the detection of an EM counterpart is flux-limited and, as in
[19], that the detectability of EM counterparts extends well
beyond the distance to which BNSs are detectable with O2-
like LIGO and Virgo sensitivity. Following this, we make
the assumption that the term pðDEMjDGW; H0Þ ≈ 1, and
leave a more rigorous analysis of theH0-dependence of this
term for a future study.
In an ideal scenario, the observation of an EM counter-

part will allow for the identification of one of the galaxies in
the neighboring region as the host of the GW event. In the
case where the EM counterpart cannot be unambiguously
linked to a host galaxy, this uncertainty can also be taken
into account. See Appendix A 4 for more details.

III. THE MOCK DATA ANALYSES

In this section we describe a series of mock data analyses
(MDAs) that we use to test our implementation of the
Bayesian formalism described in Sec. II and its ability to
infer the posterior on H0 under different conditions. For
each case, the MDA consists of (i) simulated GW data, and
(ii) a corresponding mock galaxy catalog. In all cases, we
make several idealized assumptions regarding both the GW
and galaxy data. On the GW side, the detection efficiency
and the source population properties are assumed to be
known exactly. On the galaxy side, the luminosity function
and magnitude limit are also assumed to be known exactly
in each case, so that the incompleteness correction can
be calculated exactly. Further, we neglect the effects of
large-scale structure and redshift uncertainties in the mock
catalogs.
For each of the MDAs we use an identical set of

simulated BNS events from the First Two Years of
electromagnetic follow-up with Advanced LIGO and Virgo
dataset [30,31].4 The set of BNS events comes from an
end-to-end simulation of approximately 50,000 “injected”

events in detector noise corresponding to a sensitivity
similar to what was achieved during O2. Only a subset
(approximately 500 events) were “detected” by a network
of two or three detectors with the GstLAL matched filter
based detection pipeline [47]. From the above detections,
249 events were randomly selected (in a way that no
selection bias was introduced), and these events underwent
full Bayesian parameter estimation using the LALInference

software library [34] to obtain gravitational wave posterior
samples and skymaps. Consistency with the First Two
Years parameter estimation results in terms of sky locali-
zation areas and 3D volumes was demonstrated in [48]. It is
these 249 events of the First Two Years dataset and the
associated GW data which we use for our analysis.
The galaxy catalogs for each iteration of the MDA

described below are designed to test a new part of the
GWCOSMO methodology in a cumulative fashion, starting
with GW selection effects, adding in EM selection effects,
and finally testing the ability to utilize the information
available in the observed brightness of host galaxies, by
weighting the galaxies with a function of their intrinsic
luminosities.
The starting point for the galaxy catalogs is to take

all 50,000 injected events from the First Two Years dataset
and simulate a mock universe, which contain a galaxy
corresponding to each injected event’s sky location and
luminosity distance, where the latter is converted to a
redshift using a fiducial “simulated” H0 value of
70 km s−1 Mpc−1. The First Two Years data was originally
simulated in a universe where GW events followed a d2L
distribution, and there was no distinction between the
source frame and the (redshifted) detector frame masses.
Though not ideal, this data reasonably mimics a low
redshift universe (z ≪ 1) in which the linear Hubble
relation of Eq. (3) holds, and galaxies follow a z2

distribution. We use the same linear relation for the
generation of the MDA universe (i.e., a set of simulated
galaxy catalog parameters) for each of the MDAs. It should
be emphasized that the Bayesian method for estimation of
H0 outlined in Sec. II above is general, and can be extended
to realistic scenarios with a nonlinear cosmology with
fΩm;Ωk;ΩΛg held fixed. So, in particular, the method is
applicable for events which are detected at higher distances,
where the low redshift approximation breaks down. The
restriction to a linear cosmology in this paper comes only
due to the use of the MDA dataset. We would like to note
that by using a linear cosmology, we are not testing possible
effects introduced by the presence of other cosmological
parameters. The analysis at large redshifts may, for exam-
ple, be sensitive to the values (or the assumed prior ranges)
of the parameters like Ωm and ΩΛ.
The first four columns of Table II summarize the

characteristics of each of the galaxy catalogs created
and how they correspond to each MDA. We give a brief
description for each of the cases below.

4The set of simulations in [31] are more realistic with the same
injections in (recolored) detector data as opposed to Gaussian
noise used in [30]. Correspondingly, the detection criterion is in
terms of a false alarm rate (FAR) rather than a threshold on the
SNR. This is an important distinction, particularly affecting
events marginally close to the detection threshold. We use the
simplified set of simulations in [30] noting potential caveats.
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A. MDA0: Known associated host galaxies

MDA0 is the simplest version of the MDAs, in which we
identify with certainty the host galaxy for each GW event,
and is equivalent to the direct counterpart case. As the
galaxies are generated with no redshift uncertainties or
peculiar velocities, the results will be (very) optimistic.
This MDA provides the “best possible” constraint on H0

using the 249 events, which then allows for comparison
with the other MDAs.

B. MDA1: Complete galaxy catalog

The MDA1 universe consists of the full set of 50,000
galaxies out to z ≈ 0.1 (dL ≈ 428 Mpc) in the original First
Two Years dataset. This gives a galaxy number density of
∼1 per 7000 Mpc3, which is ∼35 times sparse compared to
the actual density of galaxies in the local universe [49].
Additional galaxies are generated beyond the edge of the
dataset universe, uniformly across the sky and uniformly in
comoving volume, thereby extending the universe out to a
radius of 2000Mpc (z ¼ 0.467 forH0 ¼ 70 km s−1Mpc−1).
This means that, even allowing H0 to be as large as
200 km s−1Mpc−1, the edge of the MDA universe is more
than twice the highest redshift associated with the farthest
detection (which is at∼270 Mpc).5 Each of the 249 detected
BNS have a unique associated host galaxy contained within
theMDA1 catalog. This catalog is thus complete in the sense
that it contains every galaxy in the simulated universe. We
refer to the MDA universe as MDA1 throughout the rest of
the paper, and similarly for the subsequent MDAs.
MDA1 is designed to test our treatment of GW selection

effects, by ensuring that given a set of sources and access to
a complete catalog, our methodology and analysis produces
a result consistent with the simulated value of H0.

C. MDA2: Incomplete galaxy catalog

MDA2 is designed to test our treatment of EM selection
effects, by applying an apparent magnitude threshold to the
MDA universe, such that a certain fraction of the host
galaxies is not contained in it. This is a necessary consid-
eration, given that we are in the regime where GW signals
are being detected beyond the distance to which the current
galaxy catalogs can be considered to be complete. This has
been true for BBHs detections since O1, and is true of
BNSs as well in O3.
In order to create the catalog for MDA2, we start with the

initial MDA1 universe and assign luminosities to each of the
galaxieswithin it.We assume that the luminosity distribution
of thegalaxy catalog is known to the observer throughout and
follows a Schechter function of the form [50]

ϕðLÞdL ¼ n�
�
L
L�

�
α

e−L=L
� dL
L� ; ð11Þ

where L denotes a given galaxy luminosity and ϕðLÞdL is
the number of galaxies within the luminosity interval
½L;Lþ dL�. The characteristic galaxy luminosity is given
by L� ¼ 1.2 × 1010h−2L⊙ with solar luminosity L⊙ ¼
3.828 × 1026 W, and h≡H0=ð100 km s−1 Mpc−1Þ,6 α ¼
−1.07 characterizes the exponential drop off of the lumi-
nosity function, and n� denotes the number density of objects
in the MDA universe (in practice, this only acts as a
normalization constant). The integral of the Schechter
function diverges at L → 0, requiring a lower luminosity
cutoff for the dimmest galaxies in the universe which we set
to Llower ¼ 0.001L�. This choice is arbitrary for our purpose
here, but small enough to include almost all objects classified
as galaxies in real catalogs like GLADE [49].

TABLE II. A summary of the main results. We quote the peak value and the 68.3% highest density error region for the posterior
probability on H0 for each of the MDAs combining all 249 events. The fractional uncertainty is defined as the half-width of the 68.3%
highest density probability interval divided by the simulated value of H0 ¼ 70 km s−1 Mpc−1.

MDA Host galaxy preference Completenessa mth Analysis assumption H0 (km s−1 Mpc−1) Fractional uncertainty

0 Known host � � � � � � Direct counterpart 69.08þ0.79
−0.80 1.13%

1 Equal weights 100% � � � Unweighted catalog 68.91þ1.36
−1.22 1.84%

2a Equal weights 75% 19.5 Unweighted catalog 69.97þ1.59
−1.50 2.21%

2b Equal weights 50% 18 Unweighted catalog 70.14þ1.80
−1.67 2.48%

2c Equal weights 25% 16 Unweighted catalog 70.14þ2.29
−2.18 3.20%

3a Luminosity weighted 50% 14 Weighted catalog 70.83þ3.55
−2.72 4.48%

3b Luminosity weighted 50% 14 Unweighted catalog 69.50þ4.20
−3.24 5.31%

aThe completeness is calculated as a number completeness using Eq. (12) for MDAs 1 and 2, and as a luminosity completeness using
Eq. (15) for MDA 3, out to a fiducial distance of 115 Mpc, such that it is indicative of the fraction of host galaxies which are inside the
galaxy catalog in both cases.

5For MDA1 and for all subsequent MDAs, it has been tested
that the artificial “edge of the universe” has no bearing on the
results.

6We note that the parameter L� of the Schechter luminosity
function itself depends on H0, which we allow to vary and hence
take into account within our formalism.
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These luminosities are then converted to apparent mag-
nitudes using m≡25−2.5log10ðL=L�Þþ5log10ðdL=MpcÞ,
and an apparent magnitude threshold mth is applied as a
crude characterization of the selection function of an
optical telescope observing only objects with m < mth.
MDA2 is broken into three sub-MDAs, in order to test our
ability to handle different levels of galaxy catalog com-
pleteness dictated by different telescope sensitivity thresh-
olds. In each case, the catalog completeness is defined as
the ratio of the number of galaxies inside the catalog
relative to the number of galaxies inside the MDA universe,
out to a reference fiducial distance dL,

fcompletenessðdLÞ ¼
P

MDA2
j ΘðdL − dLj

ÞP
MDA1
k ΘðdL − dLk

Þ ; ð12Þ

where the numerator is a sum over the galaxies contained
within the MDA2 catalog out to some reference distance
dL, and the denominator is a sum over the galaxies in the
MDA1 catalog.
Apparent magnitude thresholds of mth ¼ 19.5, 18, and

16 are chosen for the three sub-MDAs, which correspond
to cumulative number completeness fractions of 75%,
50% and 25% respectively, evaluated at a distance of
dL ¼ 115 Mpc, chosen such that given the luminosity
distance distribution of detected BNSs, the completeness
fraction for the sub-MDA to this distance is roughly
indicative of the percentage of host galaxies which remain
inside the galaxy catalog. The left panel of Fig. 1 shows
how the completeness of each of the MDA2 catalogs drop
off as a function of distance.

D. MDA3: Luminosity weighting

MDA3 is designed to test the effect of weighting the
likelihood of any galaxy being host to a GW event as a
function of their luminosity. It is probable that the more
luminous galaxies are also more likely hosts for compact
binary mergers; the luminosity in blue (B-band) is indica-
tive of a galaxy’s star formation rate, for example, while the
luminosity in high infrared (K-band) is a tracer of the stellar
mass [51–53]. The bulk of the host probability is expected
to be contained within a smaller number of brighter
galaxies, effectively reducing the number of galaxies which
need to be considered. Additional information from lumi-
nosity is thus expected to improve the constraint on H0 by
narrowing its posterior probability density.
ForMDA3, the probability of a galaxy hosting aGWevent

is chosen to be proportional to the galaxy’s luminosity.
Because the GW events for these MDAs were generated in
advance, and we are retroactively simulating the universe in
which they exist, generating the MDA3 universe required
some care: luminosities have to be assigned to the host
galaxies and the nonhost galaxies in such a way that our
choice of simulated luminosity weighting is correctly rep-
resented within the galaxy catalog.
As with MDA2, the luminosity distribution of the

galaxies in the universe is assumed to follow the
Schechter luminosity function as in Eq. (11) (referred to
from now on as pðLÞ). However, the joint probability of a
single galaxy having luminosity L and hosting a GWevent
(which emits a signal, s) is pðL; sÞ ∝ LpðLÞ, where we
assume that the probability of a galaxy of luminosity L
hosting a source is proportional to the luminosity itself. All
host galaxies thus have luminosities sampled from LpðLÞ.

FIG. 1. Galaxy catalog completeness fractions for MDA2 and MDA3. Left panel: Galaxy number completeness fraction defined in
Eq. (12) as a function of luminosity distance for the three MDA2 sub-catalogs. The lines in green, orange and blue correspond to the
catalogs with mth ¼ 19.5, 18, and 16 respectively; these correspond to completeness fractions of 75%, 50% and 25% out to a fiducial
reference distance of 115 Mpc (shown as a vertical grey line). Right panel: The galaxy luminosity completeness fraction defined in
Eq. (15) as a function of luminosity distance for the MDA3 catalog, with mth ¼ 14. At the reference distance of 115 Mpc (vertical grey
line), this is corresponds to a completeness fraction of ∼50%.
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In this context, we must consider all galaxies which hosted
GWevents, not just those fromwhich a signal was detected.
With this in mind, the overall luminosity distribution has
the following form:

pðLÞ ¼ β
L
hLipðLÞ þ ð1 − βÞxðLÞ ð13Þ

where β is the fraction of host galaxies to total galaxies for
the observed time period (1 ≥ β ≥ 0), L=hLi is the nor-
malized luminosity, and xðLÞ is the unknown luminosity
distribution of galaxies which did not host GW events,
which we can sample for a given value of β.
Rearranging to obtain the only unknown, xðLÞ, gives

xðLÞ ¼ pðLÞ
1 − β

�
1 − β

L
hLi

�
; ð14Þ

and from this we see there is an additional constraint on β,
because the term inside the brackets must be >0. The
maximum value that β can take is given by βmax ¼
hLi=Lmax, where Lmax is the maximum luminosity from
the Schechter function, and hLi is the mean. From the
Schechter function parameters detailed in Sec. III C,
βmax ≈ 0.015.
The original First Two Years data was generated by

simulating ∼50, 000 BNS events, of which ∼500 were
detected, of which 249 randomly selected detections
underwent parameter estimation. The number of “hosting”
and “nonhosting” galaxies have to be rescaled to represent
this. Thus half of the original galaxies were denoted as
hosts (including those associated with the 249 detected GW
events). However, in order to satisfy the requirements for β,
a greater density of nonhosting galaxies had to be added to
the universe before luminosities could be assigned. Thus
for MDA3, the density of galaxies is increased by a factor
of 100, with the acknowledgement that this would lead to a
broadening of the final posterior. MDA3 has a galaxy
density of ∼1 galaxy per 70 Mpc3, which is about 3 times
denser than the actual density of galaxies in the local
universe [49]. This also means that MDA3 is not directly
comparable with the previous MDA versions, save MDA0.
The galaxies which are hosts are assigned luminosities
from LpðLÞ, and nonhosts from xðLÞ above.
In order to include EM selection effects, an apparent

magnitude cut mth of 14 is applied, such that the com-
pleteness of the galaxy catalog is ∼50% out to the same
fiducial distance of 115 Mpc as in MDA2. In this case,
completeness is however defined in terms of the fractional
luminosity contained in the catalog, rather than in terms of
numbers of objects:

fcompletenessðdLÞ ¼
P

MDA3
j LjΘðdL − dLj

ÞPcomplete
k LkΘðdL − dLk

Þ ; ð15Þ

where the numerator is summed over the galaxies inside
the MDA3 apparent magnitude-limited catalog, and the
denominator is summed over the galaxies in the whole
MDA3 universe. This is shown in the right panel of Fig. 1.
As the host galaxies are luminosity weighted, the cumu-
lative luminosity completeness is representative of the
percentage of BNS event hosts inside the catalog.

IV. RESULTS

In this section we summarize the results for the mock
data analyses described in Sec. III. We show the combined
posteriors on H0 for each MDA, discuss the convergence
to the simulated value of H0 ¼ 70 km s−1 Mpc−1 and
calculate the precision of the combined measurement under
each set of conditions. In Table II we list the measured
values of the Hubble constant for the combined 249 event
posterior (maximum a posteriori and 68.3% highest
density posterior intervals) all computed with a uniform
prior onH0 in the range of ½20; 200� km s−1Mpc−1, as well
as the corresponding fractional uncertainties for each of
the MDAs.

A. MDA0: Known associated host galaxies

We first consider the simple case where we identify the
true host galaxy for every event and determine the
resulting 249-event combined H0 posterior. Figure 2
presents the results of this analysis. The likelihoods for
each individual GW event are shown (normalized relative
to each other but scaled with respect to the combined
posterior for clarity) shaded by the event’s optimal SNR
in the detector network, as defined in [54]. In this case,
each likelihood is informative, having a clearly-defined
peak corresponding to finding the likely values of H0 for
the known galaxy redshift. Each curve traces the infor-
mation in the corresponding dL distribution, which is
usually unimodal, but in some cases may have two or
more peaks [30,31]. We see that the peaks of the
individual likelihoods do not necessarily correspond to
the true value H0 ¼ 70 km s−1Mpc−1, but there is always
support for it, leading to the combined posterior, which
is overlaid in thick purple. This gives us a statistical
estimate for the maximum a posteriori value and
68.3% maximum-density credible interval for H0 as
69.08þ0.79

−0.80 km s−1Mpc−1. The final result combining all
the 249 events have converged to a relatively symmetric
“Gaussian” distribution [55].
The result of MDA0 provides us with the best possible

H0 estimate given the set of GW detections, since this case
corresponds to perfect knowledge of the host galaxies. This
gives us a benchmark against which other versions of the
MDA can be compared. Since this is a best-case scenario,
we have the least statistical uncertainty in the final result,
making any systematic bias more apparent than for the
subsequent MDAs. For the combined result with 249
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events, the simulated value is contained within the support
of the posterior distribution of H0.
MDA0 demonstrates the importance of correctly

accounting for GW selection effects. We are biased toward
detecting sources which are nearer-by, and which are
optimally orientated (closer to face-on). If an analysis is
performed without taking into consideration the denomi-
nator pðDGWjH0Þ of Eq. (7), which corrects for this, the
posterior density on H0 converges to a value different from
its simulated value of 70 km s−1Mpc−1. This can be seen in
Fig. 2, where the dashed purple line shows the MDA0
combined posterior for all 249 events, neglecting GW
selection effects entirely. We leave a detailed exploration of
what level of accuracy in the GW selection function is
required in order to move beyond 249 BNS-with-counter-
part events, and simply note that in this case, it is sufficient
enough that any biases which could affect the next stages of
the MDA do not arise from the GW selection effects.

B. MDA1: Complete galaxy catalog

The next more complex case is MDA1, where we assume
no counterpart was observed, and resort to using a galaxy
catalog. MDA1 uses a complete galaxy catalog containing
all potential hosts—an optimistic scenario, in which EM
selection effects do not need to be considered. The results
with MDA1 already show a wider posterior distribution on
H0 (68.91

þ1.36
−1.22 km s−1 Mpc−1) because of lack of certainty

of the host galaxy (Fig. 3). The introduction of this
uncertainty means that the contributions from each event
will be smoothed out, depending on the size of the event’s

sky localization and the number of galaxies within it. As
can be seen in Fig. 4, there is a far higher proportion
of events for which the likelihood is relatively broad and
less informative, in comparison to Fig. 2. However, many
events clearly have a small number of galaxies in their sky-
area, and hence still show clear peaks.

FIG. 2. Individual and combined results for MDA0 (known host galaxy or direct counterpart case). The solid thick purple line shows
the combined posterior probability density on H0, while the dashed line shows the combined posterior when GW selection effects are
neglected. Individual likelihoods (normalized and then scaled by an arbitrary value), for each of the 249 events, are shown as thin lines
with shades corresponding to their optimal SNR. The simulated value of H0 is shown as a vertical dashed line.

FIG. 3. Comparison of the galaxy catalog method with the
known host galaxy case. Joint posterior probability density onH0

using all 249 events for MDA0 (known host galaxy) and MDA1
(complete galaxy catalog) are shown respectively in purple and
red. For this set of simulations, uncertainty with the galaxy
catalog is only about 1.63 times larger than with known host
galaxies.

RACHEL GRAY et al. PHYS. REV. D 101, 122001 (2020)

122001-10



C. MDA2: Incomplete galaxy catalog

The next most complex scenario is the case where we
have incomplete galaxy catalogs, limited by an apparent
magnitude threshold. This gives us the first case where
accounting for EM selection effects is important. To
investigate this, we consider three galaxy catalogs, with
apparent magnitude thresholds of mth ¼ 19.5, 18 and 16,
with respective completeness fractions of 75%, 50% and
25% in addition to the complete catalog for MDA1 (see
Sec. III C for details). The combined 249-event posterior
distributions on H0 are shown in Fig. 5.
As the catalogs become less complete, the combined H0

posterior becomes wider. This is because the probability
that the host galaxy is inside the catalog decreases. The
contribution from the galaxies within the catalog is
reduced, and the uninformative contribution from the
out-of-catalog term in Eq. (9) increases. This is visible
in the individual likelihoods shown in Fig. 6, where instead
of decreasing toward zero at high values ofH0, many of the
individual likelihoods tend toward a constant. This is
because, in the absence of EM data, and with the linear
Hubble relation assumed in this work, the number of
unobserved galaxies increases without limit as d2L. This
is seen mostly for events at high distances (where the host
has a lower probability of being in the catalog), or for well-
localized events where there is no catalog support at the
relevant redshifts within the event’s sky area. However,
enough events are detected at low distances, where the
catalogs are more complete and so provide informative
redshift information, to produce an upper constraint on H0.

We estimate H0 ¼ 69.97þ1.59
−1.50 , 70.14þ1.80

−1.67 , and
70.14þ2.29

−2.18 km s−1Mpc−1 respectively for galaxy catalogs
of 75%, 50%, and 25% completeness. See Sec. IV E for a
more in depth comparison of how galaxy catalog com-
pleteness affects posterior width.
Our exercise demonstrates that we need to know (or

assess) the completeness of galaxy catalogs, and put in an

FIG. 4. Individual and combined results for MDA1 (complete galaxy catalog). The thick red line shows the combined posterior
probability density on H0. Individual likelihoods (normalized and then scaled by an arbitrary value), for each of the 249 events, are
shown as thin lines with shades corresponding to their optimal SNR. The simulated value ofH0 is shown as a vertical dashed line. Many
of the individual likelihoods do not have sharp features, however the final result converges to the simulated value with redshift
information present in the galaxy catalogs. This demonstrates the applicability of our methodology.

FIG. 5. Comparison of results with varying galaxy catalog
completeness. In MDA2, the simulated apparent magnitude
threshold is varied to obtain galaxy catalogs of 100%, 75%,
50%, and 25% completeness. The corresponding posterior
probability densities on H0 using all 249 events are shown in
red, green, yellow, and blue respectively.
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appropriate out-of-catalog term in the analysis. For any of
the MDA2 catalogs, if we assume that the galaxy catalog is
complete, when in reality it is not, we get a posterior
distribution on H0 which is inconsistent with a value of
70 km s−1 Mpc−1. This is because the well-localized events
for which the host is not inside the catalog do not have
support for the correct value of H0. In real catalogs, galaxy
clustering might ensure that there are nearby bright galaxies
in the catalog, partially mitigating this bias.

D. MDA3: Luminosity weighting

Until now we have considered all galaxies in our catalog
to be equally likely to host a gravitational-wave source. In
MDA3 we analyze the case described in Sec. III D where
this is no longer true by constructing a galaxy catalog such
that the probability of any single galaxy hosting a GW
source is directly proportional to its luminosity. MDA3
includes the same EM selection effects as MDA2, in the
sense that the catalog is magnitude limited. The complete-
ness of this catalog, defined in terms of luminosity rather
than numbers of galaxies, as defined in Eq. (15), is 50% out
to 115 Mpc. This is indicative that approximately 50% of
the detected GW events have host galaxies inside the
catalog.
To investigate the importance of luminosity weighting,

MDA3 was analyzed twice under different assumptions,
given in Eq. (A3). In the first, the analysis was matched
to the known properties of the galaxy catalog, such that
the probability of any galaxy hosting a GW event was

proportional to its luminosity. In the second, we feigned
ignorance and ran the analysis with the assumption that
each galaxy was equally likely to be host to a GWevent (as
was true in MDAs 1 and 2). This allows us to determine the
effect of ignoring galaxy weighting with this dataset.
The combined H0 posteriors for both cases are shown in
Fig. 7. The estimated values of the Hubble constant are
70.83þ3.55

−2.72 km s−1Mpc−1 (assuming hosts are luminosity
weighted) and 69.50þ4.20

−3.24 km s−1 Mpc−1 (assuming equal
weights). By weighting the host galaxies with the correct
function of their luminosities, which happens to be known
in this case, the constraint onH0 improves—the uncertainty
narrows by a factor of 1.2, compared to the case in which
equal weights are assumed. Both results are consistent with
the fiducial H0 value of 70 km s−1Mpc−1. In the limit of a
far greater number of events, one might expect to see a bias
emerge in the case in which the assumptions in the analysis
do not match those with which the catalog was simulated.
The luminosity weighting of host galaxies, by its very
nature, increases the probability that the host galaxy is
inside the galaxy catalog; assuming equal weighting gives
disproportionate weight to the contribution that comes from
beyond the galaxy catalog. However, for the 249 BNS
events considered here, the final posteriors are too broad to
be able to detect any kind of bias.

E. Comparison between the MDAs

So far we have focused on individual event likelihoods
and combined results for all 249 events. Our dataset also

FIG. 6. Individual and combined results for MDA2 with a 25% complete galaxy catalog. The thick blue line shows the combined
posterior probability density onH0. Individual likelihoods (normalized and then scaled by an arbitrary value), for each of the 249 events,
are shown as thin lines with shades corresponding to their optimal SNR. The simulated value of H0 is shown as a vertical dashed line.
Compared to MDA0 (Fig. 2) and MDA1 (Fig. 4), fewer individual likelihoods are peaked here. Although the final H0 estimate is less
precise, the results converge to the simulated value, demonstrating the applicability of our methodology to threshold-limited galaxy
catalogs of about 25% completeness.
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allows us to assess the convergence for the combined
Hubble posterior as we add events. We calculate the
intermediate combined posteriors as a function of the
number of events, and show the resulting convergence in
Fig. 8. We plot the fractional H0 uncertainty (defined here
as the half-width of the 68.3% credible interval divided by
H0, Δ68.3%

H0 =2H0), against the number of events we include
in a randomly selected group. The scatter between real-
izations of the group is indicated by the error bars, which
encompass 68.3% of their range. There is a considerable
variation between different realizations, for the incomplete
catalogs. For example, of the 100 realizations we used, for
25% completeness and 40 events, there are groups that give
∼10% precision, but others that give ∼70% precision.
With a sufficiently large number of events, we expect a

1=
ffiffiffiffi
N

p
scaling of the uncertainty with the number of events

[5,6]. To check whether this behavior is indeed true, we
fit the results for each MDA to the expected scaling,
obtaining the coefficient of 1=

ffiffiffiffi
N

p
by maximizing its

likelihood given the fractional uncertainties and their
variances from the different realizations. The coefficient
of the scaling is automatically dominated by the fractional
uncertainties at large N where the variances are small.
We show this scaling for each MDA as a set of dashed
lines in Fig. 8.

FIG. 7. Comparison of results with and without luminosity
weighting. In MDA3, by construction, the probability of any
galaxy hosting a GW event is proportional to its luminosity. The
pink curve shows the posterior probability density on H0 for the
case where we take this into account in our analysis as a
weighting by the galaxy’s luminosity. The blue curve shows
the posterior density for the case where we ignore this extra
information, and treat every galaxy as equally likely to be hosts.
Luminosity weighting improves the precision in the results by a
factor of 1.2 for this set of simulations.

FIG. 8. Fractional uncertainty inH0 as a function of the numberN of the events for the combinedH0 posteriors. The fractional uncertainty
inH0 is defined as the half-width of the 68.3% highest probability density interval divided by 70 km s−1 Mpc−1, and is shown as the plotted
dots for all cases. The error bars contain 68%of the scatter arising fromdifferent realizations of the events. (left) In purple, red, green, yellow
and blue we show the associated host galaxy case (MDA0), complete galaxy catalog (MDA1) case, and the 75%, 50% and 25%
completeness cases; we find a fractional H0 uncertainty of 1.13%, 1.84%, 2.21%, 2.48% and 3.20% respectively for the combined H0

posterior from 249 events. (right) convergence forMDA3 (event probability proportional to galaxy luminosity), analyzed with luminosity-
weighted likelihood (pink) or equally-weighted likelihood (light blue). We find fractional H0 uncertainties of 4.48% and 5.31%
respectively. MDA0 (purple) is included for reference.We plot the expected 1=

ffiffiffiffi
N

p
scaling behavior for large values of N for all cases with

the dashed lines. This scaling behavior is met by all MDAs as the number of events reaches 249, but for the less informative, lower
completeness MDAs the trend is slower to emerge. This is even more evident in MDA3, where the density of galaxies is 100 times greater,
producing more potential hosts for each event. This is mitigated somewhat by the effect of luminosity-weighting the potential hosts (pink).
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It can be seen that for each MDA, the results converge to
the expected 1=

ffiffiffiffi
N

p
scaling. The number of events required

before this behavior is reached is dependent on the amount
of EM information available on average for each event, in
agreement with the results of [6]. The direct counterpart
case is always on the trend afterOð10Þ events, and shows a
∼18%=

ffiffiffiffi
N

p
convergence, comparable to and consistent

with the results in [6,7]. With the most complete galaxy
catalogs, if the host galaxy is not directly identified it
will take tens of events before this behavior is reached.
However, even the least complete catalog (25%) appears to
have reached this behavior by the time all 249 events are
combined. It should be noted that as the catalogs for MDAs
1 and 2 were not simulated realistically, their low density
relative to the density of the universe means that these
numbers should not be taken as predictions of how fast
1=

ffiffiffiffi
N

p
may be reached (except, perhaps, in the counterpart

case, although one should bear in mind that even for that
case, peculiar velocities and redshift uncertainties have
been neglected). Even with a galaxy catalog which is 25%
complete, MDA2 gives a result which is only about a factor
of 3 times worse than the counterpart case.
As the density of galaxies in MDA3 was increased by 2

orders of magnitude over MDAs 1 and 2, the final posteriors
cannot be directly compared between MDAs. However,
by plotting the equivalent convergence figure for MDA3
(including the “known host” case as a reference, see Fig. 8),
the impact of increasing the density of galaxies in the
universe on the rate at which the posterior converges on
the 1=

ffiffiffiffi
N

p
behavior becomes clear.When there aremore host

galaxies, the results are overall less precise, and take longer to
reach the 1=

ffiffiffiffi
N

p
trend. As expected, using luminosity-

weighting of potential host galaxies as an assumption in
the analysis concentrates the probability to a smaller number
of galaxies, leading to a more precise result.

F. Limited robustness studies

Our results are expected to be sensitive to the luminosity
distribution parameters—if one uses values of the
Schechter function parameters α and L� in the analysis
which are different from the ones used to simulate the
galaxy catalogs, one would expect to end up with a bias
in the results. With variations of these parameters within
their current measurement uncertainties, we have however
demonstrated that the resulting variation in the final result
is small compared to the statistical uncertainties reached
with the current set of MDAs. Furthermore we have also
demonstrated that our results are robust against a small
Oð1Þ variation in the value of the telescope sensitivity
threshold mth.

V. CONCLUSIONS AND OUTLOOK

The H0 measurement using GW standard sirens has
been demonstrated with recent events, including both the

counterpart method for GW170817 [19], and the galaxy
catalog method [22,23]. These approaches are combined in
the analysis of both BNS and BBH events from the first two
observing runs of the advanced detector network [24],
using the method described in this paper. Future measure-
ments will rely on a combination of counterpart and catalog
methods, as appropriate for each new detected event, with
catalog incompleteness playing an important role for the
more distant, yet more common, BBHs. This paper outlines
a coherent approach that tackles both of these scenarios,
including treatment of selection effects in both GWs (due to
the limited sensitivity of GW detectors) and EM (due to the
flux-limitations of EM observing channels). We performed
a series of MDAs to validate our method using up to 249
observed events. For each of the MDAs analyzed, the final
posterior on H0 is found to be consistent with the value of
H0 ¼ 70 km s−1 Mpc−1 used to simulate the MDA galaxy
catalogs, demonstrating that our method can produce
sufficiently unbiased results for treating these numbers
of events, in our simulations.
GW selection effects are inherent in every version of the

MDA and were corrected for by the term pðDGWjH0Þ in the
denominator of Eq. (7). EM selection effects are addressed
in MDAs 2 and 3 by the out-of-catalog terms containing Ḡ
in Eq. (9). In both these MDAs, in spite of having an
apparent magnitude-limited galaxy catalog, we are able to
accurately infer H0 without any bias. MDA2 further
demonstrates our ability to account for missing host
galaxies down to a level where only 25% of events have
hosts inside the catalog. Even in this case, we converge to
the correct H0 value, to the level of precision which could
be reached by 249 events.
MDA3 demonstrates a clear tightening of the posterior

distribution when we can assume that GW events trace the
galaxy luminosities, compared to the case in which we treat
all galaxies as equally likely hosts. The “uniform weights”
analysis of MDA3 remains consistent with the simulated
H0 value. Hence we are unable to conclude whether an
incorrect assumption would lead to a biased result, as one
might expect. We used only 249 events for our MDAs.With
enough events of comparable nature the bias would be
detected. Future work will expand these studies to include a
larger numbers of simulated GWevents, and will be able to
discern smaller sources of systematic effects.
Although the galaxy-catalog standard-siren measure-

ment of H0 is less precise than the counterpart measure-
ment, it is still able to constrain H0, but requires at least
an order of magnitude more events in order to reach a
comparable accuracy (in the most realistic case of MDA3).
These MDAs have validated our method and implementa-
tion in simplified scenarios. However future work will be
needed to improve on this in several directions, to test its
applicability to BBHs (which are detectable out to much
farther distances), realistic cosmology, and real galaxy
catalogs [6,24].
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In both the counterpart and galaxy catalog cases, the lack
of redshift uncertainties and peculiar velocities implies that
the contributions from individual galaxies are a lot more
precise than they would be in reality. Moreover, the
simulated catalogs in MDAs 1 and 2 have a low density
of galaxies compared to the universe, making them more
informative than real catalogs. MDA3, with a galaxy
density of 1 galaxy per 70 Mpc3, comes closest to the
actual density of galaxies in the local universe of ∼1 galaxy
per 200 Mpc3 [49]. In this scenario there is still a clear
convergence toward the simulatedH0 value. In comparison
to actual catalogs such as GLADE [49], the apparent
magnitude threshold of 14 is very low, so we expect a
real catalog-only analysis to fall somewhere between
MDAs 2 and 3. We caution the reader that with tens of
events, the precision of results can vary by almost an order
of magnitude depending on the particular realization of the
detected population, before eventually converging to the
expected 1=

ffiffiffiffi
N

p
behaviour [5,6]. Analyzing more realistic

catalogs will also require a sky-varying EM selection
function, as the magnitude threshold varies significantly
on the sky according to the design of particular surveys.
The galaxy distribution in these simulated catalogs is

uniform in comoving volume. Although it has not been
studied here, clustering of galaxies is expected to improve
the constraint onH0 (see, e.g., [6,56]), since even when the
host is not in the catalog, it is likely that there will be
observed galaxies nearby.
The Advanced LIGO—Virgo second observing run

[21] has confirmed that BBH systems are detected at
higher rates than BNSs. Since their greater mass allows
them to be observed at much greater distances, where
galaxy catalogs are incomplete, the catalog method
including EM selection effects is particularly important.
With the catalog of GW events expected to expand at an
increasing rate in future observing runs, our analysis will
evolve to meet the challenges that come with it, and give
us the fullest picture of cosmology as revealed by
gravitational waves.
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APPENDIX: DETAILED METHODOLOGY

1. A note on luminosity weighting
and redshift evolution

The probability for a galaxy to host a GW event is not
uniform over all the galaxies present in the catalog.
Indeed, brighter galaxies are supposed to have an higher
star-formation rate and hence have an higher probability
to host a GW event. Also galaxies at higher redshifts may
be more likely to be hosts, as mergers are expected to be
more frequent [57]. Our prior belief for a galaxy at redshift
z, sky position Ω and absolute and relative magnitudesM,
m, to host a GW source s can be expressed as

pðz;Ω;M;mjs;H0Þ
¼ pðmjz;Ω;M; s;H0Þpðz;Ω;Mjs;H0Þ; ðA1Þ

where if we assume that z, Ω and M are conditionally
independent given s;H0,

pðz;Ω;M;mjs;H0Þ ¼ δðm −mðz;M;H0ÞÞpðzjsÞpðΩÞpðMjs;H0Þ;

¼ δðm −mðz;M;H0ÞÞ
pðsjzÞpðzÞ

pðsÞ pðΩÞpðsjM;H0ÞpðMjH0Þ
pðsjH0Þ

: ðA2Þ
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In the last equation we used the explicit relation between
apparentmagnitude and z,M andH0. The probabilitypðzÞ is
the prior distribution of galaxies in the universe, taken to be
uniform in comoving volume-time, pðΩÞ is the prior on
galaxy sky location, assumed uniform over the celestial

sphere, and pðMjH0Þ is the distribution of absolute magni-
tudes represented by the Schechter function. In the sections
below we will show that the terms pðsÞ and pðsjH0Þ cancel
out with other terms, and so their exact form does not need to
be considered. pðsjM;H0Þ can take the form

pðsjM;H0Þ ∝
�
LðMðH0ÞÞ if GW hosting probability is proportional to luminosity

constant if GW hosting probability is independent of luminosity:
ðA3Þ

Werefer to the above equation as luminosityweighting. The termpðsjzÞ represents theprobability for themerger rate to depend
on the redshift,

pðsjzÞ ∝
�
functionðzÞ if rate evolves with redshift

constant if rate is does not evolve with redshift:
ðA4Þ

For theMDAs in this paperwith z ≪ 1,we assume a constant
rate model but a more generic model with pðsjzÞ ∝ ð1þ zÞλ
can be used with detections at higher redshifts. This was the
case of [24], for example, in which a pðsjzÞ ∝ ð1þ zÞ3 was
assumed.

2. A detailed breakdown of the galaxy catalog case

This section presents a more detailed look into the galaxy
catalog method presented in Sec. II C 1. The approach is
summarized in Fig. 9, a network diagram which shows how
each of the parameters of this extended derivation fit
together and their dependencies on each other. The param-
eters which appear in this diagram, and in the following
subsections, are defined in Table III.

The subsections below provide derivations of the indi-
vidual components of Eq. (9). Note that in the cases where
the integration boundaries are not specified, they can be
assumed to cover the full parameter space.

a. Likelihood when host is in catalog:
pðxGWjG;DGW;H0Þ

The likelihood in the case where the host galaxy is inside
the galaxy catalog, pðxGWjG;DGW; H0Þ, can be obtained
from the marginalization over redshift, sky location, abso-
lute magnitude and apparent magnitude. If we assume that
the GW data, xGW, is independent of the galaxy catalog G,
m and M we can write

pðxGWjG;DGW; s; H0Þ ¼
1

pðDGWjG; s;H0Þ
ZZZZ

pðxGWjz;Ω; s; H0Þpðz;Ω;M;mjG; s;H0ÞdzdΩdMdm: ðA5Þ

The probability density function pðz;Ω;M;mjG; s;H0Þ is taken as a sum of delta functions with specific z, Ω and m
corresponding to the location of each galaxy in the catalog. This can be further factorized as

pðz;Ω;M;mjG; s;H0Þ ¼
pðsjz;Ω;M;m;G;H0ÞδðM −Mðz;m;H0ÞÞpðz;Ω; mjGÞ

pðsjG;H0Þ
; ðA6Þ

where we have assumed again a relation between the apparent magnitude, redshift,H0 and absolute magnitude. This allows
us to integrate over the absolute magnitude in Eq. (A5) and obtain

pðxGWjG;DGW; s; H0Þ ¼
1

pðDGWjG; s;H0ÞpðsjG;H0Þ
ZZZ

pðxGWjz;Ω; s; H0Þpðsjz;Ω;Mðz;m;H0Þ; m;G;H0Þ

× pðz;Ω; mjGÞdzdΩdm: ðA7Þ

Remembering that pðz;Ω; mjGÞ represents the distribution of the galaxies in the catalog, we can replace the integral above
with a sum over the galaxies.
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pðxGWjG;DGW; s; H0Þ ¼
1

pðDGWjG; s;H0ÞpðsjG;H0Þ
1

N

XN
i¼1

pðxGWjzi;Ωi; s; H0ÞpðsjziÞpðsjMðzi; mi; H0ÞÞ; ðA8Þ

where we have factorized pðzijsÞ and pðMðzi; mi; H0ÞjsÞ, together with the term pðsjz;Ω;Mðz;m;H0Þ; m;G;H0Þ. Finally
expanding the denominator pðDGWjG; s;H0Þ in the same way, we can recover the likelihood for the “in catalog” part of the
galaxy catalog method.

pðxGWjG;DGW; s; H0Þ ¼
P

N
i¼1 pðxGWjzi;Ωi; s; H0ÞpðsjziÞpðsjMðzi; mi; H0ÞÞP
N
i¼1 pðDGWjzi;Ωi; s; H0ÞpðsjziÞpðsjMðzi; mi; H0ÞÞ

: ðA9Þ

Notably, in the case the galaxies in the catalogs are provided along with their redshift uncertainties pðziÞ, these can be
implemented in the above equations as:

pðxGWjG;DGW; s; H0Þ ¼
PNgal

i¼1

R
pðxGWjzi;Ωi; s; H0ÞpðsjziÞpðsjMðzi; mi; H0ÞÞpðziÞdziPNgal

i¼1

R
pðDGWjzi;Ωi; s; H0ÞpðsjziÞpðsjMðzi; mi; H0ÞÞpðziÞdzi

: ðA10Þ

b. Probability the host galaxy is in the galaxy catalog: pðGjDGW;H0Þ and pðḠjDGW;H0Þ
The probability that the host galaxy is inside the galaxy catalog, given that a GW signal was detected, can be expressed as

pðGjDGW; s; H0Þ ¼
ZZZZ

pðGjz;Ω;M;m;DGW; s; H0Þpðz;Ω;M;mjDGW; s; H0ÞdzdΩdMdm;

¼
ZZZZ

Θ½mth −m�pðDGWjz;Ω;M;m; s;H0Þpðz;Ω;M;mjs;H0Þ
pðDGWjs;H0Þ

dzdΩdMdm;

¼ 1

pðDGWjs;H0Þ
ZZZZ

Θ½mth −m�pðDGWjz;Ω; s; H0Þpðz;Ω;M;mjs;H0ÞdzdΩdMdm: ðA11Þ

galaxies

xGW

dL

m

z

s detector frame 
 parameters

M

g

H0

DGW

source frame 
 parameters

detector 
 configuration

Schechter 
 parameters

cosmological 
 model

GW 
 population

mth th

FIG. 9. A network diagram showing how the main parameters of the methodology interlink. Circular nodes denote ordinary
parameters. Hexagonal nodes denote assumed knowns. Rectangular nodes denote binary flags. The arrows indicate the dependence of
each parameter on the parameters which feed into them. The parameters grouped in the “galaxies” cluster are those which can be
evaluated for every galaxy in the universe.
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If we assume that the galaxy catalog is apparent magnitude-limited, such that only galaxies which are observed above some
detection threshold are contained within it, we can approximate pðGjz;Ω;M;m;DGW; s; H0Þ as a Heaviside step around the
detection threshold m ¼ mth.

pðGjDGW; s; H0Þ ¼
1

pðDGWjs;H0Þ
ZZZZ

Θ½mth −m�pðDGWjz;Ω; s; H0Þpðz;Ω;M;mjs;H0ÞdzdΩdMdm: ðA12Þ

We now expand pðz;Ω;M;mjs;H0Þ as in Eq (A2) and we obtain

pðGjDGW; s; H0Þ ¼
1

pðsÞpðsjH0Þ
1

pðDGWjs;H0Þ
Z

zðM;mth;H0Þ

0

dz
Z

dΩ
Z

dMpðDGWjz;Ω; s; H0ÞpðsjzÞpðzÞpðΩÞ

× pðsjM;H0ÞpðMjH0Þ: ðA13Þ

The term pðDGWjs;H0Þ can be expanded in a similar way and finally gives the probability for the host galaxy to be in the
catalog.

pðGjDGW; s; H0Þ ¼
R zðM;mth;H0Þ
0 dz

R
dΩ

R
dMpðDGWjz;Ω; s; H0ÞpðsjzÞpðzÞpðΩÞpðsjM;H0ÞpðMjH0ÞRRR

pðDGWjz;Ω; s; H0ÞpðsjzÞpðzÞpðΩÞpðsjM;H0ÞpðMjH0ÞdzdΩdM
: ðA14Þ

As the probabilities of being in the catalog and not in the catalog must be complementary, we have,

pðḠjDGW; s; H0Þ ¼ 1 − pðGjDGW; s; H0Þ: ðA15Þ

TABLE III. A summary of the parameters present in the network diagram, Fig. 9.

Parameter Definition

H0 The Hubble constant
xGW The GW data associated with some GW source, s.
DGW Denotes that a GW signal was detected, i.e., that xGW passed some detection

statistic threshold ρth.
g Denotes that a galaxy is (G), or is not (Ḡ), contained within the galaxy catalog.
s Denotes that a GW signal was emitted.
M Absolute magnitude.
z Redshift.
Ω Sky location (right ascension and declination).
dL Luminosity distance.
m Apparent magnitude.
mth Apparent magnitude threshold of the galaxy catalog.
ρth SNR threshold of the detector network.
Cosmological model The cosmological model assumed for the analysis. Typically a Friedmann-Lemaître-Robertson-Walker

universe.
Schechter parameters The parameters which characterize the assumed absolute magnitude distribution of galaxies

in the universe.
GW population The assumed underlying population of GW sources.
Source frame parameters Source frame parameters of a GW source, e.g., component masses, spins, inclination and polarization.
Detector frame
parameters

As above, but redshifted into the detector frame.

Detector configuration The network set up, including which detectors are included in the search and their noise floors.
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c. Likelihood when host is not in catalog: pðxGWjḠ;DGW;H0Þ
We follow an approach similar to the one presented in Appendix A 2 a. We expand

pðxGWjḠ;DGW; s;H0Þ ¼
1

pðDGWjḠ; s;H0Þ
ZZZZ

pðxGWjz;Ω; s;H0Þ
pðḠjz;Ω;M;m;s;H0Þpðz;Ω;M;mjs;H0Þ

pðḠjs;H0Þ
dzdΩdMdm;

ðA16Þ

The prior term, pðz;Ω;M;mjs;H0Þ can now be expanded as it was in Eq (A2). Substituting this in, and utilizing a
Heaviside step function to represent the galaxy catalog’s apparent magnitude threshold for pðḠjz;Ω;M;m; s;H0Þ,

pðxGWjḠ; s; H0Þ ¼
1

pðsÞpðsjH0Þ
1

pðḠjs;H0Þ
Z

∞

zðH0;mth;MÞ
dz

Z
dΩ

Z
dMpðxGWjz;Ω; s; H0ÞpðsjzÞ

× pðzÞpðΩÞpðsjM;H0ÞpðMjH0Þ: ðA17Þ

Expanding the denominator, pðDGWjḠ; s; H0Þ, in the same way gives an equivalent term,

pðDGWjḠ; s; H0Þ ¼
1

pðsÞpðsjH0Þ
1

pðḠjs;H0Þ
Z

∞

zðH0;mth;MÞ
dz

Z
dΩ

Z
dMpðDGWjz;Ω; s; H0Þ

× pðsjzÞpðzÞpðΩÞpðsjM;H0ÞpðMjH0Þ: ðA18Þ

And substituting this back into Eq (A16) finally gives,

pðxGWjḠ;DGW; s; H0Þ ¼
R
∞
zðM;mth;H0Þ dz

R
dΩ

R
dMpðxGWjz;Ω; s; H0ÞpðsjzÞpðzÞpðΩÞpðsjM;H0ÞpðMjH0ÞR

∞
zðM;mth;H0Þ dz

R
dΩ

R
dMpðDGWjz;Ω; s; H0ÞpðsjzÞpðzÞpðΩÞpðsjM;H0ÞpðMjH0Þ

: ðA19Þ

3. The catalog patch case

While in general the galaxy catalog method derived
in A 2 was for use with a galaxy catalog which covers
the entire sky, a small modification allows the use of
catalogs which only cover a patch of sky, as long as the
patch can be specified using limits in right ascension and
declination. If we represent the sky area covered by the
catalog as Ωcat, and the area outside the catalog as Ωrest,
such that Ωcat þ Ωrest covers the whole sky, this can be
written as follows:

pðxGWjDGW; H0Þ ¼
Z

pðxGWjΩ; DGW; H0ÞpðΩÞdΩ;

¼
Z

Ωcat

pðxGWjΩ; DGW; H0ÞpðΩÞdΩ

þ
Z

Ωrest

pðxGWjΩ; DGW; H0ÞpðΩÞdΩ:

ðA20Þ

The first term is equivalent to the regular galaxy catalog
case, but with limits on the integral over Ω, while the
second term has no G and Ḡ terms, and covers the rest of
the sky from redshift 0 to ∞.

4. Direct and pencil beam counterpart cases

The “direct” method assumes that the counterpart has
been unambiguously linked to the host galaxy of the GW
event, such that the redshift and sky location of that galaxy
can be taken to be that of the GW event with certainty, see
Eq. (10). Instead the numerator is calculated by evaluating
the GW likelihood at the delta-function location of the
counterpart in z and Ω, and the term in the denominator is
evaluated as:

pðDGWjH0Þ ¼
ZZZ

pðDGWjz;Ω; H0ÞpðzÞ

× pðΩÞpðMjH0ÞdzdΩdM; ðA21Þ

for priors pðzÞ and pðΩÞ (note that this is independent of
galaxy catalog data).
The “pencil-beam” method makes the assumption that

while the sky location of the galaxy associated with the
counterpart is that of the GW event, we may not make a
direct association to a known galaxy but to a set of potential
candidate hosts. We can use the EM constrained sky
localization and therefore return to the question of whether
the host is within or beyond the galaxy catalog. In this case,
the likelihood takes the same form as in the galaxy catalog
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case, but evaluated along the line of sight of the candidate
counterparts.

5. GW selection effects

Equation (8) in Sec. II C can be written as:

pðDGWjH0Þ ¼
Z

pðDGWjxGW; H0ÞpðxGWjH0ÞdxGW:

ðA22Þ

where pðDGWjxGW; H0Þ is a binary quantity which is 1 if
the SNR of xGW passes ρth, and 0 otherwise.
Looking at the individual components of Eq. (9) in

their expanded forms [e.g., Eq. (A10), (A14) and (A19)],
pðDGWjH0Þ only appears in an expanded form, where
it is additionally conditioned on z and Ω. Calculating
pðDGWjz;Ω; H0Þ requires integrating over all realizations
of GWevents (detected and not), for a range of z,Ω andH0

values, and applying a detection threshold (ρth) which all
events must pass in order to be deemed detected.
Practically, Monte-Carlo integration can be used:

pðDGWjz;Ω; H0Þ ¼
1

Nsamples

XNsamples

i¼1

pðDGWijxGWi; z;Ω; H0Þ:

ðA23Þ

where xGWi corresponds to an event, the parameters of
which have been randomly drawn from the prior distribu-
tions of parameters which affect an event’s detectability
(mass, inclination, polarization, and sky location) and the
event’s ρi is calculated for specific values of z and H0.

pðDGWijxGWi; z;Ω; H0Þ ¼
�
1; if ρ > ρth

0; otherwise:
ðA24Þ

which gives a smooth function for pðDGWjz;Ω; H0Þ,
which drops from 1 to 0 over a range of z, Ω and
H0 values.
For the MDA, we use a ρth of 8 in each detector

(assuming every event was detected by two detectors)
and the 2016 PSD from [30] [Fig. 1], and evaluate
pðDGWijxGWi; z;Ω; H0Þ for 5000 samples, such that the
integral converges. For this analysis, we assume that the
probability of detection is averaged over the course of
the entire simulated observation period, such that the
dependence of DGW on Ω is smeared out over the course
of many days. We approximate this to mean that
pðDGWjz;H0Þ is uniform over the sky (ignoring the mild
declination dependence which would remain after the
rotation of the Earth is taken into account). Figure 10
shows how the probability of detection behaves as a
function of z for different values of H0.

6. Prior mass distribution

An event’s detectability is dependent on its observed
(redshifted) detector-frame mass, Mz, but priors on the
mass refer to their source-frame mass. When calculating
pðDjH0Þ the masses are drawn from the priors on source
mass, pðM1;M2Þ and then converted to observed masses
through the equation:

Mz ¼ ð1þ zÞM: ðA25Þ

However, when we use GW data in the form of posterior
samples, the prior used to generate those is uniform on the
redshifted mass, Mz [34]. Due to the way the MDA GW
data was generated, with masses chosen on the detector-
frame, rather than the source-frame, this was not something
which had to be considered. With real GW data, as the
redshift is linked directly to H0, it is necessary to take into
account the redshifting of the masses explicitly.
In general, when calculating pðDjH0Þ for BBHs, the

primary mass M1 is drawn from a power-law with slope α,
between limits ½a; b�M⊙. The secondary mass,M2 is drawn
from a uniform distribution between aM⊙ and M1 [27], to
give (for α ≠ −1):

pðM1;M2Þ ¼
ðαþ 1ÞMα

1

bMðαþ1Þ
⊙ − aMðαþ1Þ

⊙

1

M1 − aM⊙
: ðA26Þ

This is related to the redshifted mass by the Jacobian:

pðM1;z;M2;zÞ ¼ pðM1;M2Þ
���� ∂ðM1;M2Þ
∂ðM1;z;M2;zÞ

����;
¼ pðM1;M2Þ

���� 1

ð1þ zÞ2
����: ðA27Þ

Substituting in our expression for pðM1;M2Þ:

FIG. 10. Probability of detection, pðDGWjz; H0Þ, as a function
of z for different values ofH0. We assume a 2-detector network at
O2-like sensitivity, for a population of binary neutron stars.
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pðM1;z;M1;zÞ¼
ðαþ1ÞMα

1

bMðαþ1Þ
⊙ −aMðαþ1Þ

⊙

1

M1−aM⊙

1

ð1þ zÞ2 ;

¼ð1þ zÞ2ðαþ1ÞMα
1;z

bMðαþ1Þ
⊙;z −aMðαþ1Þ

⊙;z

1

M1;z−aM⊙;z

1

ð1þ zÞ2 ;

¼ ðαþ1ÞMα
1;z

bMðαþ1Þ
⊙;z −aMðαþ1Þ

⊙;z

1

M1;z−aM⊙;z
: ðA28Þ

The factor of ð1þ zÞ2 cancels in the numerator and
denominator. As all redshift (and hence H0) dependence
has been removed, no correction is required for the
differing priors. For the case in which α ¼ −1, it can be
shown that all redshift dependence falls out as well,
meaning that as long as the prior mass distribution takes
the form of a power law, no prior correction is required.
This will not be the case for all mass distributions.
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