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Testing gamma-ray models of blazars in the extragalactic sky
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The global contribution of unresolved gamma-ray point sources to the extragalactic gamma-ray
background has been recently measured down to gamma-ray fluxes lower than those reached with standard
source detection techniques, and by employing the statistical properties of the observed gamma-ray counts.
We investigate and exploit the complementarity of the information brought by the one-point statistics of
photon counts (using more than 10 years of Fermi-Large Area Telescope (LAT) data) and by the recent
measurement of the angular power spectrum of the unresolved gamma-ray background (based on 8 years of
Fermi-LAT data). We determine, under the assumption that the source-count distribution of the brightest
unresolved objects is dominated by blazars, their gamma-ray luminosity function and spectral energy
distribution down to fluxes almost two orders of magnitude smaller than the threshold for detecting
resolved sources. The different approaches provide consistent predictions for the gamma-ray luminosity
function of blazars, and they show a significant complementarity.
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I. INTRODUCTION

Since the start of operations of the Large Area Telescope
(LAT) on board the Fermi satellite [1], the gamma-ray sky
has become an extremely powerful tool to test the nature
of high-energy emissions at all latitudes. The all-sky
gamma-ray emission measured by Fermi-LAT is typically
described in terms of: (i) Galactic and extragalactic
resolved pointlike (and few extended) sources [2]; (ii) a
Galactic diffuse emission, caused by the interaction of
cosmic rays with the interstellar gas and radiation fields [3];
(iii) the unresolved gamma-ray background (UGRB) [4-6],
which is what remains of the total measured gamma-ray
emission after the subtraction of (i) and (ii) (sources that are
too faint to be detected individually are defined as unre-
solved). The extragalactic gamma-ray background (EGB)
instead includes all the sources of gamma rays outside the
Galaxy which have been resolved, plus the UGRB.

The UGRB is statistically isotropic, with tiny angular
fluctuations that have been detected at small angular scales
[4,7,8]. The anisotropies in the UGRB can be ascribed to
the global contribution of one (or more) unresolved
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populations of point sources. In addition to contributions
from individual sources, the UGRB contains the contribu-
tions from diffuse gamma-rays coming from the interaction
of ultra high energy cosmic rays with the intergalactic
medium [9]. The UGRB could also hide signals of
annihilation or decay of dark matter particles in our
Galactic halo, or in outer galaxies [10—-12]: however, these
searches are hampered by significant uncertainties [13],
among which the ones connected to the contribution from
astrophysical unresolved point sources playing a major
role. A residual contamination from the cosmic-ray back-
ground is present in the isotropic emission observed by the
LAT, being most important at low (<1 GeV) and high
(>100 GeV) energies [5].

Several source populations contribute to the EGB. At
high latitudes, Fermi-LAT has detected blazars, radio
galaxies, star forming galaxies (SFGs), and milli-second
pulsars [2,14]. Blazars, a class of active galactic nuclei
(AGN), are the most numerous population of individual
extragalactic gamma-ray sources [2,15-19]. Depending on
the orientation of the relativistic jet of the active galaxy with
respect to the observer, AGNs are divided in blazars and
misaligned AGNs (mAGNs) [20]. Blazars are in turn
subdivided into two categories, depending on the presence
of optical emission lines, radio luminosity and the mor-
phology of the emission: BL Lacs do not present strong
emission or absorption features, and have low radio
luminosity, which comes predominantly from the center
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and the jets, while flat spectrum radio quasars (FSRQs)
have broad emission lines and high radio luminosities
which are concentrated in the edge-elongated radio lobes
[20-22]. They also have different gamma-ray photon
indices, softer for the FSRQs (~2.4) and harder (~2.1)
for the BL Lacs [23]. We remind that in this context radio
galaxies and mAGN can be considered equivalent [20]. In
addition to AGN emission, the mechanism causing the
diffuse emission in the Milky Way, such as the interaction
of cosmic rays in the interstellar gas and with interstellar
radiation fields, is expected to produce gamma rays in
SFGs. Only few galaxies of this type have been detected so
far in gamma rays, e.g., the M31 and M33 [24]. They are
intrinsically faint but numerous [25], and the extrapolation
of models suggests that they can possibly contribute to the
observed UGRB in a significant way [12,19,23,25-29].
However, the extrapolation of the gamma-ray source count
to the unresolved flux regime is based on correlations to the
source count observed at different wavelengths, and con-
sequently suffers from significant uncertainties when
applied to derive the count distribution much beyond the
resolved flux threshold [30].

The contribution to the EGB from these gamma-ray
source populations can be quantified by their differential
source count distribution dN/dS. This is the source number
density per solid angle element,' where N is the number of
sources in a given flux interval (S,S+dS), and S is
the integral gamma-ray flux of a source in an energy
bin. The dN/dS for each source class, in the resolved
regime, can be determined through the cataloged point
sources. The number of resolved sources is however limited
by the detection efficiency of the survey, which needs to be
estimated for each catalog [31]. The dissection of the EGB
composition is currently complemented by statistical meth-
ods, able to dig deeper into the unresolved regime. In fact,
analyses employing the statistical properties of the
observed gamma-ray counts map have recently measured
the contribution from individual sources and the diffuse
EGB components, down to gamma-ray fluxes lower than
those obtained with standard source-detection methods
[32-37]. In particular, in Refs. [35,38] it was shown that
the 1-point probability distribution function (1pPDF) of
counts maps serves as a unique tool for precise measure-
ments of the contribution from unresolved point sources to
the gamma-ray sky and the EGB’s composition. Within the
IpPDF analysis, the contribution from unresolved point
sources to the EGB has been characterized by fitting
the non-Poissonian contribution of sources to the photon
counts per pixel, with the prediction computed from a
description of the dN/dS with a generic multiply broken
power law (MBPL). As shown in [38], the 1pPDF analysis,
performed with the generic MBPL approach, has the

"The solid angle d<Q is omitted in our notation.

sensitivity to probe the extrapolation of the dN/dS blazar
models in the unresolved flux regime.

The 1pPDF method can be generalized to include a more
physical parametrization of the dN/dS. We perform here,
for the first time, a fit of Fermi-LAT data at latitudes |b| >
30 deg with the 1pPDF method using a specific phenom-
enological model for describing the gamma-ray emission
from the blazar population as the dominant contributor. In
combination with this analysis, we consider the two-point
angular power spectrum of the UGRB, recently measured
on 8 years of Fermi-LAT data [8]. Also in this case, blazars
are expected to dominate the anisotropy signal [39], and it
has been shown that the gamma-ray angular power spec-
trum (APS) has the power to constrain the modeling of the
unresolved blazar component [40].

In summary, in this paper we combine the investigation
of the blazar component in the gamma-ray extragalactic
emission, showing that the 1pPDF and the two-point APS
offer complementary information in the determination of
the parameters of blazar models. We then confront these
results with the characterization of blazar features we
obtain in the resolved regime by using the most recent
catalogs of Refs. [2,41].

The paper is organized as follows. Section II describes
the model we adopt for the gamma-ray luminosity function
and spectral energy distribution of blazars. The computa-
tion of the relevant observables is outlined in Sec. III.
Results on the combined analysis of the APS and 1pPDF
are presented in Sec. IV. In Sec. V we summarize our
results and main conclusions.

II. MODEL FOR THE BLAZAR POPULATIONS

The main aim of the paper is to constrain the model of
the gamma-ray emission of blazars at all redshifts by
applying the 1pPDF and APS analyses. These two observ-
ables can be computed from the gamma-ray luminosity
function (GLF) and spectral energy distribution (SED) of
blazars. We consider here the model for the GLF and SED
derived in Ref. [29]. The authors of Ref. [29] do not
differentiate between the two blazar classes (BL Lacs and
FSRQs) since the adoption of a larger sample allows for a
better determination of the integrated emission from the
whole population in the regime of overlapping luminos-
ities. Specifically, we adopt the following decomposition
of the GLF ®(L,,z,T') = dN/dL,dVdl' (defined as the
number of sources per unit of luminosity L,, comoving
volume V at redshift z and photon spectral index I') in terms
of its expression at z = 0 and a redshift-evolution function:

®(L,.2.T) = ®(L,.0,T) x e(L,. ), (1)

where L, is the rest-frame luminosity in the energy range
0.1-100 GeV, given by L, = Ji0 &N dE, L(E,), with:
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4nd3 (z) _dN
E.z)=——L2Yp—
L(E,, z,T) (+o CaE

2)

E being the observed energy, related to the rest-frame
energy E, as E.=(1+z)E. The co-moving volume element
in a flat homogeneous Universe is given by @’V /dQdz =
cx*(z)/H(z), where y is the co-moving distance [related to
the luminosity distance d; by y = d; /(1 + z)], and H is
the Hubble parameter.

At redshift z = 0, the parametrization of the GLF model
is [29]:

®(L,,0,T) = ﬁ [(%)71 N (i_g)}'z]—l
w=sr)

2062

X exp [— (3)

where A is a normalization factor, the indices y; and y,
govern the evolution of the GLF with the luminosity L, and
the Gaussian term takes into account the distribution
of the photon indices I" around their mean y(L,), with a
dispersion o. The mean spectral index is allowed to slightly
evolve with the luminosity from a value u* as [29]:

14

u(Ly) = +ﬂ[log (er; 1> —46]. )

Following the results obtained in Ref. [29], we adopt the
luminosity-dependent density evolution (LDDE):

L 14z -pi(Ly) 14z —pa(Ly)] -1
“ea=\trawry) \iraw)

(5)
with
ZC(LJ/) = Z: : (Ly/1048)a’ (6)
pi(L,) = pi + - (log(L,) — 46). (7)
pa(Ly) = p5 +6- (log(L,) — 46). (8)
Concerning the SED, we model it through a double
power law:
dN E\7. EN\r]-1
Tkl = = ,
dE KE) ’ (Eb> } ®)

where we use the prescription of Ref. [29] for which E,
correlates with " according to log(E,, /GeV) =9.25—4.11-T,
thus converting the power-law spectrum into a more mean-
ingful spectral shape for blazars. Given a SED, the flux
S(Emin» Emax) In a given energy interval is obtained as:

Ernax dN

S(Emins Emax) = / — e "(EIJE, 10
( )=, (10)

where 7(E, z) describes” the attenuation by the extragalactic
background light (EBL) [42]. The energy flux S (E, E,) ina
given energy interval is instead:

E» dN
SE(EI,EZ)—/ 2Ed—Ee‘T(E’Z)dE. (11)
E,

The GLF and SED models have a large number of free
parameters, which in Ref. [29] have been determined by
fitting Fermi-LAT catalog data, and follow-up observations
of blazars. In our analysis we will adopt as free parameters
those which grab the dominant dependencies, i.e., the GLF
normalization parameter A, the central value p* for the
photon spectral index I', the power-law index y; that
governs the dependence of the GLF at high luminosity
and the central values of the power-law indices p} and p3
which set the redshift dependence of the LDDE. All other
parameters have been fixed at the values obtained in
Ref. [29], for definiteness. We have checked both larger
(including, e.g., also z}) and smaller sets of free parameters,
obtaining that our method is sensitive dominantly to the
stated parameters and we will therefore report the results on
this set.

III. THE TECHNIQUES FOR DISSECTING
THE BLAZAR MODELS

As mentioned above, in this paper we analyze the 1pPDF,
APS and the most recent gamma-ray catalogs and their
combined constraining power. In this section, we describe
each of these techniques.

A. The 1pPDF photon-count statistics technique

The 1pPDF method relies on defining a probability
generating function—generically derived from a super-
position of Poisson processes—for the photon count maps.
The mathematical formulation of the 1pPDF method, its
implementation, and its application to Fermi-LAT data are
discussed in [33,35,38], to which we refer for any detail
(see also [43]). In this method, the expected number of
point sources in map pixel p contributing exactly m
photons to the total pixel photon content is given by the
dN/dS, being S the integral photon flux of a source in the
energy band [E,;,, En.x] (observed energies) as defined in
Eq. (10):

(p) _ © AN [C(p)(s)]m —C(8)
Xm —QpiXA dSETe . (12)

*Note that the function 7(E, z) differes from the parameter 7 in
Eq. (7).
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where Q;, is the solid angle of the pixel, and cr)(s)
denotes the average number of photons by a source with
flux S which contributes to the pixel p. The isotropic
distribution of gamma-ray point sources dN/dS was
generically parametrized with a MBPL in Refs. [35,38],
with the overall normalization, a number of N, break
positions and therefore Ny + 1 power-law components
connecting the breaks as free parameters. In the current
analysis we instead progress beyond this generic descrip-
tion, and assess if the dN/dS of high latitude, extragalactic
sources required to fit the data can be described by a blazar
population, described by the physical model of Sec. II. We
concentrate our analysis to photon energies in the interval
from 1 to 10 GeV, which is where we have at the same time
large statistics and a good angular resolution of the Fermi-
LAT detector.

The differential number of blazars per integrated flux and
solid angle dN/dS can be computed from the model
described in Sec. II as:

dN 5.0 35 dV dL
av d dT®[L,(Sg,z.T), 2, T ——%, (13
dS 001 Z | [ }’( E Z )Z ]dZ dS ( )

where L, (Sg, z,T') is the luminosity of a source endowed
with an energy flux Sg, located at redshift z and with
spectral index I', being Sg the flux in a specific energy bin.
The integration bounds for I' in Eq. (13) are such to
properly cover the distribution of observed blazars, while
the integration bounds for the redshift z cover the interval in
which we expect the vast majority of their emission [29].

Within the 1pPDF method applied here, the total
gamma-ray emission is described by summing an isotropic
distribution of point-like blazars and two diffuse back-
ground components, the Galactic foreground emission and
an additional isotropic component, which are described by
1-photon source terms. The total diffuse contribution x i is
then given by:

(p)
X.
x((illjf)f = Agalxgl) + Fl"so Fiso' (14)
iso

For the isotropic component xfs’:)), we use the integral flux
F, as a sampling parameter, in order to have physical units
of flux.? The first term accounts for the Galactic foreground
emission, described with an interstellar emission model
(IEM). Further details on the considered IEMs are given
below. The global normalization of the [EM template A, is
taken as a free fit nuisance parameter. The second term
describes all contributions indistinguishable from purely
diffuse isotropic emission. The diffuse isotropic back-
ground emission is assumed to follow a power law
spectrum (photon index I" = 2.3, see Refs. [5,35]), with

3We note that the ratio x\”)/F,,, does not depend on Fi.

180

its integral flux Fj,, serving as the free normalization
parameter.

Concerning the data-set, we analyzed all-sky Fermi-LAT
gamma-ray data from 2008 August 4 (239,557,417 s MET)
through 2018 December 10 (566,097,546 s MET). We used
Pass 8 data,’ along with the corresponding instrument
response functions. The Fermi Science Tools (v10rOp5)’
were employed for event selection and data processing. The
data selection referred to standard quality selection criteria
(DATA QUAL==1 and LAT CONFIG==1), to values of
the rocking angle of the satellite smaller than 52°, and
maximum zenith angle of 90°. We selected events passing
the ULTRACLEANVETO event class, and we use the corres-
ponding instrument response functions. A correction for the
source-smearing effects coming from the finite detector
point-spread function (PSF) has been also applied in
Eq. (12), as detailed in Ref. [35]. To avoid significant
PSF smoothing, the event sample is restricted to the PSF3
quartile (see [35,38]). Data are analyzed in the energy range
from 1 to 10 GeV, and binned using the HEALPix equal-
area pixelization scheme [44] with a resolution parameter
k =1, being N = 12N2;, the number of pixels, with
Nggo = 2*. To avoid significant contamination from the
diffuse emission of our Galaxy, we analyzed the data for
|b| > 30 deg. The 1pPDF likelihood function is defined as
the L2 method in [35]. The nested sampling algorithm
included in the MultiNest framework [45] is used
to sample the parameter space, with 1500 live points
together with a tolerance criterion of 0.2. The IEM has
been fixed according to the official spatial and spectral
template as provided by the Fermi-LAT Collaboration for
the Pass 8 analysis framework (g1l iem v06.fits,
see Ref. [46]).

B. The angular power spectrum technique

The APS of the gamma-ray intensity fluctuations is
1

defined as: C/ = 575>, al,,a,,, where the indices i and
Jj label here the energy bins. The coefficients a,,, are the
amplitudes of the expansion into spherical harmonics of
the intensity fluctuations, 8I}(ii) = Y, ak,,Y 7 (i1), with
815(71) = I}(71) — (I}) and 7 identifies the direction in the
sky. The sum defines an average over the modes m for each
multipole . For i = j the APS describes the energy auto-
correlation, while for i # j the APS describes the cross-
correlation of the fluctuations in two different energy bins.

If the population that dominates the APS is composed of
pointlike, relatively bright and non-numerous sources, its
anisotropy signal is dominated by the so-called Poisson
noise term and the APS does not depend on the angular

4Publicly available at https://heasarc.gsfc.nasa.gov/FTP/fermi/
data/lat/weekly/photon/. More details are found at https:/
fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/
Cicerone_Data/LAT_DP.html.

*https://fermi.gsfc.nasa.gov/ssc/data/analysis/software/.
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multipole 7, i.e., Cf;,f ~ Ci,j. One can check that, at the level
of fluxes probed by the Fermi-LAT, this is the case for
blazars [39]. In our physical model, the blazar APS can be
computed as:

N 50 4V
Cy = / dz—
P 001 dz

x Si(L,,z,T)S;(L,, 2, T)[1 = (S (L, 2,T),T)].
(15)

35 Liax
ar /L dL,®(L,..T)

The upper and lower bounds in the L, integration are set to

Loin = 10% erg/s and L, = 1032 erg/s [29]. The term
Q(S,T) accounts for the Fermi-LAT sensitivity to detect a
source, which depends on its photon flux S and spectral
index I', and it is described in Sec. III B 1. We will consider
both the fourth Fermi-LAT catalog (4FGL) of gamma-ray
sources [2] and the third catalog of hard Fermi-LAT
sources (3FHL) [47].

The 4FGL catalog is based on eight years of data in the
energy range from 50 MeV to 1 TeV and contains 5065
sources which are detected with a confidence level (CL)
above 46. On the other hand the 3FHL catalog is focused
on energies above 10 GeV. It is based on 7 years of data and
contains 1556 objects. -

The computation of the C}J requires the same ingredients
as in the dN/dS case: the GLF and SED. One can interpret
the Cp as the second moment of the dN/dS, as can be seen
by comparing Eqgs. (13) and (15). This allows us to combine
the constraining power of the 1pPDF method and the
anisotropy analysis in the determination of the free param-
eters characterizing the blazar model.

The measured Cp’s adopted in our analysis are taken
from Ref. [8], where the measurement is performed on
Pass 8 data’ of the P8R3_ SOURCEVETO_ V2 event class
with PSF1+2+3 type events. The data selection comprises
8 years, binned in 12 energy bins between 524 MeV
and 1 TeV. The contribution from the resolved sources
in the energy range (0.5-14.5) GeV, (14.5-120) GeV,
(120-1000) GeV is masked using the source list of
the FL8Y, FL8Y + 3FHL, 3FHL catalogs, respectively.6
The low latitude Galactic interstellar emission is masked,
and a Galactic diffuse template based on the model
gll iem v6.fits [46] has been subtracted in order
to reduce the contamination from high-latitude Galactic
contribution. For a full description of methods and results,
we refer the reader to Ref. [8].

The fit of the APS is performed on the auto- and cross-
correlation energy bins. The y%pg is defined as:

ij ijy 12
XZAPS _ Z [(CP)mea52 (CP)th] (16)

o< ..
Cp

i<j

®We note that the C p measurement of [8] is based on the
preliminary version of the 4FGL catalog (FL8Y).

Here the subscript meas denotes the measured Cp from

Ref. [8] and the subscript th denotes the Cp calculated from

Eq. (15). Furthermore, ozc,- ; 1 the uncertainty of the measured
P

Cp. The likelihood £ = exp(—y%ps/2) is sampled using the
MultiNest package in a configuration with 2000 live
points, an enlargement factor of efr=0. 7, and a stopping
parameter of tol=0.1. The results in Sec. Il B 1 will be
discussed within the frequentist framework.

1. Detection efficiency in the APS analysis

Let us conclude this section by elaborating more on the
issue of the flux threshold sensitivity. The measurement of
the APS is performed by masking sources from the FL8Y
and 3FHL catalogs. Therefore, the measured Cp depends
on the efficiency of the Fermi-LAT source detection, see
Eq. (15). An exact estimate of such efficiency is challeng-
ing, and a typical assumption when calculating the Cp in
the blazar model is that this efficiency Q abruptly changes
from O to 1 at a certain flux denoted as Sy,.. We adopt such
©-like cut as our reference model: sources with a given
spectral index I" are considered to be undetected (Q = 0) if
their flux in the energy range 1-100 GeV (10-1000 GeV) is
below the detection threshold Sy, (T") of the 4FGL (3FHL)’
catalog. We define the threshold Sy, such that >98% of
sources in the catalog with spectral index I" have a flux
larger than Sy, (). To determine the threshold, the catalog
was binned in I" with bin size equal to 0.1 around I" = 2.3
and degrading to 0.4 at the extrema of the interval (1 and
3.5), in order to have a sizeable amount of sources in each
bin. We verified that the determination is stable against
changing bin size. We then interpolated the results to build
the function used in the integral of Eq. (15). Note that in
contrast to many previous analyses we take the I depend-
ence of Sy, into account.

In order to test the impact of our efficiency modeling
on the blazar fit, we replace Sy, by kSy,, and marginalize
over k. Furthermore, as a test, we replace the ©-like cut by a
smooth function:

1
1+ (S/Sthr)r’ ,

with the parameter # varied from 2.5 to 4.

We have verified that the results of the physical param-
eters (A, yy, p], p5, u*) are stable against these changes of
the functional form of the efficiency function, with a value
for the nuisance parameter k close to 1.

(17)

Qsmooth =1

C. The 4FGL and 4LAC catalogs
for resolved blazars

As a further technique, relevant for resolved sources, we
analyze the most recent source catalogs to constrain the

"We assume that the thresholds of FL8Y and 4FGL are
identical.
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blazar model [29]. The 4FGL catalog [2] is now available,
as well as an early release of the fourth catalog of AGNs
(4LAC) [41], both obtained with eight years of data. In
addition to the blazar type classification, the 4LAC collects
also the spectral features, variability and redshift estimates,
the last being crucial to constrain the GLF. The constraints
on the GLF obtained from the catalogs of resolved blazars
will also be used in Sec. IV C as a prior for the APS fit.
We use the source count distributions extracted from the
4FGL catalog in a y>-fit in which we vary the same five
GLF parameters as for the 1pPDF and APS fits: A, u*, y;,
p;, and p5. The total yjpg. receives three contributions
arising from the total number of observed point sources, the
number of associated blazars,8 and blazars with redshift
measurements:
XiraL = Xan + max (v, x7) (18)
In the following we will define each contribution. For the
first term, we extract the source-count distribution of
all sources in the 4FGL, (dN/dS),;;, in 12 flux bins i
ranging equally spaced in log(S) from 10712 cm™2s7! to
1077 em™2 57!, where S = S(1 GeV, 100 GeV). To avoid a
strong contamination of Galactic sources, we restrict the
analysis to sources at latitudes with |b| > 30 deg. We
compare the extracted source count distribution to the
average source count distribution from the blazar GLF
(dN/dS), ;, which is the integral of dN/dS [see Eq. (13)]
in the energy bin i divided by AS;. Among the unassociated
sources in the 4FGL catalog, we expect that some of them are
not blazars. Therefore, we use (dN/dS), ; only as an upper
limit in the fit. In terms of the y? definition this means:

(0> Bar (o)

otherwise.

[(%)al],i_<%>lh.l]2

2
)(gll = § Oan,i

i 0

The upper limit on the dN/dS adopted in the definition )(3"
is complemented with a lower limit arising from either
the associated sources (y2) or the sources with redshift
measurement (y2). It depends on the parameter point which
of the two limits is more constraining. Using the definition
of Eq. (18) we always choose the more constraining limit,
i.e., the one with the larger y°.

The contribution of the associated sources is defined with a
very similar procedure. There are only two small differences:
(1) instead of extracting the total source count distribution,
we extract the source count distribution of associated
blazars®, (dN/dS),;» and (ii) we use (dN/dS),; as a
lower limit in the fit since the association in the catalog

®In this paper associated blazars refers to the sum of identified
and associated sources classified as BL Lacs, FSRQs, or blazars
of uncertain type (BCU), namely, the 4FGL source classes are
BLL, BCU, FSRQ, bll, bcu, fsrq.

:—I—-Hl‘,lg‘l;‘l:l)F,l‘VIB‘};me L i =
| —— 1pPDF, blazar model ]
_ L} aFGL i
|°° i
S
» 10°1 .
|E R
S ]
- ]
= ]
‘§ |
N% i
(%)
10712 | E
10712 10- 10-10 107° 10°8 1077
S[phcm=2s7"]

FIG. 1. Source-count distribution dN/dS determined by fitting
the blazar model described in Sec. II (red solid line) and using a
MBPL parametrization (gray dashed line) with the 1pPDF in the
energy range [1-10] GeV. The shaded bands show the lo
uncertainty. The resolved sources from the 4FGL catalog are
also displayed.

might be incomplete. As before, we consider the flux
S = S(1 GeV, 100 GeV). The y2 is defined by:

Bl (a) ()
)(%S = Z T dS [ i dS ) as.i (20)

i 0 otherwise.

We exploit the redshift information from the 4LAC
catalog to constrain the LDDE function by extracting the
source count distribution in 4 redshift bins, j: [0, 0.5], [0.5,
1.2], [1.2, 2.3], and [2.3,4]. The source count distribution,
(dN/dS),;;, is extracted equivalently to the procedure
described above. The only difference is that the number
count is restricted to the redshift in each bin. The corre-
sponding source count distribution of the GLF model,
(dN/dS)y, ;;» is obtained by restricting the integration range
of z in Eq. (13) to the redshift bin. Since the redshift
measurements in the catalog are incomplete, the source
count distributions extracted from the 4LAC catalog are
taken as lower limits:

[(%>zij_<¢dt_¥>lh.ij]z if <M> < <d_N)
= Z o S [nij s ) . ij (21)
i 10 otherwise.
Note that by taking as an upper limit on the dN/dS this
definition of 2, and then either y2 or »2 as a lower limit,
there is no double counting in Eq. (18). We have cross
checked that the combination of y2, 4+ y? allows us to
mostly determine p} and pj, while the combination of
X2 + 1% constrains A, y; and, mildly, x*.
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TABLE 1. Best-fit parameters for each of the techniques investigated in this paper. The first column lists the free parameters, while the
following four columns contain the corresponding best fits. The last column reports the reference values from Ref. [29].
Parameter 1pPDF Cp 4FGL Cp + 4FGL Ref. [29]
log,o(A/Mpc=3) —8.98f§;§% ) -7.5522 -9.101337 —8.897 008 —-8.71193¢
" 0.652+ 04 0.367017 0.611018 0.56- 597 0.50713
P 3.2%22;(%73 4.83;3;;251 2.2831;227? 3.32j§1{-§% 3.39:2;2@
I8 17.5554 =19.5555 —4.535 544598 —4.967,7¢
v 17870 23218 193733 20l 220
Aga 105001

118751

In(L) = —245276.1

0.591982

2/dof = 80.2/72

0.13
1297515

22/dof =32/2°  y%/dof =90.9/79

In order to sample the 5-dimensional parameter space we
use the MultiNest package. We adopt 2000 live
points, an enlargement factor of efr=0. 7, and a stopping
parameter of tol=0.1. The results presented in Sec. III
C 1 are interpreted in the frequentist approach.

1. Detection efficiency in the catalog analysis

Finally, we discuss the assumptions adopted for the
detection efficiency in the analysis of catalog sources. As
described above, the sensitivity to detect point sources in
the 4FGL catalog drops below some threshold flux, Sy, ().
At fainter fluxes the observed source count distribution also
drops and its description becomes more cumbersome. Since
in the catalog analysis we are not splitting sources in bins
according to their spectral index, we define a unique Sy,,.
We conservatively restrict the sum over i in Eq. (19) to
those flux bins which are above the maximal threshold flux,
determined as described in Sec. III B. The latter is Sy, =
1.1 x 10719 cm™2 57! (corresponding to I" ~ 2.3).

Note that we do not require to restrict the sums in
Egs. (20) and (21) because they serve as lower limit and a
decrease of the observed source count distribution only
weakens the limit.

IV. RESULTS

In this section, we first present the results obtained by
applying the 1pPDF analysis to the specific blazar dN/dS
model introduced in Sec. II. Then, we probe the blazar

There is a subtlety connected to the counting of the degrees of
freedom (dof) in the fit of the blazar model to the 4FGL + 4LAC
catalog data. We use the total number of point sources as upper
limit and the number of BLL+BCU+FSRQ as lower limit in 7
flux bins. The number of fit parameters is 5. Using this
information gives a dof of 2. The subtlety is that, on top of
the mentioned constraints, we use for some parameter points
redshift information as lower limit in the fit, in effectively 28 bins.
However, the y? at the best-fit point is only marginally affected by
these lower limits. So, we decided not to count this information in
the dof stated in the table.

model through the APS analysis, and combine the two
methods. Finally, we check the compatibility of our results
with the 4FGL catalog.

A. Results from the photon-count statistics analysis

The results on the determination of the dN/dS for high
latitude blazars, obtained with the 1pPDF analysis, are
shown in Fig. 1: the red solid line is the result obtained by
using the blazar model of Sec. II, while the dashed gray line
refers to the results obtained by employing a MBPL, as
done in [35]. The shaded areas of corresponding color
denote the lo frequentist uncertainty. For the physical
blazar model of Sec. II we vary the parameters A, u*, v, pj
and p3 and marginalize over two nuisance parameters, the
normalization of the Galactic foreground emission A, and
the flux of the isotropic gamma-ray emission, Fj. In the
case of the MBPL, we adopt a mode with three nodes (see
[35] for details) and we obtain the following results: for the
normalization parameter Ag = 2.3177%] x 10° cm? s sr™';
Spy = 1435357 x 1078 em™2 57!, Sy = 5.27898 x
10719 em™2 57!, Sy3 = 2217777 x 10713 em™2 57! for the
position of the breaks; n; = 2.457078, n, =2.03710,
ny = 1.83°014, ny = —0.327/3 for the power-law expo-
nents. The position of the third break, and the correspond-
ing index ny at very low fluxes, is not statistically
significant. Finally, Fig. 1 also shows the counts for all
the resolved sources listed in the 4FGL catalog. For each
source, the photon flux in the energy bin [1,10] GeV was
calculated by integrating the spectrum obtained by the best-
fit spectral model given by the 4FGL catalog, as detailed in
Appendix B of Ref. [35].

The MBPL result shows that the IpPDF is able to
determine the behavior of the dN/dS more than one order
of magnitude in flux lower than the catalog threshold
(§~2-3x10719cm=2s7"), namely at S~8x 10~2cm=2s7!,
below which the uncertainty band increases significantly.
When this is translated to the physical blazar model, it
allows to determine and trust the behavior of the dN/dS
down to the same flux level, therefore extending the
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understanding of the blazar model in the unresolved regime.
Let us also notice the fact that the results obtained with the
physical blazar model are very well consistent with those
obtained with the generic MBPL analysis and with the 4FGL
catalog sources, reinforcing our assumption that point
sources emitting photons at high latitudes in the energy
range from 1 to 10 GeV are consistent with a blazar origin
even in the unresolved regime.

The best-fit values of the relevant parameters of the GLF
blazar model, together with their uncertainties, are reported
in Table I. We obtain values which are largely compatible
(except for p3, where compatibility is present only at about
the 20 level) with the reference model of Ref. [29], which
was adapted to the resolved component and to a source
catalog predating the 4FGL. In Table I we also show the
results for the same parameters, obtained by fitting the
4FGL catalog (see Sec. IV C and Fig. 4), in which case
the agreement between our results and Ref. [29] is well
inside 1o for all parameters. These results indicate that the
unresolved blazar component (down to fluxes of the order
of about 8 x 107!2 cm™2 s™!) has similar properties as those
which are currently resolved, with some faint hint of
transition relative to the high-redshift dependence (encoded
in p3).

The photon-count statistics analysis decomposes the
total gamma-ray emission at |b| > 30 deg according to
the method outlined in Sec. IIT A. The fractional contri-
butions to the total integral flux F, [35] of each compo-
nent in the energy bin [1, 10] GeV, and for the fit with the
blazar model, are found to be: g, = 0.195f8"8859 for point
sources, ¢y = 0.706 +0.004 for the Galactic diffuse
emission, and g, = 0.084 £ 0.008 for the diffuse iso-
tropic background. As for the MBPL fit, we find ¢, =

0.2471003, Gga = 0.705 £ 0.005 and g;,, = 0.04675 7.

T T T T T T T T T T T T T T T

107V ¢ —— C, bestfit E

4+ C, (diagonal)
et
Ty

ikas

10719 =

107181

Cp [GeVZem™*s~2sr7!]

E4
(AE)?

P | L PSR | L ol L PRI |
10° 10! 102 103
E [GeV]

The two nuisance parameters Ay, and Fj,, are sta-
tistically well constrained within the 1pPDF fits. We
observe a mild degeneracy between the normalization of
the point sources (both for the MBPL and the blazar fit)
and the diffuse isotropic component F;,,. However, as
demonstrated by the Monte Carlo validation of the method
included in Ref. [35], the method reconstructs the source-
count distribution down to the quoted sensitivity, below
which point sources become indistinguishable from a
purely isotropic emission.

B. Results from the angular correlation analysis

In the APS fit, we consider the auto- and cross-
correlation measurements involving all the energy bins
from 0.5 GeV to 1 TeV adopted in Ref. [8]. The number of
energy bins is N, = 12, and so of auto-correlation data,
while the number of cross-correlation measurements
is N, x (N, —1)/2 = 66.

In this analysis, in addition to the A, u*, y;, p} and pj
parameter, we have nuisance parameters which allow us to
change the flux threshold of the point-source detection by a
factor of k = 0.5 to 2.0 relative to Sy, (more comments are
provided at the end of this subsection).

The results are reported in Fig. 2. The left-panel refers to
the auto-correlation APS amplitude Cp as a function of the
energy, while the right panel stands for one case of cross-
correlation, specifically the cross-correlation of the [8.3,
14.5] GeV energy bin with all the other bins. We note that
the best-fit model well reproduces the measurement
obtained in Ref. [8], demonstrating that the blazar model
is compatible also with the APS of the photon field
fluctuations, and that the study of the unresolved compo-
nents by means of two different methods (the 1pPDF and
the APS) provide consistent results, as quantified below.

Lo~V T T T T T T
F —— Cp(E;, Ej) bestit
7 + E;=[8.30-14.50] GeV
@
o
I(/}
¥
$ +
% et
S 107181 $__‘_ =
b ==
5
(=8
)
o [ i
g
)=
107190l il MR ¥ B SR
10° 10? 102 103
Ej [GeV]

FIG. 2. Best-fit result of the blazar model to the angular correlations amplitude Cp as a function of the energy, as measured in Ref. [8].
The left panel refers to the autocorrelation (in energy), while the right panel shows one set of cross-correlations (in energy) of one
selected energy bin (8.3-14.5 GeV) with all others. The shaded bands display the 1o (frequentist) uncertainty.
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Constraints on the blazar model parameters obtained by fitting the source count distribution using the 1pPDF method (red) and

the angular correlations amplitude Cp (blue). The boxes on the diagonal show the likelihood profile for each of the fit parameters (the
vertical axis of each box always spans from 0 to 10 in linear scale), while the other panels show the 1, 2 and 36 CL contours of the
2-dimensional y? distribution for each combination of the parameters.

The best-fit values for the parameters and their errors are
reported in Table I: the results are well compatible with
those obtained in the 1pPDF analysis, including the value
obtained for the p5 parameter. While the 1pPDF and APS
results are well compatible with the catalog results, the fact
that p3 turns out somehow lower for both analyses
(sensitive to the unresolved blazar component) might be
indicative that the fainter blazar emission starts to point
toward a slightly different regime.

Previous analyses of gamma-ray APS found evidence for
two populations instead of a single population [7,8,40]. We
also test here this hypothesis, following a strategy already
used in Ref. [40]. On top of the blazar physical model, we
add an additional soft and faint component for which we
assume dN/dS = Apwi.(S/Sy) PP (where S refers to the

flux in the energy bin 1-100 GeV) and an energy spectrum
given by dN/dE ~ E~"w.. We then perform a fit with the
sum of the blazar physical model plus such additional
generic power-law component. In total, this fit involves 8
free parameters: the 5 parameters already used in our
reference analysis, plus Apwr, fpwr, [pwr. We find a
slight improvement in the x>, but not statistically signifi-
cant, being smaller than at the 26 CL. This then justifies the
adopted procedure to fit the Cp with a single blazar
population: namely, the underlying assumption of our
analysis that blazars are the dominant contributor to the
unresolved gamma-ray sky, in the regime just below the
Fermi-LAT detection threshold. Notice that we are adopt-
ing a different approach as compared to Ref. [8], where a
preference for 2 populations was instead present: we
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describe the gamma ray emission in terms of a physical
blazar model and we allow for a distribution of their
spectral indices I with a dispersion of ¢ = 0.28 [29]
[see Eq. (3)], instead of adopting a given spectral index
as done in Ref. [8]. In this case, the single-blazar model is
able to describe the measured APS. We leave for a future
work the investigation of the possible presence of sub-
dominant additional unresolved populations. We just men-
tion here that we found some degeneracy between the
addition of a new population and the size of the parameter ¢
in Eq. (3). The latter tends to increase in the absence of a
second population (with an upper limit at around 0.3).

C. Complementarity of 1pPDF,
Cp and 4FGL catalog

The two methods adopted to investigate the unresolved
side of the gamma-ray emission (1pPDF and APS) produce
compatible results, but also provide complementary infor-
mation. This can be seen by analyzing the full parameter
space, reproduced in Fig. 3, which shows the 1-dimensional
and 2-dimensional y? distributions.

The preferred regions obtained with the two techniques
always exhibit overlap within a 20 CL, demonstrating
compatibility. However, the APS analysis significantly
constrains the central value of the blazar spectral index
u*, while being much less effective on the other parameters.
This occurs because the APS analysis involves several
energy bins (through the cross-correlation in energy) and
this allows us to characterize the blazar SED. On the other
hand, the 1pPDF method is more constraining on the other
GLF parameters, especially the normalization A and the
parameter y; which governs the luminosity evolution.
Clearly, since in the 1pPDF we are adopting a single
energy bin, we have small sensitivity on the SED.

The results of the blazar model fit to the 4FGL catalog
are shown in Fig. 4. The lower and upper black triangles
mark the source count distribution of all point sources
(dN/dS),;; and point sources associated as blazars
(dN/dS),, ;- respectively. The best fit of the blazar model
lies between the two source count distributions, which
serve as upper and lower limit in the fit. The colored
triangles show the source count distribution in four redshift
bins (dN/dS), ;. Those data points are a lower limit to the
blazar model, since the redshift catalog is incomplete. We
observe that the best-fit model fulfills this requirement, and
lies above the colored data points for all the redshift ranges.
The corresponding best fit parameters for this fit are
reported in Table 1.

The results obtained by fitting the source count distri-
bution of the 4FGL catalog are also provided in Fig. 3
(green contours). The results are well compatible with those
obtained with the 1pPDF and APS analyses. As expected,
there is very good agreement to the 1pPDF analysis, since
the catalogs and the 1pPDF analysis directly probe the
number of point sources, although in two different regimes

107° A DAL B B |
E ¥ allsources; all z (upper limit)
[ & source classes: BLL, BCU, FSRQ; all z (lower limit)
107 & 2=000,05] 4 2z=[1.2,23] E
F 4 2=[0512] 4 2=[2.3,4.0] ]
1071 E

10‘12;

10‘13;

S2 dN/dS [cm~2s~1deg?]

10‘14;

105 .
3 L 3

10710 1072 10-8 1077
S[cm™2s71]

10712 10—11

FIG. 4. Comparison of the source count distributions extracted
from the 4FGL and 4LAC catalogs (data points) with the best-fit
blazar model of the 4FGL fit (solid lines). The shaded bands
display the lo uncertainty. Data points with triangles pointing
upwards (downwards) have to be understood as lower (upper)
limits. The open white data points are below the flux threshold
and, therefore, not considered in the fit. The flux S refers to the
energy bin from 1 to 100 GeV.

(resolved for catalog, resolved and unresolved for 1pPDF).
We note that the catalog fit provides the strongest con-
straints on the parameter p3, by excluding values smaller
than about —7. To interpret this constraint, we remind that
D5 changes the shape of the LDDE at z 2 zi = 1.25. The
other two methods cannot exclude small values of p3 since,
in contrast to the catalog fit, they do not contain explicit
redshift information.

As a further result, we show in Figs. 5 and 6 how the
different observables would be reconstructed if only the
best-fit from one of the techniques is used. In Fig. 5
we show that the source count distribution provided by the
best-fit parameters of the APS analysis is in good agree-
ment with the 1pPDF and 4FGL catalog analyses for what
concerns the unresolved regime. On the other hand, the
APS study would over-predict the measured dN/dS in the
resolved part. The lack of precision of the Cp analysis in
this regime is somewhat expected, since it is based only on
data below Fermi-LAT detection threshold. If one attempts
to describe a complete model of both resolved and
unresolved blazars, this has to be complemented by other
techniques, as we show at the end of this section.

The prediction that would be obtained for the APS
as a function of energy by using only the information
coming from the 1pPDF or from the 4FGL catalog analyses
is shown in Fig. 6. Since they are obtained in a single
energy bin, they cannot be very predictive for what
concerns the blazar SED. This becomes manifest if one
compares the precision obtained from the APS analysis
(blue regions) in the reconstruction of the energy spectrum
to what is predicted by the 1pPDF (red) or the 4FGL
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FIG.5. Source-count distribution dN/dS in the energy bin from

1 to 10 GeV, as obtained from the best- fits parameters arising
from the fit of each each individual observable (1pPDF, APS, and
catalogs). Solid lines refer to the best-fit values of the parameters,
while the shaded bands give the corresponding 1o uncertainty.
To guide the eye we add the dN/dS points determined from
the 4FGL catalog; lower triangles contain all source classes
while upper triangles restrict to the source classes BBL, BCU,
and FSRQ.

catalog (green) analyses. Therefore, Figs. 5 and 6 reinstate
the complementarity of the different probes in cornering the
blazar model. We note that the prediction of the dN/dS
from the Cp and vice versa show deviations above the 1o
level. A similar deviation is visible also in the parameter
contours shown in Fig. 3. We checked explicitly that at the
30 level all the bands are compatible with the data points.
We also checked explicitly the compatibility between the
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Cp and 1pPDF predictions and the dN/dS of the catalog in
all our 4 redshift bins.

The contours from 1pPDF cannot be simply combined
with APS or 4FGL analyses without computing the
appropriate co-variance. Indeed, the 1pPDF uses data both
in the resolved and unresolved regimes. The combination
can be instead performed between APS and 4FGL analyses,
since they rely on separate datasets. To demonstrate again
the complementarity between the Cp measurement and the
information in the 4FGL catalog, we perform a further joint
fit to both observables, in which the joint )(ch L4FGL 18

defined as sum of the two individual y?s defined in
Egs. (16) and (18), respectively. We obtain a good fit with
a minimal joint y?/dof of 90.9/79 which can be separated
into a contribution from the Cjp fit of 86.6 and the 4FGL fit
and 4.4. The combination of both observables guarantees
that both, the measured dN/dS (Fig. 5) in the resolved part
and the measured Cp (Fig. 6) in the unresolved regime, are
properly reproduced at 1o. Furthermore, we observe that
the nuisance parameter, k, is very well constrained by the
combination of the two methods, since the 4FGL informa-
tion fixes the dN/dS above Sy,. As a further test for our
treatment of the detection efficiency, we computed the
predicted resolved flux for the model resulting from Cp +
4FGL fit. For each energy band used in the APS analysis,
the resulting fluxes (normalized by the factor E\E,/(E, —
E,) where E| and E, are lower and upper bound of the
energy band) are: [3.24,2.79,2.44,2.13,1.83,1.56,1.25,
0.087,0.067,0.049,0.023,0.015] x 1077 GeV em~2s~ ! sr7!.
We verified that these flux values are always lower than the
sum of the fluxes of detected point sources in 4FGL,
confirming that our threshold approximation leads to
consistent results.
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FIG. 6. Amplitude of the angular correlation Cp as arising from the various fits to the different observables (1pPDF, APS, and
catalogs). Solid lines refer to the best-fit values of the parameters, while the shaded bands give the corresponding 16 uncertainty. The left
panel refers to the autocorrelation (in energy), while the right panel show one set of cross-correlations (in energy) of one selected energy

bin (8.3-14.5 GeV) with all others.
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FIG. 7. Comparison of the joint fit of Cp + 4FGL with the individual fits of the Cp and the 4FGL catalog, whose contours were

already shown Fig. 3.

Results are shown in Fig. 7 and the best-fit values are
reported into Table I. One can explicitly note the striking
complementarity already mentioned above, namely, the
best-fit regions shrink to the overlap of the two individual
fits. We recommend to use the values of the Cp + 4FGL fit
to obtain a good agreement or the blazar model in the
resolved and unresolved regime.

V. CONCLUSIONS

In this paper we adopted and compared different stat-
istical methods to constrain the gamma-ray emission from
blazars. Based on the most recent Fermi-LAT data at high
Galactic latitudes, we derived the description of the blazar
luminosity function and spectral energy distribution, with
best-fit parameters provided in Table I.

The global contribution of unresolved gamma-ray point
sources to the EGB can be probed through the statistical
properties of the observed gamma-ray counts. We analyzed
the 1pPDF and two-point APS, and compared the results to
the characterization provided by the analysis of resolved
sources in the 4FGL catalog. We found that the 1pPDF and
APS can indeed extend our knowledge of the blazar GLF
and SED to the unresolved regime, and are able to
determine the dN/dS of blazars down to fluxes almost
two orders of magnitude smaller than the Fermi-LAT
detection threshold for resolved sources.

The different approaches provide predictions that are
generically in good agreement with each other. Moreover,
they show a significant complementarity. The APS analysis
better characterizes the blazar SED, since it involves several
energy bins (and their cross-correlation). The 1pPDF is
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more constraining for what concerns the normalization and
luminosity evolution of the GLF. The analysis of the
redshift distribution of the resolved sources in the catalogs
allows a more refined determination of the GLF redshift
evolution. The complementarity of the different techniques
in constraining the parameters of the GLF and SED models
of blazars can be appreciated in Figs. 3 and 7.

Finally, we notice that, for the blazar gamma-ray
luminosity function, there is an overall consistency
between our best-fit parameters (reported in Table I) and
those obtained in Ref. [29], based on a previous version
of the catalog of resolved sources. Especially when
comparing our results obtained with the 4FGL catalog
with those of Ref. [29], the values of the parameters are all
well compatible. This seems to suggest that the additional
sources identified in 4FGL basically share the same
features of those brighter sources present the catalog
adopted in Ref. [29]. When information from the unre-
solved sources is added (anisotropies and 1pPDF analyses),
some deviations arise, especially for the redshift evolution
parameters p; and pj (although with sizeable errors for the
1pPDF). This might be suggestive of a difference in redshift
behaviour when approaching fainter sources, which are
populating the unresolved sky. However, uncertainties are
still large to make firm conclusions. When combining the
Cp and the 4FGL analyses, the parameters are consistent
with those of Ref. [29], but better determined (smaller

errors), the only exception being u*, for which a 3¢
difference in its central values is found. This again might
be indicative of a possible transition to a different regime.

We plan for future works to further constrain the GLF of
blazars, and potentially other source populations (e.g.,
mAGNs or SFG), by investigating the 1pPDF in different
energy bins, and by performing a two-point correlation
analysis with catalogs of blazars at different wavelengths.

ACKNOWLEDGMENTS

We wish to thank M. Di Mauro and M. Negro for fruitful
discussions and advice. This work is supported by:
“Departments of Excellence” grant awarded by the
Italian Ministry of Education, University and Research
(MIUR) L. 232/2016; Research grant “The Anisotropic
Dark Universe” No. CSTO161409, funded by Compagnia
di Sanpaolo and University of Turin; Research grant
TAsP  (Theoretical ~ Astroparticle Physics) funded
INFN; Research grant ‘“The Dark Universe: A Synergic
Multimessenger Approach’ No. 2017X7X85K funded by
MIUR; Research grant “Deciphering the high-energy sky
via cross correlation” funded by the agreement ASI-INAF
n. 2017-14-H.0; Research grant “From Darklight to
Dark Matter: understanding the galaxy/matter connection
to measure the Universe” No. 20179P3PKJ funded
by MIUR.

[1] W.B. Atwood, A. A. Abdo, M. Ackermann, W. Althouse,
B. Anderson, M. Axelsson, L. Baldini, J. Ballet, D. L. Band,
G. Barbiellini et al., Astrophys. J. 697, 1071 (2009).
[2] S. Abdollahi et al. (Fermi-LAT Collaboration), Astrophys.
J. Suppl. Ser. 247, 33 (2020).
[3] M. Ackermann, M. Ajello, W.B. Atwood, L. Baldini, J.
Ballet et al., Astrophys. J. 750, 3 (2012).
[4] M. Ackermann, M. Ajello, A. Albert et al., Phys. Rev. D 85,
083007 (2012).
[5] M. Ackermann et al. (Fermi-LAT Collaboration), Astro-
phys. J. 799, 86 (2015).
[6] M. Ackermann et al., Phys. Rev. Lett. 121, 241101 (2018).
[7] M. Fornasa et al., Phys. Rev. D 94, 123005 (2016).
[8] M. Ackermann et al. (Fermi-LAT Collaboration), Phys.
Rev. Lett. 121, 241101 (2018).
[9] O.E. Kalashev, D. V. Semikoz, and G. Sigl, Phys. Rev. D
79, 063005 (2009).
[10] P. Ullio, L. Bergstrom, J. Edsjo, and C.G. Lacey, Phys.
Rev. D 66, 123502 (2002).
[11] S. Ando and E. Komatsu, Phys. Rev. D 73, 023521 (2006).
[12] M. Di Mauro and F. Donato, Phys. Rev. D 91, 123001
(2015).
[13] T. Bringmann, F. Calore, M. Di Mauro, and F. Donato, Phys.
Rev. D 89, 023012 (2014).

[14] F. Acero et al. (Fermi-LAT Collaboration), Astrophys. J.
Suppl. Ser. 218, 23 (2015).

[15] Y. Inoue and T. Totani, Astrophys. J. 702, 523 (2009).

[16] M. Ackermann, M. Ajello, A. Allafort, E. Antolini, W. B.
Atwood et al., Astrophys. J. 743, 171 (2011).

[17] K. N. Abazajian, S. Blanchet, and J. P. Harding, Phys. Rev.
D 84, 103007 (2011).

[18] M. Ajello, M. S. Shaw, R. W. Romani, C.D. Dermer, L.
Costamante, O. G. King, W. Max-Moerbeck, A. Readhead,
A. Reimer, J. L. Richards, and M. Stevenson, Astrophys. J.
751, 108 (2012).

[19] J. Singal, V. Petrosian, and M. Ajello, Astrophys. J. 753, 45
(2012).

[20] C.M. Urry and P. Padovani, Publ. Astron. Soc. Pac. 107,
803 (1995).

[21] M. J. M. Marcha, I. W. A. Browne, C.D. Impey, and P.S.
Smith, Mon. Not. R. Astron. Soc. 281, 425 (1996).

[22] P. Padovani, D. M. Alexander, R.J. Assef, B. De Marco, P.
Giommi, R.C. Hickox, G.T. Richards, V. Smolci¢, E.
Hatziminaoglou, V. Mainieri, and M. Salvato, Astron.
Astrophys. Rev. 25, 2 (2017).

[23] M. Di Mauro, F. Calore, F. Donato, M. Ajello, and L.
Latronico, Astrophys. J. 780, 161 (2014).

[24] M. Ackermann et al., Astrophys. J. 836, 208 (2017).

103026-13


https://doi.org/10.1088/0004-637X/697/2/1071
https://doi.org/10.3847/1538-4365/ab6bcb
https://doi.org/10.3847/1538-4365/ab6bcb
https://doi.org/10.1088/0004-637X/750/1/3
https://doi.org/10.1103/PhysRevD.85.083007
https://doi.org/10.1103/PhysRevD.85.083007
https://doi.org/10.1088/0004-637X/799/1/86
https://doi.org/10.1088/0004-637X/799/1/86
https://doi.org/10.1103/PhysRevLett.121.241101
https://doi.org/10.1103/PhysRevD.94.123005
https://doi.org/10.1103/PhysRevLett.121.241101
https://doi.org/10.1103/PhysRevLett.121.241101
https://doi.org/10.1103/PhysRevD.79.063005
https://doi.org/10.1103/PhysRevD.79.063005
https://doi.org/10.1103/PhysRevD.66.123502
https://doi.org/10.1103/PhysRevD.66.123502
https://doi.org/10.1103/PhysRevD.73.023521
https://doi.org/10.1103/PhysRevD.91.123001
https://doi.org/10.1103/PhysRevD.91.123001
https://doi.org/10.1103/PhysRevD.89.023012
https://doi.org/10.1103/PhysRevD.89.023012
https://doi.org/10.1088/0067-0049/218/2/23
https://doi.org/10.1088/0067-0049/218/2/23
https://doi.org/10.1088/0004-637X/702/1/523
https://doi.org/10.1088/0004-637X/743/2/171
https://doi.org/10.1103/PhysRevD.84.103007
https://doi.org/10.1103/PhysRevD.84.103007
https://doi.org/10.1088/0004-637X/751/2/108
https://doi.org/10.1088/0004-637X/751/2/108
https://doi.org/10.1088/0004-637X/753/1/45
https://doi.org/10.1088/0004-637X/753/1/45
https://doi.org/10.1086/133630
https://doi.org/10.1086/133630
https://doi.org/10.1093/mnras/281.2.425
https://doi.org/10.1007/s00159-017-0102-9
https://doi.org/10.1007/s00159-017-0102-9
https://doi.org/10.1088/0004-637X/780/2/161
https://doi.org/10.3847/1538-4357/aa5c3d

SILVIA MANCONI et al.

PHYS. REV. D 101, 103026 (2020)

[25] I. Tamborra, S. Ando, and K. Murase, J. Cosmol. Astropart.
Phys. 9 (2014) 043.

[26] Y. Inoue, Astrophys. J. 733, 66 (2011).

[27] M. Di Mauro, F. Donato, G. Lamanna, D. Sanchez, and P.
Serpico, Astrophys. J. 786, 129 (2014).

[28] F. Calore, M. Di Mauro, and F. Donato, Astrophys. J. 796,
14 (2014).

[29] M. Ajello, D. Gasparrini, M. Sanchez-Conde, G. Zaharijas,
M. Gustafsson et al., Astrophys. J. 800, L27 (2015).

[30] M. Fornasa and M. A. Sanchez-Conde, Phys. Rep. 598, 1
(2015).

[31] M. Di Mauro, S. Manconi, H.S. Zechlin, M. Ajello, E.
Charles, and F. Donato, Astrophys. J. 856, 106 (2018).

[32] S. Dodelson, A.V. Belikov, D. Hooper, and P. Serpico,
Phys. Rev. D 80, 083504 (2009).

[33] D. Malyshev and D. W. Hogg, Astrophys. J. 738, 181 (2011).

[34] M.R. Feyereisen, S. Ando, and S.K. Lee, J. Cosmol.
Astropart. Phys. 9 (2015) 027.

[35] H.-S. Zechlin, A. Cuoco, F. Donato, N. Fornengo, and A.
Vittino, Astrophys. J. Suppl. Ser. 225, 18 (2016).

[36] M. Lisanti, S. Mishra-Sharma, L. Necib, and B. R. Safdi,
Astrophys. J. 832, 117 (2016).

[37] S. Mishra-Sharma, N. L. Rodd, and B. R. Safdi, Astron. J.
153, 253 (2017).

[38] H.-S. Zechlin, A. Cuoco, F. Donato, N. Fornengo, and M.
Regis, Astrophys. J. Lett. 826, L31 (2016).

[39] S. Ando, E. Komatsu, T. Narumoto, and T. Totani, Phys.
Rev. D 75, 063519 (2007).

[40] S. Ando, M. Fornasa, N. Fornengo, M. Regis, and H.-S.
Zechlin, Phys. Rev. D 95, 123006 (2017).

[41] The Fermi-LAT Collaboration, arXiv:1905.10771.

[42] J.D. Finke, S. Razzaque, and C.D. Dermer, Astrophys. J.
712, 238 (2010).

[43] H.-S. Zechlin, S. Manconi, and F. Donato, Phys. Rev. D 98,
083022 (2018).

[44] K. M. Gorski, E. Hivon, A.J. Banday, B. D. Wandelt, F. K.
Hansen, M. Reinecke, and M. Bartelmann, Astrophys. J.
622, 759 (2005).

[45] F. Feroz, M.P. Hobson, and M. Bridges, Mon. Not. R.
Astron. Soc. 398, 1601 (2009).

[46] F. Acero et al. (Fermi-LAT Collaboration), Astrophys. J.
Suppl. Ser. 223, 26 (2016).

[47] M. Ajello et al. (Fermi-LAT Collaboration), Astrophys. J.
Suppl. Ser. 232, 18 (2017).

103026-14


https://doi.org/10.1088/1475-7516/2014/09/043
https://doi.org/10.1088/1475-7516/2014/09/043
https://doi.org/10.1088/0004-637X/733/1/66
https://doi.org/10.1088/0004-637X/786/2/129
https://doi.org/10.1088/0004-637X/796/1/14
https://doi.org/10.1088/0004-637X/796/1/14
https://doi.org/10.1088/2041-8205/800/2/L27
https://doi.org/10.1016/j.physrep.2015.09.002
https://doi.org/10.1016/j.physrep.2015.09.002
https://doi.org/10.3847/1538-4357/aab3e5
https://doi.org/10.1103/PhysRevD.80.083504
https://doi.org/10.1088/0004-637X/738/2/181
https://doi.org/10.1088/1475-7516/2015/09/027
https://doi.org/10.1088/1475-7516/2015/09/027
https://doi.org/10.3847/0067-0049/225/2/18
https://doi.org/10.3847/0004-637X/832/2/117
https://doi.org/10.3847/1538-3881/aa6d5f
https://doi.org/10.3847/1538-3881/aa6d5f
https://doi.org/10.3847/2041-8205/826/2/L31
https://doi.org/10.1103/PhysRevD.75.063519
https://doi.org/10.1103/PhysRevD.75.063519
https://doi.org/10.1103/PhysRevD.95.123006
https://arXiv.org/abs/1905.10771
https://doi.org/10.1088/0004-637X/712/1/238
https://doi.org/10.1088/0004-637X/712/1/238
https://doi.org/10.1103/PhysRevD.98.083022
https://doi.org/10.1103/PhysRevD.98.083022
https://doi.org/10.1086/427976
https://doi.org/10.1086/427976
https://doi.org/10.1111/j.1365-2966.2009.14548.x
https://doi.org/10.1111/j.1365-2966.2009.14548.x
https://doi.org/10.3847/0067-0049/223/2/26
https://doi.org/10.3847/0067-0049/223/2/26
https://doi.org/10.3847/1538-4365/aa8221
https://doi.org/10.3847/1538-4365/aa8221

