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Paleodetectors are a proposed experimental technique in which one would search for traces of recoiling
nuclei in ancient minerals. Natural minerals on Earth are as old as Oð1Þ Gyr and, in many minerals, the
damage tracks left by recoiling nuclei are also preserved for timescales long compared to 1 Gyr once
created. Thus, even reading out relatively small target samples of order 100 g, paleodetectors would allow
one to search for very rare events thanks to the large exposure, ε ∼ 100 gGyr ¼ 105 t yr. Here, we explore
the potential of paleodetectors to measure nuclear recoils induced by neutrinos from Galactic core collapse
supernovae. We find that they would not only allow for a direct measurement of the average core collapse
supernova rate in the MilkyWay, but would also contain information about the time dependence of the local
supernova rate over the past ∼1 Gyr. Since the supernova rate is thought to be directly proportional to the
star formation rate, such a measurement would provide a determination of the local star formation history.
We investigate the sensitivity of paleodetectors to both a smooth time evolution and an enhancement of the
core collapse supernova rate on relatively short timescales, as would be expected for a starburst period in
the local group.

DOI: 10.1103/PhysRevD.101.103017

I. INTRODUCTION

Supernovae (SNe) play an important role in cosmologyand
astrophysics. For example, SN feedback is thought to be an
important ingredient for understanding galaxy formation [1].
While many extragalactic SNe have been observed

[2–8], allowing for a rather precise determination of the
cosmic SN rate [9–11], only a handful of SNe have been
observed in the local group [12,13]. To date, no direct
measurement of theSNrate in theMilkyWayexists; estimates
in theliteraturesuggesta rateofa fewSNepercentury[14–19].
In this paper, we explore the potential of paleodetectors

to measure the core collapse (CC) SN rate in our galaxy.
Paleodetectors have recently been studied as a method for
the direct detection of dark matter [20–22]. In certain
minerals, e.g. those long used as solid state track detectors,
recoiling nuclei leave damage tracks [23–26]. Once cre-
ated, such tracks are preserved over geological timescales.
In paleodetectors, one would search for damage tracks in
minerals as old as ∼1 Gyr using modern nanotechnology
such as helium-ion beam or x-ray microscopy [20,21]; see
also Refs. [27–44] for related earlier ideas that use ancient
minerals to probe rare events.
Besides probing dark matter, paleodetectors would also

detect neutrinos via nuclear recoils induced by coherent
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neutrino-nucleus scattering. Thus, paleodetectors could, for
the first time, provide a direct measurement of the Galactic
CC SN rate over the past ∼1 Gyr, as initially proposed
in Ref. [45].
SNe are broadly divided into thermonuclear (type Ia) and

CC SNe. Only the latter ones are expected to produce a
significant flux in neutrinos. The progenitors of CC SNe are
massive stars (heavier than ∼8 M⊙). Such stars are short
lived, with lifetimes≲50 Myr, see e.g. Refs. [46,47]. Thus,
on the timescales relevant for paleodetectors (order
100 Myr and longer), the CC SN rate closely traces the
star formation rate, see e.g. Refs. [9,10,48,49].
Considerable uncertainties exist in the estimates of the
local star formation rate, see e.g. Refs. [50–54] for recent
work. A direct measurement of the Galactic CC SN rate
would thus provide valuable information for understanding
our galaxy.
While paleodetectors would only provide a coarse-

grained time resolution, we demonstrate that some time-
dependent information of the Galactic CC SN rate can still
be obtained. We consider two distinct cases: (i) we study
how well a smooth time evolution of the CC SN rate could
be constrained by paleo detectors, and (ii) we investigate if
paleodetectors could be used to find evidence for a starburst
period in the Milky Way within the last ∼1 Gyr. Both of
these cases would provide information about the star
formation history of the Milky Way. SN explosions in
close proximity to Earth have also been hypothesized to
give rise to mass extinction events [55–63]. We demon-
strate that paleodetectors could probe a single close-by CC
SN explosion if it occurred during the exposure time.
The remainder of this paper is organized as follows. In

Sec. II, we discuss the track length spectrum produced in
paleodetectors from Galactic CC SN neutrinos. In Sec. III,
we briefly review the relevant sources of backgrounds; a
more detailed discussion can be found in Ref. [21]. The
best readout technique for the damage tracks induced by
Galactic CC SN neutrinos appears to be small angle x-ray
scattering tomography, which we discuss in Sec. IV. Our
projections for the sensitivity of paleodetectors to galactic
CC SNe as well as the time evolution of the CC SN rate are
discussed in Sec. V. In Sec. VI we summarize and discuss.
Appendices A and B contain additional details about
uranium-238 concentrations in typical target materials
and the statistical techniques used in this work,
respectively.

II. GALACTIC CORE COLLAPSE
SUPERNOVA SIGNAL

We begin by describing the predicted flux of neutrinos
from CC SNe and the corresponding signal which we
expect to be produced in paleodetectors.
CC SNe are amongst the brightest astrophysical sources

of neutrinos. In fact, SN 1987A (which occurred in the
Large Magellanic Cloud) is the only astrophysical object,

besides the Sun (and the recently claimed flaring blazar
TXS 0506þ 056 [64]), to be directly observed in neu-
trinos. Despite the important role neutrinos play in SN
explosions [65–67], the precise shape and normalization of
the emitted neutrino spectra are poorly understood. The
only experimental knowledge stems from the emission
of SN 1987A: the 20 events observed by Kamiokande-II
[68], eight events by IMB [69], five events by LSD [70],
and five events by the Baksan Neutrino Observatory [71].
Alternatively, neutrino spectra can be predicted from
simulations, which are usually well fitted by a pinched
Fermi-Dirac distribution [72],

�
dn
dE

�
νi

¼ Etot
ν
ð1þ αÞ1þα

Γð1þ αÞ
Eα

hEνi2þα e
½−ð1þαÞ E

hEνi�; ð1Þ

where Etot
ν is the energy radiated in the neutrino species νi,

hEνi is the average neutrino energy (approximately given
by the core temperature of the SN), and α is the spectral
shape parameter. However, sizable differences remain
between parameter values inferred from different simula-
tions, see for example Refs. [72–75]. Here, we use the
values suggested by Ref. [75], listed in Table I.
The dominant source of neutrino-induced nuclear recoils

are (flavor-blind) neutral current interactions. Thus, the
relevant neutrino flux is the sum over all neutrino flavors,

dn
dEν

¼
�
dn
dE

�
νe

þ
�
dn
dE

�
νē
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where νx ≡ fνμ; νμ̄; ντ; ντ̄g. Since neutral current inter-
actions are flavor blind, we do not need to account for
flavor oscillations. These are a major source of uncertainty
when calculating the neutrino fluxes from SNe, due to the
sizable matter effects in the SN environment.
The time-averaged neutrino spectrum from Galactic CC

SNe at Earth is obtained by integrating over the probability
density fðREÞ describing the likelihood for a CC SN to
occur at a distance RE from Earth,

�
dϕ
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�
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¼ _Ngal
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fðREÞ
4πRE

2
; ð3Þ

TABLE I. Parameters of the neutrino spectra, Eq. (1), for
electron neutrinos, antielectron neutrinos, and νx ≡
fνμ; νμ̄; ντ; ντ̄g used in our numerical calculations [75].

ν Etot
ν (erg) hEνi (MeV) α

νe 6 × 1052 13.3 3.0
νē 4.3 × 1052 14.6 3.3
νx 2 × 1052 15 3
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where _Ngal
CC is the Galactic CC SN rate.1 To obtain fðREÞ,

we follow Ref. [19] and assume that CC SNe occur
predominantly in the stellar disk. In galactocentric cylin-
drical coordinates, the spatial distribution of CC SNe, ρ,
can then be modeled by a double exponential,

ρ ∝ e−R=Rde−jzj=H; ð4Þ

where R is the galactocentric radius, z is the height above
the Galactic midplane, and we set the disk parameters to
Rd ¼ 2.9 kpc andH ¼ 95 pc [19]. From Eq. (3), we obtain
the probability density as a function of the distance from
Earth fðREÞ by performing a coordinate transformation to
the position of the Sun with galactocentric radius R⊙ ¼
8.7 kpc and height above the disk H⊙ ¼ 24 pc. Note that
the position of the Sun with respect to the Galactic Center
will change over the timescales that paleodetectors were
exposed to neutrinos from Galactic CC SNe, Oð1Þ Gyr.2
The Solar System is thought to follow an approximately
circular orbit around the Galactic Center, oscillating about
the Galactic disk by Δz⊙ ∼ 100 pc and oscillating in the
Galactic plane by ΔR⊙ ∼ 300 pc [76,77]. Modifying the
distance of the Solar System to the Galactic Center by such
an amount would change the neutrino flux from CC SNe at
Earth by Δϕ≲ 10%, an error much smaller than the
uncertainty on the Galactic CC SN rate. In the following,
we therefore neglect corrections to the predicted neutrino
flux from the changing position of the Solar System.
In Fig. 1 we show the neutrino spectrum from Galactic

CC SNe together with the neutrino spectrum expected from
distant CC SNe throughout the Universe, the so-called
diffuse SN background (DSNB). We follow Ref. [78] for
the calculation of the DSNB flux, using the parametrization
from Ref. [10] for the cosmic CC SN rate, see also Ref. [9].
Assuming a Galactic CC SN rate of _Ngal

CC ¼ 2.3 ×
10−2 yr−1 [17], we find that the time-averaged neutrino flux
from Galactic CC SN at Earth peaks at dϕ=dEν ∼
102 cm−2 s−1MeV−1 with Eν ∼ 10 MeV. Note that the
flux is approximately 100 times that of the DSNB flux.
Further, the DSNB spectrum is shifted to lower energies by
approximately a factor of 2. This shift is due to the peak
cosmic CC SN rate occurring at a redshift of z ∼ 1 [10].
Note that estimates of the CC SN rate inferred from the
cosmic star formation rate peak at somewhat larger red-
shifts of z ∼ 2 [9]. The DSNB neutrino spectrum obtained
from such parametrizations of the CC SN rate would be
shifted to even smaller energies than that shown in Fig. 1.
However, as we will see in Sec. III, such uncertainties on

the DSNB neutrino flux are not important for this work as
the dominant background for the signal from Galactic CC
SNe stems from radiogenic neutrons.
The observable in paleodetectors is damage tracks

caused by nuclear recoils. Neutrinos with energies Eν ≲
Oð100Þ MeV give rise to nuclear recoils predominantly via
coherent neutral current interactions.3 The differential
recoil spectrum per unit target mass for target nuclei T
is given by [79,80]

�
dR
dER

�
T
¼ 1

mT

Z
Emin
ν

dEν
dσ
dER

dϕ
dEν

; ð5Þ

where ER is the nuclear recoil energy, mT is the mass of T,
dσ=dEν is the differential neutral current interaction cross
section, and Emin

ν ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mTER=2

p
is the minimum neutrino

energy required to induce a nuclear recoil with energy ER.
The differential cross section is

dσ
dER

ðER; EνÞ ¼
G2

F

4π
Q2

WmT

�
1 −

mTER

2E2
ν

�
F2ðERÞ; ð6Þ

FIG. 1. Neutrino flux dϕ=dEν (solid red) from Galactic CC SNe
at Earth as a function of neutrino energy Eν. Here, we assumed a
Galactic CC SN rate of _Ngal

CC ¼ 2.3 × 10−2 yr−1 [17], a spatial
distribution of CC SN as given in Eq. (4), the neutrino spectrum
per CC SN from Eqs. (1) and (2) with the parameters from
Table I, and averaged the neutrino flux over timescales much
longer than the inverse Galactic CC SN rate ð _Ngal

CCÞ−1 ∼ 40 yr. For
comparison, the black dashed line shows the neutrino flux from
distant CC SNe throughout the Universe, the so-called diffuse SN
background (DSNB). See Ref. [78] for the calculation of the
DSNB spectrum; we use the parametrization of the cosmic CC
SN rate from Ref. [10].

1In principle, the integral over RE should be truncated at some
distance corresponding to the size of our galaxy. Here, we instead
use a probability density fðREÞwhich takes into account only CC
SNe within the galactic disk of the Milky Way.

2The orbital period of the Sun around the Galactic Center is
T⊙ ∼ 250 Myr.

3Additional contributions arise from quasielastic charged-
current interactions. However, the contributions to the recoil
spectrum induced by CC SN neutrinos are suppressed at small
neutrino energies by the lack of coherent enhancement, and at
large neutrino energies by the quickly falling neutrino flux. The
more energetic nuclear recoils which may be induced by high
energy neutrinos furthermore lead to longer damage tracks than
the nuclear recoils induced by CC SN neutrinos.
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with the Fermi coupling constant GF, the nuclear form
factor FðERÞ, and

QW ≡ ðAT − ZTÞ − ð1 − 4sin2 θWÞZT; ð7Þ

where θW is the weak mixing angle and AT (ZT) the number
of nucleons (protons) in T. In our numerical calculations,
we use the Helm nuclear form factor [81–83]

FðERÞ ¼ 3
sinðqrnÞ − qrn cosðqrnÞ

ðqrnÞ3
eðqsÞ2=2; ð8Þ

where q ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mTER

p
is the momentum transfer and the

effective nuclear radius is r2n ≈ c2 þ 7
3
π2a2 − 5s2 with

a ≈ 0.52 fm, c ≈ ð1.23A1=3
T − 0.6Þ fm and s ≈ 0.9 fm.

Note that more refined calculations of the form factors
are available, although only for a few isotopes, see e.g.
Refs. [84–87].
The recoil spectrum, Eq. (5), is converted into a track

length spectrum by summing the stopping power dER=dxT
over all target nuclei T in a material

dR
dx

¼
X
T

ξT
dER

dxT

�
dR
dER

�
T
: ð9Þ

Here, x (xT) is the track length (of T), ξT is the mass
fraction of T in the target material, and the track length for a
recoiling nucleus with energy ER is

xTðERÞ ¼
Z

ER

0

dE

���� dEdxT
����
−1
: ð10Þ

In our numerical calculations, we use the SRIM code [88,89]
to calculate the stopping power in composite materials.

A more detailed discussion of the calculation of the
stopping power (in particular, a description of a semi-
analytic calculation of the stopping power and comparison
with SRIM results) can be found in Ref. [21].
In Fig. 2 we show the track length spectrum fromGalactic

CC SNe together with background spectra for two minerals,
halite (NaCl) and epsomite ½MgðSO4Þ · 7ðH2OÞ�.

III. BACKGROUNDS

We now briefly review the most relevant sources of
background for SN neutrino searches with paleodetectors.
These backgrounds are the same as for dark matter searches
with paleodetectors and we therefore refer to reader to
Ref. [21] for a detailed discussion. We note that all the
relevant backgrounds stem from nuclear recoils. Natural
defects in minerals are either single site or span across the
entire (mono)crystalline volume and thus do not resemble
the damage tracks induced by neutrinos scattering off the
nuclei in the target.

A. Radioactive decays

The natural minerals used for paleodetectors will be
contaminated by trace amounts of radioactive elements
which in turn give rise to background events. Thus, it is
crucial to use materials containing as little radioactive
contamination as possible. Minerals formed close to the
surface of the Earth from the crust’s material have pro-
hibitively large uranium-238 and thorium-232 concentra-
tions. Minerals formed in ultrabasic rock (UBR) deposits
and marine evaporites (MEs) are much cleaner. UBRs and
MEs are comprised of material from the Earth’s mantle and
form at the bottom of evaporating bodies of water respec-
tively. Here, we assume benchmark uranium-238 concen-
trations of 0.1 parts per billion (ppb) in weight for UBRs

FIG. 2. Track length spectra in halite (NaCl; left) and epsomite [MgðSO4Þ · 7ðH2OÞ; right]. In each panel, the blue solid line shows the
spectrum from Galactic CC SNe, assuming a rate of _Ngal

CC ¼ 2.3 × 10−2 yr−1. The dashed orange line indicates the background spectrum
induced by coherent scattering of neutrinos from the Sun, the atmosphere, and the DSNB flux, and the dotted green line shows the
background spectrum induced by neutrons from spontaneous fission and ðα; nÞ processes in the target material. The vertical gray dash-
dotted lines indicate the track length of the ER ¼ 72 keV 234Th nuclei from (238U → αþ 234Th) decays. See Sec. III for a discussion of
the background spectra. For both target minerals, we assumed uranium-238 concentrations of C238 ¼ 0.01 ppb by weight. Note that
although the signal rate is smaller than the background rate for all track lengths, this does not imply that the signal cannot be measured,
see Sec. V.
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and 0.01 ppb for MEs. See Appendix A for further
discussion.
The most relevant radioactive contaminant in UBR and

ME minerals is uranium-238. The half-life of uranium-238
is 4.5 Gyr, while the accumulated half-life of all subsequent
decays in the uranium-238 decay chain, until it reaches the
stable lead-206, is ∼0.3 Myr. Thus, almost all uranium-238
nuclei which undergo the first decay after the target mineral
was formed will complete the decay chain. Due to the
kinematics, the most problematic decays are α-decays. This
is because β- and γ-decays lead to the emission of fast
electrons, photons, and neutrinos which do not themselves
give rise to observable damage tracks in minerals. The
associated recoils of the daughter nuclei from these decays
are also too soft to produce observable tracks. α-decays on
the other hand give rise to 10–100 keV recoils of the
daughter nuclei and an α-particle with energy of order a few
MeV. Here, we assume that the damage track from the
α-particle itself is not directly observable, though see
Ref. [21] and references therein for a discussion. Thus,
the remaining signatures from α-decays are the 10–100 keV
recoils of the daughter nuclei which give rise to damage
tracks similar to those induced by scattering of CC SN
neutrinos off the target nuclei. However, the typical decays
of uranium-238 lead to a complete decay chain, which
contains eight α-decays. This will lead to eight spatially
connected tracks from the various daughter nuclei in the
chain. Such signatures are straightforward to distinguish
from the isolated damage tracks induced by neutrinos, and
we will assume that all such track patterns can be rejected.
However, the second α-decay in the uranium-238 decay

chain (234U → 230Thþ α) has a half-life of 0.25 Myr. This
will lead to a non-negligible population of events which
have undergone a single α-decay only [45]. For minerals
with ages long compared to the half-life of uranium-234
and short compared to the half-life of uranium-238, the
number of such single-α events per unit target mass is well
approximated by

n1α ≈ 109 kg−1
�

C238

0.01 ppb

�
; ð11Þ

where C238 is the uranium-238 concentration per weight in
the target sample. The energy of the 234Th daughter nucleus
from 238U → 234Thþ α decays is 72 keV, leading to a
population of events with the corresponding (target-depen-
dent) track length indicated by the dash-dotted vertical gray
lines in Fig. 2. The characteristic track length of such events
allows for straightforward modeling of this background,
leading to negligible effects on the sensitivity to CC SN
neutrinos, as we will see below.

B. Neutron induced backgrounds

The two dominant sources of (fast) radiogenic neutrons
(see the following subsection for cosmogenic neutrons) are

spontaneous fission of heavy radioactive elements such as
uranium-2384 and neutrons produced by ðα; nÞ-reactions of
α-particles from radioactive decays with the nuclei in the
target sample. Depending on the precise chemical compo-
sition of the target sample, either neutrons from sponta-
neous fission or from ðα; nÞ-reactions dominate; we use the
SOURCES-4A [90] code to obtain the neutron spectrum from
both sources, including α-particles from the entire uranium-
238 decay chain. Note that the ðα; nÞ cross sections differ
substantially between different elements and isotopes; thus,
it is difficult to make general statements. However, light
nuclei such as lithium or beryllium display particularly
large (α, n) cross sections, making minerals containing
sizable mass fractions of these elements not well suited for
paleodetectors due to the resulting large neutron fluxes.
Neutrons lose their energy predominantly via elastic

scattering off nuclei, giving rise to nuclear recoils that are
indistinguishable from those induced by neutrinos. Because
of the mismatch between the neutron mass and those of
most nuclei, neutrons lose only a small fraction of their
energy in a single scattering event. For example, a ∼2 MeV
neutron would give rise to ∼200 nuclear recoils with ER ≳
1 keV in a target material comprised of mT ∼ 100 GeV
nuclei. This background is highly suppressed in target
materials containing hydrogen: since neutrons and hydro-
gen nuclei (i.e. protons) have approximately the same mass,
neutrons lose a large fraction of their energy in a single
collision with a hydrogen nucleus. Together with the
relatively large elastic scattering cross section between a
neutron and hydrogen, this makes hydrogen an efficient
moderator of fast neutrons, even if hydrogen makes up only
a relatively small mass fraction of the target mineral. For
each target mineral, we compute the nuclear recoil spec-
trum from the neutron spectra using a Monte Carlo
simulation with neutron-nucleus cross sections as tabulated
in the JANIS4.0 database [91].5 The corresponding track
length spectrum is indicated by the dotted green lines
in Fig. 2.

C. Cosmic ray induced backgrounds

Cosmic rays can lead to both nuclear recoils and direct
damage tracks in materials, potentially producing back-
ground events. However, cosmic ray induced backgrounds
can be mitigated by using target materials obtained from
deep below the surface of the Earth. The dominant
cosmogenic background source will then be neutrons
arising from cosmic ray muons interacting with nuclei in
the vicinity of the target. Following Ref. [96] we estimate

4Note that the tracks from the fission fragments themselves are
easily distinguished from neutrino-induced tracks. This is be-
cause fission fragments have energies of order 100 MeV, leading
to much longer tracks than the ≲100 keV recoils induced by
neutrinos from CC SNe.

5We use values from TENDL-2017 [92–95] for the neutron-
nucleus cross sections.
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the neutron flux to be ϕn ¼ Oð100Þ cm−2Gyr−1 for an
overburden of ∼5 km rock. At a depth of ∼6 km, the flux is
instead ϕn ¼ Oð10Þ cm−2Gyr−1 and for an overburden of
∼7 km we estimate ϕn ¼ Oð0.1Þ cm−2Gyr−1. We envis-
age that target samples for paleodetectors will have masses
of order 100 g, corresponding to geometric cross sections
of ∼10 cm2. Thus, for minerals obtained from depths larger
than ∼6 km, backgrounds due to cosmic ray induced
neutrons will be negligible.6

We might also worry about cosmic ray-induced back-
grounds in MEs, which form near the surface of the Earth
and are buried at a typical rate of a few km=Myr beneath
additional layers of sediment (see for example Ref. [98]).
However, many accessible ME deposits contain minerals
which, at some point in their geological history, have
undergone recrystallization. For example, large ME depos-
its buried at depths of ≳10 km can extrude into the more
dense overlying rock, in a process known as diapirism. This
process may form structures such as salt domes which are
accessible to bore-hole drilling from the surface of Earth.
Due to the relatively low density of MEs and higher
temperatures at the depths of the original salt bed, the
plasticity of the minerals increases, see e.g. Refs. [99–105].
This in turn may potentially erase previously recorded
tracks, including both the neutrino induced signal tracks
and those induced by cosmogenic neutrons. Modeling the
effects of such geothermal and geochemical processes on
the measured track length spectra in paleodetectors depends
on the specific geological history of the deposit containing
the target mineral. However, we will demonstrate that an
epsomite paleodetector could be sensitive to neutrinos from
Galactic CC SNe even if the effective “mineral age” is
significantly less than 1 Gyr due to recrystallization during
the process of diapirism.

D. Neutrino induced backgrounds

Neutrinos from sources other than Galactic CC SNe
induce nuclear recoils via the same scattering processes as
neutrinos from Galactic CC SNe. We take the neutrino flux
dϕν=dEν for solar and atmospheric neutrinos from
Ref. [80]. Our calculation of the diffuse SN neutrino
background (DSNB) is described in Sec. II and shown
in Fig. 1. There are three separate source regimes for
neutrino-induced backgrounds. First, neutrinos with ener-
gies Eν ≲ 20 MeV are dominantly produced by solar
emission. Second, neutrinos with 20 MeV≲ Eν ≲
30 MeV are primarily from the DSNB. Finally, atmos-
pheric neutrinos dominate the flux for larger energies,
Eν ≳ 30 MeV. The corresponding nuclear recoil and track
length spectrum, shown by the dashed orange lines in

Fig. 2, is computed in the same way as for neutrinos from
Galactic CC SNe. Note that although wewill investigate the
sensitivity of paleodetectors to potential variations of the
Galactic CC SN rate over geological timescales, we keep
the background neutrino fluxes fixed at the values which
are measured today in our background modeling. Instead,
we account for potential variations in the background
neutrino fluxes by assuming a large systematic uncertainty
on the normalization of the neutrino-induced backgrounds.
It is useful to identify which approximate ranges of track

lengths are most relevant for the various neutrino induced
backgrounds. In the case of epsomite (right panel of Fig. 2),
the ν-induced background is dominated by solar neutrinos
for track lengths x≲ 100 nm. For track lengths x≳ 200 nm,
the ν-induced background spectrum is dominated by atmos-
pheric neutrinos. In the transition region between solar and
atmospheric neutrinos, the DSNB is the dominant source of
ν-induced background. For other target materials we find
similar behavior, but due to different masses of the target
nuclei as well as differences in the stopping power, the
transitions between the different ν-background components
occur at different values of the track lengths. In the case of
halite for example, cf. the left panel of Fig. 2, the crossovers
occur at track lengths roughly a factor of 2 smaller than what
we discussed above for epsomite.
We will discuss the optimal signal regions in track length

space for detecting neutrinos from Galactic CC SNe in
more detail below, but from the discussion above and Fig. 2
we can already conclude that the signal region is bounded
from below by approximately the track length where the
solar and the DSNB neutrino backgrounds cross over. This
implies that the normalization of the solar neutrino flux is
largely irrelevant to the sensitivity of paleodetectors to
Galactic CC SN neutrinos.

E. Background uncertainties

In estimating the sensitivity of paleodetectors, the
relevant background quantity is not only the expected
number of events in the signal region, but the uncertainty
on this expected number of background events. While the
statistical uncertainty is simply given by the square root of
the number of background events in the signal region, we
need to make assumptions about the systematic uncertainty
on the normalization of each background component which
we discuss in the remainder of this section. Note that we
use the same values for the systematic uncertainty of each
background component as in Refs. [20–22].
Radiogenic backgrounds, including neutrons induced by

radioactivity, are well understood and straightforward to
calibrate in the laboratory. For example, by placing radio-
active sources in the vicinity of a test sample or by studying
samples with relatively large concentrations of uranium-
238, one can obtain samples with enhanced radiogenic
backgrounds. Furthermore, the normalization of radiogenic
backgrounds is determined by the concentration of heavy

6Note that for depths larger than ∼6 km, in addition to
neutrons from cosmogenic muons, neutron production from
atmospheric neutrinos interacting with nuclei in the vicinity of
the target must be taken into account as well, see e.g. Ref. [97].
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radioactive elements in the vicinity of the target sample and
the age of the target sample only. For the real experimental
data (rather than calibration data), events with long tracks
lengths (Oð1000Þ nm) therefore act as a “control region,”
where the signal is negligible, allowing us to fix the
background normalization. One can then extrapolate from
the control region to the signal region and thus provide a
tight constraint on the expected background. Thus, we
assume that radiogenic backgrounds can be well under-
stood and use a 1% relative systematic uncertainty on the
corresponding normalization.
Neutrino induced backgrounds on the other hand are

much harder to characterize; their normalization depends
on the flux of neutrinos through the target sample.
Although the present day neutrino fluxes are relatively
well understood, paleodetectors would measure neutrino-
induced backgrounds integrated over geological timescales,
≲1 Gyr. Furthermore, creating target samples in the
laboratory with enhanced backgrounds from neutrinos is
challenging since this would require strong neutrino
sources with spectra matching the neutrino spectra from
the Sun, the atmosphere, and CC SNe. We account for
potential time variations in and lack of calibration for the
relevant neutrino fluxes by assuming a relatively large
systematic uncertainty of 100% in the normalization of the
neutrino-induced background spectra. The most prominent
neutrino background at the relevant track lengths comes
from the DSNB. The flux from the DSNB is thought to
follow cosmic star formation history [9,78] As discussed in
Sec. V B, this can be directly measured by observations of
high redshift galaxies and is not thought to change by more
than Oð0.1Þ, as seen in Fig. 4. Our assumed 100%
uncertainty is therefore likely an overestimate, although
it has little effect on our sensitivity.
The flux of atmospheric neutrinos may also have

changed substantially over geological timescales due to
the evolution of a variety of physical systems. While the
composition and density of the atmosphere have indeed
changed (for discussion, see [106] and references within),
the interaction length for cosmic ray protons, which
typically initiate the air showers that produce atmospheric
neutrinos, is much shorter than the column depth of the
atmosphere at the Earth’s surface today [107,108]. Thus,
only a significantly less dense atmosphere could substan-
tially change the atmospheric neutrino flux and, in such a
case, the flux would only decrease. Also, the effects of a
changing solar magnetic field on the propagation of cosmic
rays through the solar system are modulated on timescales
much smaller than 100 Myr (see Ref. [109] and references
within).
We note that paleomagnetic records and modeling of the

geodynamo indicate that the strength geomagnetic field
may have varied by an Oð1Þ factor over geological time-
scales (for example, see Ref. [110]). However, the strength
of the geomagnetic field primarily impacts the comic ray

flux by causing changes to the rigidity cutoff7 andwould only
change the low energy cutoff of the atmospheric neutrino
spectrum at energies where the background is dominated by
DSNBneutrinos [108]. Regarding the sources of cosmic rays
in our galaxy, studies of cosmogenic nuclide8 data in
meteorites and terrestrial samples suggest the cosmic ray
intensity within the Milky Way has increased by a factor of
∼1.5 over the last ∼Gyr (for example, see Ref. [113]).
Thus, while paleodetectors could probe several factors

which impact the atmospheric neutrino flux over geological
timescales [114], a systematic uncertainty of 100% in the
normalization of the flux as a background is sufficient to
project the sensitivity of paleodetectors to Galactic CC SN
neutrinos.

IV. TRACK RECONSTRUCTION

Having described the CC SN neutrino signal and
possible backgrounds, we now address some practical
aspects of damage track formation and measurement.
We will assume that the entire range of a recoiling

nucleus will give rise to an observable damage track. Our
studies with SRIM indicate that this is a reasonable
assumption for the target materials and recoil energies
considered here. However, this assumption must be verified
in detailed experimental studies for each combination of
target material and readout method, which are beyond the
scope of this work.9 Further, we assume that low-Z nuclei,
in particular α-particles (He ions) and protons (H ions), do
not give rise to observable damage tracks, and neglect the
fading of damage tracks from e.g. thermal annealing. We
refer the reader to Ref. [21] and references therein for a
detailed discussion of damage tracks from nuclear recoils
and possible readout methods.
From the track length spectra in Fig. 2 we can see that the

signal-to-background ratio for CC SN neutrino induced
events is largest for track lengths ofOð100Þ nm. An optimal
readout method therefore requires the resolution to which
track lengths can be measured to be σx ≪ Oð100Þ nm. This
in turn would allow for an accurate measurement of the
associated recoil energies. Unfortunately, the feasible size of
target samples decreases with increasing spatial resolution.

7With rigidity defined as pcr=Zcr for the momentum pcr and
charge Zcr of the primary cosmic ray nucleus, the rigidity cutoff
indicates the smallest rigidity any particular cosmic ray particle
could have without being deflected by the geomagnetic field
before interacting with the atmosphere. Over ∼Gyr timescales,
the strength of the geomagnetic field is well approximated by the
magnitude of the dipole moment, which is directly proportional
to the rigidity cutoff (for example, see Ref. [111]).

8Cosmogenic nuclides are rare isotopes, for example 10Be or
40K, produced in spallation events caused by cosmic rays
interacting with the Earth’s crust, its atmosphere, or in meteorites
which eventually reach the Earth [112].

9To the best of our knowledge, reliable estimates exist only for
the particular case of reconstructing tracks in muscovite mica
after cleaving and chemical etching [42].
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We will assume the use of small angle x-ray scattering
(SAXs) tomography at synchrotron facilities as our
benchmark readout scenario. SAXs allows for the three-
dimensional readout of bulk samples with spatial resolution
of σx ∼ 15 nm [115] and minimal sample preparation [116].
Note that as yet, damage tracks from ions have not been
demonstrated to be reconstructible in three-dimensional
SAXs tomography; however, damage tracks have been
demonstrated to be observable with SAXs (without prior
chemical etching) along the direction of the tracks [117].
While we are proposing a challenging application of SAXs,
we estimate that it should be feasible to image Oð100Þ g of
target material at synchrotron facilities, with spatial resolu-
tions of σx ¼ 15 nm. Throughout the remainder of the paper
wewill assume that a massM ¼ 100 g of target material can
be read out with a spatial resolution of σx ¼ 15 nm. We will
also consider track length from 10 to 1000 nm.
We note, as in Ref. [22], that this will present a

significant data storage and analysis challenge. Naively,
scanning at our assumed level of precision will provide
∼107 terabytes of data for an Oð100Þ g sample. This level
of data storage is clearly not feasible. Fortunately, the track
lengths relevant for this work are 1 nm≲ x≲ 1000 nm
which would allow for a significant reduction in the
necessary data storage by triggering on interesting features
during the scanning process. For example, storing a cube of
data with a diagonal length of 1000 nm is around Oð102Þ
megabytes. Assuming that we have Oð105Þ events in our
sample we only need to store 10 terabytes of data which
can be analyzed more precisely in follow-up studies.
The triggering methodology must therefore be both effi-
cient and precise in order to match our requirements that
full uranium-238 decay chain tracks (as mentioned in
Sec. III A) are rejected but signal and background tracks
are accepted. Assessing the rejection and acceptance factors
are beyond the scope of this work and will be addressed in
future publications.

V. RESULTS

In this section, we present the projected sensitivity of
paleodetectors to neutrinos from Galactic CC SNe. A key
parameter which determines the sensitivity of paleodetec-
tors is the mineral age. Throughout this work, we use the
term “mineral age” for the age of the oldest nuclear recoil
tracks which persist in the mineral. This should loosely
correspond to the time since the (last re)crystallization of
the mineral.
We begin by investigating the minimum time-averaged

Galactic CC SN rate to which paleodetectors would be
sensitive, both as a function of the concentration of
uranium-238 in the target sample and as a function ofmineral
age (Sec. VA). We then investigate the ability of paleode-
tectors to decipher the history ofGalacticCCSNe if onewere
to study a series of target minerals with ages 100 Myr ≤
tage ≤ 1 Gyr and Δtage ¼ 100 Myr. In each individual

sample one would deduce the CC SN rate (within exper-
imental uncertainties) integrated over 0≲ t≲ tage. Using a
series of samples with different tage then allows one to
reconstruct the time dependence of the CC SN rate. In
particular, we investigate the extent to which paleodetectors
could be used tomeasure the time dependence of theGalactic
CC SN rate (Sec. V B). Finally we study the sensitivity of
paleodetectors to both a single near-by CC SN and an
enhancement of the CC SN rate which is localized in space
and time, as would be expected from a starburst event in the
Milky Way or the local group (Sec. V C).
Throughout, we use a spectral analysis similar to the

procedure used in Ref. [22] for dark matter sensitivity
forecasts. The analysis is performed using the SWORDFISH

PYTHON package [118,119],10 which allows for the fast
calculation of upper limits and projected confidence
regions for reconstructed signal parameters. The main
difference to the dark matter analysis is that now the signal
arises from damage tracks induced by neutrinos from
Galactic CC SNe. For all analyses, we consider systematic
uncertainties on the normalization of each background
component only. See Sec. III E for a discussion of our
assumptions and Appendix B for further details of our
statistical methodology.
To cross check, we also perform a sliding-window cut-

and-count analysis analogous to the procedure used in
Refs. [20,21]. For the sliding-window cut-and-count analy-
sis, the signal is considered to be within reach when the
signal-to-noise ratio (SNR) (the ratio of the number of
signal events and the quadratic sum of the systematic and
statistical errors of all background components in the signal
region) satisfies SNR > 3. For the spectral analysis, the
signal is considered to be within reach if 50% of experi-
ments would return a 3σ preference for the signalþ
background hypothesis over background only [120]. The
significance is evaluated from the Poisson likelihood ratio
[22,118,119]. While the cut-and-count analysis is trans-
parent and intuitive, the spectral analysis is more sensitive.
From Fig. 2 it is apparent that the optimal signal region

(i.e. where the signal-to-noise ratio is largest) is around
track lengths of a few hundred nm. At these track lengths,
the signal from Galactic SNe is comparable in normaliza-
tion or somewhat larger than the neutrino induced back-
grounds, while the number of background events from
radiogenic neutrons is larger than the number of signal
events. Here we briefly summarize how the signal can be
extracted from the background:

(i) As seen in Fig. 1, the flux from the DSNB is
expected to be about 2 orders of magnitude below
the predicted Galactic SN flux. As discussed in
Sec. III E, the DSNB flux is not expected to change
by more than an Oð1Þ factor over the lifetime of a

10https://github.com/cweniger/swordfish.
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paleodetector. The signal should therefore be clearly
identifiable as an excess above the DSNB.

(ii) Similarly, from Fig. 2 and the related discussion in
Sec. III D, we see that the background from atmos-
pheric neutrinos is typically suppressed relative to
the signal by roughly an order of magnitude at the
track lengths where the DSNB and atomospheric
neutrino induced backgrounds cross over. Although
we assume the atmospheric neutrino flux could
change by an Oð1Þ factor over geological time-
scales, an Oð100Þ increase in time would be neces-
sary for the atmospheric neutrino background to
compare to the radiogenic neutron-induced back-
grounds and significantly impact the sensitivity of
paleodetectors to Galactic CC SN neutrinos.

(iii) The radiogenic neutrons produce a background
significantly larger than the signal. Given a 1%
systematic uncertainty on the neutron background, it
should be possible to detect a signal which is
roughly a factor 100 weaker than the background,
as is the case for epsomite in the right panel of Fig. 2.
Our spectral analysis can go further by tightly
constraining the normalization of the background
at long track lengths, therefore providing greater
sensitivity in the signal region. As we will show,
applying either the sliding-window or spectral
analysis to an epsomite paleodetector could allow
for sensitivity to Galactic CC SN neutrinos.

The other backgrounds (and their associated uncertainty)
listed above play only a very small role in the spectral
analysis and none in the sliding window cut-and-count

method. Changing our assumed values of the uncertainty
on these remaining backgrounds will therefore not effect
our conclusions.

A. Galactic CC SN rate

In Fig. 3, we show the minimum Galactic CC SN rate
which could be observed in paleodetectors both as a function
of the uranium-238 concentration in the target sample (left
panel) and the mineral age (right panel). We consider four
minerals, halite [NaCl], epsomite [MgðSO4Þ · 7ðH2OÞ],
nchwaningite [Mn2þ2 SiO3ðOHÞ2 · ðH2OÞ], and olivine
[Mg1.6Fe

2þ
0.4ðSiO4Þ]. Out of these four, epsomite is most

promising. This is due to its chemical composition. First,
epsomite contains hydrogen, which effectively suppresses
the neutron induced backgrounds as described in Sec. III.
Further, epsomite does not contain any elements with large
ðα; nÞ cross sections and is a ME for which we expect low
concentrations of uranium-238, C238 ∼ 0.01 ppb. Finally,
epsomite’s particular chemical composition emphasizes the
difference between the signal and background spectra: for
target nuclei lighter than ∼10 GeV, i.e. lighter than C, the
spectrum from SN neutrinos becomes increasingly similar to
the background induced by solar neutrinos. For target
elements heavier than ∼30 GeV, i.e. heavier than Si, both
the signal and background track length spectra become
increasingly compressed to shorter lengths. The finite spatial
resolution of any given readout method makes it more
difficult to distinguish signal from background for such
compressed track spectra. In epsomite, the majority of nuclei
lie between C and Si in mass, allowing a better separation of

FIG. 3. Smallest Galactic core collapse supernova rate which could be detected at 3σ in paleodetectors as a function of the uranium-238
concentration in the target sample (left) and time themineral has been recording damage tracks (right). Here, we assume thatM ¼ 100 g of
target material can be read out with a spatial resolution of σx ¼ 15 nm. The different colored lines are for different target materials as
indicated in the legend. For epsomite, we show in addition to the results from the spectral analysis also the sensitivity projections obtained
in the sliding-window cut-and-count (C&C) analysis. The horizontal dashed gray lines indicate estimates for the Galactic core collapse
supernova rate, _Ngal

CC ¼ 2.3 × 10−2 yr−1 [121] and _Ngal
CC ¼ 3.2 × 10−2 yr−1 [19]. In the left panel we assume that the target sample has been

recording damage tracks for tage ¼ 1 Gyr. In the right panel, we assume a uranium-238 concentration ofC238 ¼ 0.01 ppb inweight for the
halite (NaCl) and epsomite [MgðSO4Þ · 7ðH2OÞ], which are examples of marine evaporites. For olivine [Mg1.6Fe

2þ
0.4ðSiO4Þ] and

nchwaningite [Mn2þ2 SiO3ðOHÞ2 · ðH2OÞ], minerals found in ultrabasic rocks, we assume C238 ¼ 0.1 ppb.
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signal and background tracks. Thus, we will focus on
epsomite as a target mineral for paleodetectors in the
remainder of this paper.
From the left panel of Fig. 3 we find that reading outM ¼

100 g of epsomitewhich has been exposed to neutrinos from
CC SNe for tage ¼ 1 Gyr should allow for a measurement of
the average Galactic CC SN rate. Current estimates for the
Galactic CC SN rate suggest _Ngal

CC ∼ 2 × 10−2 yr−1 and, as
discussed in Sec. III, we expect samples ofMEminerals (e.g.
epsomite) with uranium-238 concentrations of C238 ¼
0.01 ppb to be readily available in nature.
The right panel of Fig. 3, where we fix the uranium-238

concentration of epsomite to C238 ¼ 0.01 ppb, indicates
that measuring the Galactic CC SN rate with anM ¼ 100 g
epsomite paleodetector requires target samples which have
recorded damage tracks for at least tage ∼ 0.35–0.8 Gyr
(depending on the true rate). Note however that if only
younger target samples were available, the sensitivity could
be recovered by reading out a somewhat larger target
sample. This is because the sensitivity depends on the
exposure ε ¼ M × tage; the numbers of signal events and
the most relevant background events (i.e. recoils induced by
other neutrinos and radiogenic neutrons) scale linearly
with ε.
In the left panel of Fig. 3, we also show, for comparison,

the sensitivity forecast from the sliding-window cut-and-
count analysis for epsomite. We note that for uranium-238
concentrations C238 ≳ 10−2 ppb, the smallest detectable
Galactic CC SN rate _Ngal

CC scales as _Ngal
CC ∝

ffiffiffiffiffiffiffiffiffi
C238

p
for the

spectral analysis, while for the sliding-window cut-and-
count analysis the scaling is _Ngal

CC ∝ C238. The scaling of the
sensitivity in the cut-and-count analysis can be understood
from the fact that for C238 ≳Oð0.01Þ ppb, the sensitivity is
limited by the systematic error on the number of back-
ground events induced by radiogenic neutrons in the signal
region. For the spectral analysis, the error on the number of
background events can be reduced by making use of control
regions at longer track lengths. The error on the number of
background events in the signal region then scales asffiffiffiffiffiffiffiffiffi
C238

p
, since it is given by the statistical error on the

number of background events in the control regions. For
C238 < Oð0.01Þ ppb, the number of events in the control
regions becomes too small to allow such an approach.
Simultaneously, the number of background events in the
signal region becomes smaller, finally causing both analy-
ses to be limited by the statistical error on the number of
background events in the signal region. The remaining
differences in the sensitivity are due to the different
definitions of sensitivity as discussed above.
Before moving on to estimates of how well the time

dependence of the Galactic CC SN rate could be con-
strained by paleodetectors, it is interesting to ask how
precisely the time-averaged CC SN rate could be deter-
mined. As before, we consider a benchmark scenario of a
100 g epsomite paleodetector which could be read out with

spatial resolution of σx ¼ 15 nm, e.g. by SAXs. We assume
that the target mineral has been recording events for 1 Gyr
and that the true average Galactic CC SN rate is
_Ngal
CC ¼ 3 × 10−2 yr−1. For a uranium-238 concentration

of C238 ¼ 0.01 ppb, the reconstructed rate could be con-
strained, at 1σ, to _Ngal

CC ¼ ð3.0� 0.7Þ × 10−2 yr−1. For
uranium-238 concentrations of C238 ¼ 10−3 ppb, the
reconstructed rate could instead be constrained to
_Ngal
CC ¼ ð3.0� 0.3Þ × 10−2 yr−1. Thus, with sufficiently

low uranium-238 concentrations it may be possible to
constrain the time-averaged Galactic CC SN rate to within
10%, allowing for a discrimination between different
estimates in the literature [19,121].

B. Time dependence of the CC SN rate

In Sec. VAwe investigated the smallest detectable time-
constant CC SN rate. Here and in Sec. V C, we instead
investigate how paleodetectors can be used to understand
the time evolution of the Galactic CC SN rate.
We entertain two benchmark scenarios for the time

dependence of the Galactic CC SN rate: (i) a rate increasing
with look-back time according to the best-fit evolution of
the Galactic star formation rate (SFR) obtained in Ref. [54]
from Gaia data, and (ii) a rate increasing with look-back
time proportional to the cosmic SFR as parametrized in
Ref. [9], cf. the left panel of Fig. 4. Note that scenario (i) is
based on information from the Milky Way, while scenario
(ii) is not (it relies purely on cosmological information). As
mentioned in Sec. III E, the DSNB is thought to roughly
track the cosmic SFR.
To quantify the significance at which such scenarios could

be distinguished using paleodetectors, we consider an
experimental scenario using ten epsomite samples weighing
M ¼ 100 g each, which have been recording events for
different times tage¼f0.1;0.2;0.3;…;1.0gGyr. We assume
that each target sample is readoutwith track length resolution
of σx ¼ 15 nm. We then simulate expected signal (and
background) events in each sample [for scenarios (i) and
(ii)] and calculate the best fit value and error bars for the
reconstructed time-integrated CC SN rate in each target
sample. Assuming the error bars for the reconstructed rates
are described by a Gaussian distribution, we then attempt to
fit a time-constant Galactic CC SN rate to the mock data, and
quantify the statistical significancewithwhich the hypothesis
of a constant CC SN rate would be rejected.
In the right panel of Fig. 4, we show the statistical

significance with which a constant CC SN rate would be
rejected in both scenarios as a function of the uranium-238
concentration in the target sample C238¼f10−3;0.01;
0.1;1gppb. For scenario (ii), where we assume that the
Galactic CC SN rate increases with look-back time as the
cosmic SFR, we see that it is difficult to distinguish such
a time evolution from a constant CC SN rate even if the
uranium-238 concentration in the target samples is
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C238 ¼ 10−3 ppb. This is because the cosmic SFR evolves
quite slowly in time. For a look-back timeof 1Gyr, the cosmic
SFR is only increased by a factor of ψðt ¼ 1 GyrÞ=
ψðt ¼ 0Þ ≈ 1.2, using the estimate of the cosmic SFR from
Ref. [9]. In scenario (i) on the other hand, where the Galactic
CC SN rate evolves like the estimate for the Galactic SFR
from Ref. [54], we find that the hypothesis of a constant
Galactic CC SN rate could be rejected at more than 3σ if the
uranium-238 concentration in the target samples is
C238 ≲ 5 × 10−3 ppb. This is because the estimate for the
Galactic SFR from Gaia data in Ref. [54] indicates a much
faster increase of the SFR with look-back time than the
cosmic SFR, ψðt ¼ 1 GyrÞ=ψðt ¼ 0Þ ∼ 3.

C. Constraining burstlike CC SNe

After investigating the sensitivity of paleodetectors to a
smooth time evolution of the Galactic CC SN rate, we now
switch to asking if paleodetectors could be sensitive to
time- and space-localized enhancements in the local CC SN
rate. The simplest example of such a burstlike event would
be a single near-by CC SN. While such a single near-by CC
SN would truly be localized in space and time, an enhance-
ment to the CC SN rate (in a particular region of MilkyWay
or the local group) for a duration of time significantly
smaller than the anticipated timing resolution of Δt ¼
100 Myr would effectively also be a localized event. A
starburst event, as described in Refs. [122–125], in which
the star formation rate (and hence the SN rate) can exceed
the average star formation rate of the Milky Way by a factor

of ∼103 for a period of Δtstarburst ≲ 10 Myr, is an example
of an effectively localized event which could also be probed
by paleodetectors.
We parametrize such burstlike events by three parameters,

fN⋆; D⋆; t⋆g. N⋆ is the number of CC SNe in the burstlike
event,D⋆ is the distance to the burst region fromEarth, and t⋆
is the look-back time to the burst event. For a single close-by
CC SN, N⋆ ¼ 1. For a starburst event, N⋆ is given by the
average star formation rate ψ during the length of the
starburst Δtstarburst and the number of stars which explode
as CC SNe per unit mass, kCC. For kCC ¼ 0.0068 M−1

⊙ [9], a
typical duration of a starburst of Δtstarburst ¼ 10 Myr, and
SFRs of 0.1≲ ψ=ðM⊙ yr−1Þ ≲ 103 [see e.g. Ref. [122]], we
find N⋆ ¼ kCCψΔtstarburst ∼ 104 ÷ 108. For reference, the
number of CC SNe expected over the entire Milky Way
within 1 Gyr is 2.3 × 107, assuming a constant rate
of _Ngal

CC ¼ 2.3 × 10−2 yr−1.
To estimate the sensitivity of paleodetectors to burst

events, we follow a similar approach as in Sec. V B. We
again assume that ten samples of M ¼ 100 g epsomite
detectors have been recording events for different times
tage ¼ f0.1; 0.2; 0.3;…; 1.0g Gyr and can be read out with
track length resolution of σx ¼ 15 nm. We simulate mock
data, assuming a time- and space-localized injection of
additional neutrinos from CC SNe in a burstlike event on
top of a constant Galactic CC SN rate. Assuming Gaussian
errors on the reconstructed CC SN rate in each target
sample, we then attempt to fit the null hypothesis of a time-
constant Galactic CC SN rate to the mock data and quantify

FIG. 4. Left: Benchmark scenarios for the time dependence of the Galactic star formation rate (SFR) ψðt⋆Þ=ψðt⋆ ¼ 0Þ, as a function of
look-back time, t⋆, considered in Sec. V B. The CC SN rate _Ngal

CC is thought to be directly proportional to the SFR, _Ngal
CC ¼ kCCψ , and we

use kCC ¼ 0.0068 M−1
⊙ [9]. The blue solid line shows the time evolution of the Galactic SFR of the Milky Way as estimated from Gaia

data by [54], and the dashed orange line the time evolution of the cosmic SFR as estimated by [9]. Right: Assuming different uranium-
238 concentrations C238 ¼ f10−3; 0.01; 0.1; 1g ppb, we show the discrimination significance with which a time-constant Galactic CC
SN rate could be rejected if the true Galactic CC SN rate evolves with look-back time as the corresponding benchmark scenario shown in
the left panel. For both cases, we entertain an experimental scenario where ten epsomite samples withM ¼ 100 g each, which have been
recording events for different times tage ¼ f0.1; 0.2; 0.3;…; 1.0g Gyr, are read out with track length resolution of σx ¼ 15 nm.
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the statistical significance with which this null hypothesis is
disfavored. The number of additional signal events from the
burstlike event is proportional to N⋆=D2⋆. We show results
for the minimum value of N⋆=D2⋆ required for a 3σ
rejection of the null hypothesis as a function of the look-
back time to the burstlike event t⋆ and the uranium-238
concentration in the target samples C238.
For clarity of discussion we parametrize burstlike events

with the three parameters fN⋆; D⋆; t⋆g, although our
analysis is only sensitive to the combination N⋆=D2⋆ as a
function of t⋆. Hence, our benchmark scenarios of a
starburst event or a single close-by CC SN are degenerate,
although we discuss the results for both cases separately.
We leave the exploration of discriminating such signals for
future work. One possibility would be to study the
anisotropy of damage track directions. The tracks from
an individual close-by CC SN would all arise within
Oð10Þ s, the duration of the SN neutrino burst. On such
timescales, the target mineral would be virtually stationary
in space and hence the signal tracks would have a preferred
direction. For a starburst event, the signal events are
expected to be generated over a timescale of a few tens
of Myr, on which the rotation of the Earth, its orbit around
the Sun, and the Solar System’s movement through the
Galaxy would wash out the directional preference of the
tracks. Note that the directional preference would also
allow for additional background suppression when

searching for signatures from an individual SN, potentially
leading to increased sensitivity.
In the left panel ofFig. 5,we show theminimumnumber of

CC SNe in a burstlike event at D⋆ ¼ 10 kpc,11 N10 kpc⋆ , for
which the null hypothesis of a time-constant Galactic CC SN
ratewould be disfavored by at least 3σ.We show these results
for various assumptions on the uranium-238 concentration in
the target samples,C238 ¼f10−3;0.01;0.1;1g ppb. Trivially,
we find that the smaller the uranium-238 concentration and
hence the number of background events induced by radio-
genic neutrons, the smaller N10 kpc⋆ for which the null
hypothesis of a constant CC SN rate could be rejected.
Further, we find that the smaller the look-back time to the
burstlike event, t⋆, the smaller the number ofN10 kpc⋆ required
to reject the null hypothesis. This is because the same number
of signal events induced by the burstlike event would be
present in all target samples with tage < t⋆, while the number
of tracks from the time-constant Galactic CC SN rate and
from radiogenic neutrons, the most relevant background
source, increases linearly with tage.
In the right panel of Fig. 5, we show our results in the

N⋆-D⋆ plane. The colored band indicates different values
of N10 kpc⋆ , the edges of the band approximately correspond
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FIG. 5. Left: Smallest number of CC SN events N⋆ in a burstlike event at a distance ofD⋆ ¼ 10 kpc, N10 kpc⋆ , which could be detected
at 3σ with paleodetectors as a function of the look-back time of the burstlike event t⋆. The different colored lines are for different
uranium-238 concentrations, C238, as indicated by the labels. Throughout, we assume that ten samples of M ¼ 100 g epsomite each,
which have been recording recoil events for different times tage ¼ f0.1; 0.2; 0.3;…; 1.0g Gyr, can be read out with track length
resolution of σx ¼ 15 nm. The smallest number of detectable CC SN in a burstlike event at any given distance D⋆ can be directly
obtained by N⋆ ≥ N10 kpc⋆ ð10 kpc=D⋆Þ2. Similarly, the largest distance at which a single close-by CC SN could be discovered can be

obtained by D⋆ ≤ 10 kpc=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N10 kpc⋆

p
. Right: The colored region indicates the range of N10 kpc⋆ within reach of paleodetectors, cf. the left

panel, in the plane of the number of CC SNe in the burstlike event, N⋆, and the distance of Earth to the burstlike region,D⋆. The vertical
gray band indicates typical values of N⋆ which could occur in a starburst, assuming a duration of the starburst of 10 Myr and an average
star formation rate of ψ ¼ 0.1 ÷ 103 M⊙ yr−1. The horizontal dashed lines indicate distances to NGC 2603 (a nebula containing the
dense open cluster HD 97950), the Galactic Center (GC), and the Large Magellanic Cloud (LMC), respectively.

11Here we use 10 kpc as a simple illustration rather than a
distance of physical significance.
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to the range of values for N10 kpc⋆ that would allow for the
rejection of a time-constant Galactic CC SN rate for the
different assumptions on t⋆ and C238, as shown in the left
panel of Fig. 5. To interpret these results, we indicate a
range of values for the number of CC SNe, N⋆, in typical
starburst events as well as the distance to various regions
within the local group where starbursts are likely to occur.
We find that for a range of possible starburst parameters,
such a burstlike event would be detectable in paleodetectors
if it occurred at a distance corresponding to NGC 6303 (a
nebula containing the open cluster HD 97950) or the
Galactic Center. Detection of a starburst event in the
Large Magellanic Cloud (LMC), on the other hand, would
require a starburst with a SFR a factor of a few higher than
the typical range.
From Fig. 5 we can also read off the minimal distanceD⋆

for which an individual close-by CC SN could be detected
with paleodetectors. Depending on the uranium-238 con-
centrations in the target samples and the look-back time to
the close-by CC SN, the null hypothesis of a constant
Galactic CC SN rate could be rejected if the distance to the
CC SN was smaller than D⋆ ≲ 1 ÷ 10 pc. For a spatial
distribution of the Galactic CC SNe as discussed in Sec. II
and an average CC SN rate of _Ngal

CC, the probability that a
CC SN has occurred within a distance D⋆ ≲ 10 pc from
Earth within 100 Myr is only ∼5%. However, despite the
rather small statistical chance of such an event, close-by
SNe are of particular interest since they may be related to
mass extinction events, see Refs. [55,58–62]. Although the
time resolution of paleodetectors is rather coarse grained,
valuable information about possible close-by CC SNe may
still be gained.
Furthermore, measurements of 60Fe (and other isotopes

produced in CC SNe) in sediments from the Earth and the
Moon [56,57,63,126–130] as well as the effects of such
isotopes on the cosmic ray spectra [131–134] suggest the
explosion of at least one CC SN within D⋆ ≲ 100 pc from
Earth t⋆ ∼ 2 ÷ 3 Myr ago. These claims could be tested
with paleodetectors by studying samples of minerals with
tage ≲ 10 Myr, much younger than what we discussed
above. Since in paleodetectors the signal would arise from
the CC SN neutrinos, paleodetectors would allow for a
more direct characterization of these nearby SNe than
measurements relying on 60Fe and similar elements
(slowly) propagating in cosmic rays.

VI. DISCUSSION

Paleodetectors are a proposed experimental technique
where one would search for the traces of nuclear recoils
recorded in ancient minerals. In minerals that can be used
as solid-state track detectors, ions traveling through the
crystal lattice give rise to damage tracks which, once
created, persist for geological timescales. With modern
readout technology it should be feasible to reconstruct such

damage tracks with track length resolutions of order
1–10 nm. Ions giving rise to such short tracks have kinetic
energies ER ∼ 1 keV. Combined with the retention of
damage tracks over long times, paleodetectors would
represent a method to probe nuclear recoils down to energy
thresholds of order keV whilst obtaining exposures as large
as ε ∼ 100 gGyr ¼ 105 t yr with current readout technol-
ogy. References [20–22] explored the potential of paleo-
detectors for the direct detection of dark matter. Here, we
studied how paleodetectors can be used to understand
Galactic core collapse (CC) supernovae (SNe) through the
nuclear recoils induced via coherent scattering of neutrinos
from CC SNe.
In Sec. III we discussed the most relevant background

sources when searching for recoils induced by neutrinos
from Galactic CC SNe. At small track lengths (correspond-
ing to less energetic nuclear recoils), the dominant back-
ground is solar neutrinos. At larger track lengths (i.e. more
energetic nuclear recoils) the main background comes from
nuclear recoils induced by fast neutrons from the radio-
active processes of the trace amounts of uranium-238 and
other heavy radioactive elements. Both of these will be
present in target materials for paleodetectors. Note that
cosmogenic backgrounds, including neutrons induced by
cosmogenic muons interacting in the vicinity of the target
materials, can be mitigated by using target samples
obtained from depths larger that ∼6 km rock overburden,
e.g. from the cores of deep boreholes. Unless the concen-
tration of uranium-238 in the target material is less than
C238 ≲ 10−14 in weight, the sensitivity of paleodetectors to
neutrinos from Galactic CC SNe will be limited by radio-
genic neutrons. As discussed in detail in Appendix A, we
expect to be able to find target samples with uranium-238
concentrations of C238 ∼Oð10−11Þ ¼ Oð0.01Þ ppb.
For these concentrations of heavy radioactive elements,

we showed in Sec. V that one could measure the time-
averaged Galactic CC SN rate using paleodetectors if the
true rate is within the range of current estimates of 2–3 CC
SNe per century in the Milky Way. We also investigated
how paleodetectors could be used to understand the time
evolution of the Galactic CC SN rate. To this end, we
considered an experimental scenario where one would use
ten target samples which have been recording nuclear recoil
tracks for different times tage ¼ f0.1; 0.2; 0.3;…; 1g Gyr.
If the Galactic CC SN rate was a factor of ∼3 higher 1 Gyr
ago than today, as indicated by Gaia data [54], paleode-
tectors would allow one to reject the hypothesis of a time-
constant Galactic CC SN rate to high statistical signifi-
cance. If, on the other hand, the Galactic CC SN rate
increases with look-back time similarly to the cosmic star
formation rate (corresponding to a Galactic CC SN rate a
factor ∼1.2 higher 1 Gyr ago than today), the data
obtainable through this experimental scenario would not
suffice to distinguish such a time evolution from a time-
constant Galactic CC SN rate.

PALEODETECTORS FOR GALACTIC SUPERNOVA NEUTRINOS PHYS. REV. D 101, 103017 (2020)

103017-13



Finally, we investigated how paleodetectors could be
used to learn about an enhancement of the local CC SN rate
on timescales short compared to the time resolution of
paleodetectors, which is of order 100 Myr. Such a burstlike
enhancement of the CC SN rate could arise from a single
close-by CC SN, or from a period of significantly enhanced
star formation activity in some region of the local group, i.e.
a starburst period. For the latter, we have demonstrated that
paleodetectors could detect a sizable starburst period in the
Galactic Center or a region of our galaxy of comparable
distance, e.g. the nebula NGC 3603, if it occurred less than
∼1 Gyr ago. Paleodetectors could also be sensitive to a
starburst in the Large Magellanic Cloud, but only in the
case of an exceptionally strong starburst with star formation
rates ψ ≳ 104 M⊙ yr−1 sustained for Δtstarburst ∼ 10 Myr.12

Similarly, a close-by individual CC SN during the last
∼1 Gyr could leave a detectable signature in paleodetectors
if it occurred at a distance of ≲10 pc from Earth. In the
analysis carried out here, we only considered the number of
nuclear recoils induced by neutrinos from CC SNe. In such
an analysis, enhancements in the signal rate from a starburst
period or a single close-by SN would be indistinguishable;
see Sec. V C for a discussion of how this degeneracy could
be broken using the directionality of the signal tracks.
In conclusion, this paper demonstrates that paleodetec-

tors are a promising experimental technique to obtain
information about the rate of galactic CC SNe. The long
timescales tage ≲Oð1Þ Gyr over which paleodetectors
could have recorded nuclear recoils induced by neutrinos
from CC SNe would furthermore offer the unique ability
for a direct determination of the history of the Galactic CC
SN rate over geological timescales. Because the star
formation rate is thought to be directly proportional to
the CC SN rate, this would allow for a measurement of the
star formation history of our galaxy, providing important
information for the understanding of the Milky Way.
All relevant codes can be found online [135].
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APPENDIX A: URANIUM-238
CONCENTRATIONS

The concentration of uranium-238, C238, in target
samples plays an important role in paleodetectors because
radioactive processes are one of the most relevant sources
of backgrounds. As discussed in Sec. III, see also Ref. [21],
nuclear recoils induced by radiogenic neutrons are of
particular relevance. Fast neutrons produced by sponta-
neous fission and ðα; nÞ reactions lose their energy pre-
dominantly via elastic scattering off nuclei within the target
material. The mean free path of fast neutrons in typical
minerals is Oð1Þ cm. Furthermore, fast neutrons undergo
∼10 ÷ 103 elastic interactions before losing enough of their
energy to no longer give rise to nuclear recoils similar to
those induced by neutrinos from CC SNe or dark matter.
Because of the range of the neutrons, the relevant

uranium-238 concentration is not necessarily in the target
volume itself, but rather the average uranium-238 concen-
tration in an Oðm3Þ volume around the target sample.
Modeling of radiogenic neutron backgrounds in an inho-
mogeneous environment would require knowledge of the
geometry and composition of the rock surrounding the
target samples. In our background modeling, we assume an
infinitely sized mineral of constant chemical composition.
Note that inhomogeneities may lead to either higher or
lower neutron-induced backgrounds in the target material.
For example, the neutron-induced background in a rela-
tively uranium-rich target sample not comprising hydrogen
could be lower by orders of magnitude compared to the
background calculated using the infinite mineral approxi-
mation, if such an Oðcm3Þ target sample was located in a
surrounding Oðm3Þ volume of material where the uranium
concentration is lower and hydrogen is present.
Further, we would like to note that the theoretical

estimation of uranium concentrations in natural minerals
is notoriously difficult. This is because the concentration
depends not only on the average uranium concentration of
the material in which the mineral forms, but also on the
details of how uranium in incorporated into particular
minerals during the formation process. For example, many
minerals are rather robust to the introduction of heavy
radioactive elements into the crystal lattice and thus
chemically expel uranium (and similar heavy elements)
during their growth. However, the effect of such purifica-
tion cannot be quantified in general, see e.g. Ref. [136]
for a discussion. In the remainder of this section, we will
motivate our choices of benchmark values for the uranium-
238 concentrations in possible target materials for paleo-
detectors. Ultimately, experimental efforts are required to
determine the range of uranium concentrations in the most
relevant target materials; we are currently coordinating
such an effort. Note that once obtained, concentrations of

12Note though that the Large Magellanic Cloud is not large
enough to sustain such an exceptionally strong starburst, which
would require ≳1011 M⊙ of baryonic mass.
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radioactive trace elements in target samples of interest can
be measured reliably to levels as low as ∼10−15 in weight,
e.g. using inductively coupled plasma mass spectroscopy
[137,138].
A rather comprehensive discussion of the concentration

of uranium-238 and other heavy radioactive contaminants
in natural minerals can be found in Ref. [136]. Typical
concentrations of uranium-238 in minerals formed from
material in the Earth’s crust are of the order of parts per
million (ppm) in weight, which would lead to prohibitively
large numbers of radiogenic background events in paleo-
detectors. However, much lower uranium concentrations
are found in minerals which compose ultrabasic rocks
(UBRs)13 and marine evaporites (MEs).14 This is because
UBRs form from material in the Earth’s mantle and MEs
from salt deposits at the bottom of evaporated bodies of
water. Both the Earth’s mantle and its seas have uranium-
238 concentrations a few orders of magnitude below the
material in the Earth’s crust and therefore minerals in UBRs
and MEs are much better suited as paleodetectors.
Reference [136] quotes values for uranium concentra-

tions in UBRs of 1–30 ppb (parts per billion) and uranium
concentrations of ≲100 ppb in MEs. However, the aim of
Ref. [136] was not to find the most radiopure rocks;
in particular for MEs the quoted values represent upper
limits of uranium-238 concentrations. While the ranges of
uranium-238 concentrations given in the literature are
typically representative of the most likely values for a
given UBR or ME, Ref. [136] notes that variations of up to
an order of magnitude outside of such ranges are common.
While experimental efforts are under way to better char-
acterize the distributions of uranium-238 concentrations in
representative target materials for paleodetectors, in par-
ticular for the case of MEs with C238 ≲ ppb, our benchmark
values represent roughly an order of magnitude downward
variation from the most likely ranges given in the literature.

1. Ultrabasic rocks

More detailed discussions of UBRs with C238 ≲
Oð1Þ ppb can be found, for example, in Ref. [139]. They
reported uranium-238 concentrations of Oð0.1Þ ppb uni-
formly distributed in (clino)pyroxenes, minerals which,
along with olivine, constitute most of UBRs. Note however
that these concentrations can vary upward by a factor
of ∼100 from rock to rock, with the upper end of the range
of C238 consistent with the values reported in Ref. [136].
Reference [140] found a similar range for the uranium-238

concentration in UBRs, with some minerals having concen-
trations as low as Oð0.1Þ ppb. Further, Ref. [140] suggests
that the large variation of uranium-238 concentration in
UBRs stems from different amounts of more uraniferous
materials introduced after the original rock had formed. Both
Ref. [139] and Ref. [140] also suggest (but do not con-
clusively prove) that such alterations are more prevalent in
oceanic UBRs than in continental UBRs.

2. Marine Evaporites

For MEs there is considerably less published data
available. In particular, many of the available datasets only
provide upper limits on the uranium concentrations since
the true level of uranium-238 in MEs is often below the
sensitivity threshold of a given measurement technique.
Some of the smallest uranium-238 concentrations in MEs
have been reported in Ref. [141]. They reported uranium-
238 concentrations of Oð0.1Þ ppb in halite, however, their
samples exhibited characteristics suggesting significant
impurities. A more recent review of trace elements in
MEs is given in Ref. [142]. They report uranium-238
concentrations ranging form Oð0.1Þ to Oð10Þ ppb. Such
large variations in uranium-238 concentrations from sam-
ple to sample are difficult to explain from first principles.
However, for MEs one can at least estimate the uranium-

238 concentration and demonstrate that this is consistent
with the observed range. Additionally, one can therefore
estimate the lowest uranium-238 concentrations one may
expect to find. Let us consider halite as a typical example of
a ME and assume it forms in a body of water large enough
such that the environment surrounding the water has a
negligible effect on the average uranium-238 concentration
(e.g. sufficiently deep ocean water). The uniformly dis-
tributed uranium concentration in a halite deposit formed
under such conditions can be estimated as

CME
238 ∼ CH2O

238 × S−1H2O
× αNaCl; ðA1Þ

where CH2O
238 is the uranium-238 concentration and SH2O the

salinity of the original water, and αNaCl is the ratio of
the uranium concentration in the halite deposit to that of the
residue left over from the original water. While our simple
approximation does not necessarily hold for MEs formed in
shallower bodies of water in which the deposition environ-
ment can significantly impact the uranium-238 concentra-
tion, we note that the ranges ofCME

238 values measured in such
environments are similar. For typical values of seawater
today, CH2O

238 ¼ 3 ppb [136] and SH2O ¼ 35 g kg−1, and
assuming that uranium from the water enriches the mineral
phase of the evaporite and the leftover water residue equally,
αNaCl ¼ 1, we find CME

238 ≈ 90 ppb, which is roughly con-
sistent with the upper limit given in Ref. [136].
However, much lower uranium concentrations

can be accommodated in our estimate. The uranium-238

13Olivine [Mg1.6Fe
2þ
0.4ðSiO4Þ] is very common in UBRs. We

also show results for nchwaningite [Mn2þ2 SiO3ðOHÞ2 · ðH2OÞ] in
this work, a less common mineral found in UBRs which contains
hydrogen.

14Halite (NaCl) is one of the most common MEs. We also
present results for epsomite [MgðSO4Þ · 7ðH2OÞ] in this work, a
less common example of MEs.
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concentration in seawater does vary and values as low as
CH2O
238 ¼ 0.3 ppb have been reported [136]. While the

typical uranium-238 concentrations of sea water are not
expected to have varied much over the relevant geological
times scales, the salinity of seawater is generally assumed
to have been significantly higher in the past than it is today,
see e.g. Ref. [143]. Assuming a factor of 2 increase in
the salinity for ancient oceans relative to today, we find
CME
238 ∼ 4 ppb × αNaCl. As discussed e.g. in Ref. [144],

typical values of αNaCl are considerably smaller than
αNaCl ¼ 1 because uranium can be maintained as a stable
complex anion in the water residue without being precipi-
tated. Reference [144] reports values of αNaCl ¼ 0.006 and
αNaCl ¼ 0.011 for different samples. Taking such effects
into account, one may expect the lower range of typical
uranium-238 concentrations in MEs to be CME

238 ¼
Oð0.01Þ ppb, which we assume as the benchmark value
for our background modeling.

APPENDIX B: STATISTICAL TECHNIQUES

Here we discuss additional details of the spectral analysis
used for sensitivity projections. All analyses were per-
formed using SWORDFISH (see footnote 10), an analysis tool
developed in Refs. [118,119]. SWORDFISH automatically
uses the spectral differences between the signal and back-
ground models to calculate accurate sensitivity projections,
regardless of the statistical regime (Gaussian or
Poissonian). This is made possible through the equivalent
counts method, introduced in Sec. 2.4 of Ref. [119]. In
Sec. VA we calculate the minimum rate required to be
detectable at 3σ significance. We define this rate to be the
discovery threshold, as discussed in Refs. [118,120]. In
particular, this is given by the value of the rate that leads (in
50% of the cases) to a rejection of the no-signal hypothesis
at 3σ. The exact definition is given in Eq. (8) of Ref. [118].
In Sec. V B we discuss the ability of paleodetectors to

decipher the time evolution of the Galactic CC SN rate.

Here we present the procedure used to calculate the model
selection statements in more detail. Note that we proceed
similarly for the time varying signal and burst search.
Importantly, the ten mineral ages we consider can be treated
as independent datasets since no two minerals will record
tracks induced by the same neutrino. We first simulate the
expected rates, Ro

i , from a time varying signal in each age
bin i. This expectation is specific to the model under
consideration. We then calculate the expected errors on the
reconstructed values, σ2i , and fit a time-constant rate by
minimizing the chi-squared difference,

χ2 ¼
X
i

ðRc
i − Ro

i Þ2
σ2i

; ðB1Þ

where Rc
i is the time-constant rate which is varied to best fit

Ro
i . We then calculate the statistical distinctness between

the signals given by Ro
i and Rc

i . For this we make use of
Euclideanized signals xiðRÞ, a technique developed in
Refs. [22,119]. The Euclideanized signal method is an
approximate isometric embedding of a d-dimensional
model parameter space (with geometry from the Fisher
information metric) into n-dimensional Euclidean space
here given by R ↦ xðRÞ with x ∈ M ⊂ Rn and R ∈ Rd.
The full definition is given in Eq. (A18) of Ref. [118]. This
embedding allows one to estimate differences in the log-
likelihood ratio by the Euclidean distance (in units of σ) as

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

jxiðRo
i Þ − xiðRc

i Þj2
r

; ðB2Þ

as shown in Fig. 4. Here, d quantifies the degree to which a
time-constant rate would be disfavored by a dataset con-
sistent with the time-varying rates we considered. A similar
procedure is used in the burst search but instead we
compute the minimum enhancement to Ro

i required to
give d > 3, as shown in Fig. 5.
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