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We report the detection of new binary black hole merger events in the publicly available data from the
second observing run of Advanced LIGO and Advanced Virgo (O2). The mergers were discovered
using the new search pipeline described in Venumadhav et al. [Phys. Rev. D 100, 023011 (2019)] and are
above the detection thresholds as defined in Abbott et al. (LIGO Scientific and Virgo Collaborations)
[Phys. Rev. X 9, 031040 (2019).]. Three of the mergers (GW170121, GW170304, GW170727) have
inferred probabilities of being of astrophysical origin pastro > 0.98. The remaining three (GW170425,
GW170202, GW170403) are less certain, with pastro ranging from 0.5 to 0.8. The newly found mergers
largely share the statistical properties of previously reported events, with the exception of GW170403, the
least secure event, which has a highly negative effective spin parameter χeff. The most secure new event,
GW170121 (pastro > 0.99), is also notable due to its inferred negative value of χeff , which is inconsistent
with being positive at the ≈95.8% confidence level. The new mergers nearly double the sample of
gravitational wave events reported from O2 and present a substantial opportunity to explore the statistics of
the binary black hole population in the Universe. The number of detected events is not surprising since we
estimate that the detection volume of our pipeline may be larger than that of other pipelines by as much as a
factor of 2 (with significant uncertainties in the estimate). The increase in volume is larger when the
constituent detectors of the network have very different sensitivities, as is likely to be the case in current
and future runs.
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I. INTRODUCTION

The LIGO-Virgo Collaboration (LVC) reported the
detection of gravitational waves from ten binary black
hole (BBH) and one binary neutron star mergers in their
two latest observing runs, O1 and O2 [1–8]. The intrinsic
properties of the mergers, namely the masses, the mass
ratio, and the spins of the black holes, are important
observables that can inform us about how and where the
binaries were assembled. All the BBH events are consistent
with mergers of black holes with comparable masses
(notably, GW170729 is mildly inconsistent with equal
component masses [9]); in two of the events, at least
one of the components had a nonzero spin.
Currently, inference about the origin of the BBHs is

limited by the small number of detected events. Future
observations with improved sensitivity will enlarge the
sample and map out the parameter space of the BBH
population; meanwhile, it is important to adopt analysis
techniques that maximize the yield of existing data.

A number of data analysis pipelines have been developed
to search for transient events in LIGO-Virgo data. The two
modeled searches used by the LVC are PyCBC [10] and
GstLAL [11]; these pipelines use matched filtering with a
template bank of target compact binary coalescence sig-
nals. In addition, the LVC runs an unmodeled transient
search with the coherent wave burst pipeline [12]. There are
also groups external to the LVC running independent
pipelines [13,14] on the public data released by the
LVC, which now includes the O1 and O2 observing runs
[15,16]. In Ref. [17], henceforth TV19, we presented a new
and independent pipeline to analyze public LIGO data,
which we applied to the public data from the O1 observing
run. The cumulative improvements significantly increased
the sensitive volume (at the same detection thresholds as
those of Ref. [1]), and led to the detection of a new event,
which is consistent with the merger of rapidly spinning and
heavy black holes [18]. In this paper, we present results
from our search of coincident triggers in the Hanford (H1)
and Livingston (L1) public data from the second observing
run of advanced LIGO (O2) [15,16].
The paper is organized as follows: in Sec. II we begin

with a preview of our final results to motivate what follows.*tejaswi@ias.edu
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We then discuss the details of the changes in the pipeline
used in this paper compared to the one used to analyze the
O1 data in Sec. III. Section IV summarizes the results of
our analysis on the events that were previously detected by
the LVC analysis pipelines in Ref. [1]. We describe the new
events we found in Sec. V, estimate our improvement in
sensitivity in Sec. VI, and conclude with some remarks in
Sec. VII. In Appendixes A–C, we present the posterior
distributions for the parameters of the new events, as well as
some technical details.

II. PREVIEW OF RESULTS

We improved upon the methods we previously devel-
oped to analyze the O1 data (see TV19 and Sec. III for
details), and we applied them to look for massive binary
black hole mergers in the H1 and L1 data from the O2 data
released by the LVC. We recover with high confidence all
the BBH events that the LVC searches previously found in
the bulk data release, with the notable exception of
GW170818, which is one of our highest ranked candidates,
but is effectively close to a single-detector trigger that
would be hard to confirm using the methods adopted in this
search (see Sec. IV for details).
This serves as an independent validation of the events

presented in GWTC-1 [1], and a confirmation of the
sensitivity of our pipeline. The fact that we can only place
upper bounds on the false alarm rates (FARs) for these
events, in particular, even for the least significant event in
GWTC-1, GW170729, is consistent with an improvement

in sensitivity over the range of parameters included in our
search. Also consistent with this is the fact that we find six
new events with (a) false alarm rates below the threshold
of 1 in 30 days defined in GWTC-1 (even after applying
appropriate trials factors), and (b) probabilities of astro-
physical origin pastro > 0.5, as effectively quantified by
their consistency with the rates of occurrence of louder
events.
Figure 1 places these new events in context of the

population of events in the GWTC-1 catalog by showing
their marginalized posterior probability distributions in
the plane of the effective spin parameter, χeff ¼ ðm1χ1;z þ
m2χ2;zÞ=ðm1 þm2Þ (wheremi and χi;z, respectively, are the
masses and projections of the dimensionless spin onto the
orbital angular momentum), and the total source-frame
mass. We chose to present the points for the new events
colored according to their estimated values of pastro to
emphasize that these events come as a population, with
these numbers being an integral part of their interpretation.
In the rest of the paper, we will present the changes to our
analysis methods, the procedure we use to assign values of
FAR and pastro to events, and a deeper view into the results.

III. CHANGES TO THE O1 ANALYSIS PIPELINE

Our analysis pipeline is similar in overall structure to the
one we used in the O1 analysis. The overall flow of the
search is described in Sec. II of TV19: for completeness, we
briefly repeat the description here. We divide our search
space into a set of banks, and within each bank, we

FIG. 1. Source-frame total mass and effective spin for the BBH events found in Hanford-Livingston coincidence, over O1 and O2. We
recovered all the previously reported events that were in the data we searched in with high confidence, i.e., the probability of
astrophysical origin pastro ≈ 1, except for GW170818; see Sec. IV. We found seven additional events ranging from marginal triggers to
confident detections: one in O1 [18] and six in O2 (this work); we color code the posteriors according to the value of pastro. The densities
use samples from the posterior distribution of each event, and the curves are 1σ contours (i.e., they enclose 1 − e−1=2 ≈ 39% of the
posterior probability). We used a prior that is uniform in detector frame m1, m2, χeff , and luminosity volume. Appendix A shows other
projections of the posteriors.
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construct a set of templates that approximate the waveforms
generated using the IMRPhenomD approximant [19] to a
desired degree of fidelity in the presence of characteristic
detector noise. We then generate a time series of matched-
filtering scores for each template against the data streams
from the Hanford and Livingston detectors. When these
scores cross a threshold value in a detector, we call this a
trigger in that detector: we collect coincident triggers
between H1 and L1 (with templates indexed by the same
coefficients, and within 10 ms of each other). Subsequently
we locally refine the triggers in each detector onto a finer
template bank, apply vetoes based on signal quality, and
pick the best coincident trigger from the subsets of refined
H1 and L1 triggers. Finally we assign triggers (and hence
the underlying signal/background event) to banks, compute
a ranking statistic for the triggers in a bank, and assign a
false alarm rate to triggers according to the empirically
measured distribution of the ranking statistic.
The interested reader can find a full description of the

details of the methods in TV19. In this section, we focus on
the differences between the current and previous analyses.
In detail, the pipeline for the O2 analysis differs in the
following aspects:
(1) Construction of the template bank: Our search

covers the parameter space of compact binary
mergers with component masses between 3 and
100 M⊙, with mass ratios q ∈ ½1=18; 1� and the
projections of the dimensionless spins of the con-
stituents on the orbital angular momentum satisfying
jχij < 0.99. As in the O1 analysis, we partition this
search space into five banks (BBH 0-4) based on the
detector-frame chirp masses, and divide each bank
into subbanks based on the shape of the frequency-
domain amplitude profile. Within each subbank, we
use the procedure described in Ref. [20] to construct
grids of templates. We now use the k-means algo-
rithm to automatically divide each bank into sub-
banks, each of which has a frequency-domain
amplitude, ĀðfÞ, that is the root-mean-square aver-
age of the amplitudes of the constituent astrophysi-
cal waveforms. In Fig. 2 we show ĀðfÞ for all the
subbanks in our banks covering detector chirp
masses 20–40 M⊙ (bank BBH 3) and above
40 M⊙ (BBH 4). We show the profiles only for
these banks to avoid overcrowding the figure, and
since all the events we report in this paper fall in
these banks. The curves for the other banks (BBH 2,
BBH 1, and BBH 0) continue the trend that is visible
in Fig. 2, in which the cutoff frequency shifts
rightward as we go to lower masses.
The phases of the templates are linear combina-

tions of basis functions, ψαðfÞ, whose form depends
on the noise power spectral density (PSD); we use
the PSD estimated from a representative set of files
from the run (instead of a model PSD as was done in

the O1 analysis). We also restrict the templates to
frequencies between 24 and 512 Hz. Cumulatively,
these changes enable us to cover the same astro-
physical parameter space using ∼30% fewer tem-
plates, and achieve slightly better effectualness [20].

(2) Preprocessing and flagging the data: Our analysis
pipeline produces a stream of whitened data per
4096 s file. As in our O1 analysis, we perform
several tests on the data to identify prolonged or
transient disturbances in the detector that appear as
segments with excess power, and discard these
segments to avoid polluting our search. The overall
nature and number of these tests is unchanged from
the O1 analysis; a full description of these tests can
be found in Sec. III C of TV19. What is different,
however, is how we set thresholds to trigger these
tests. If the thresholds are too low, they can be
triggered by real astrophysical events. Conversely, if
they are too high, the tests are not easily triggered by
bad data segments. To mitigate the former effect, in
the O1 analysis, we set the threshold for each test to
the power achieved by signals with a fiducial signal-
to-noise ratio ðSNRÞmax in the absence of noise. This
method of setting thresholds is problematic, since
in the presence of additive Gaussian random noise,
real signals with SNR < ðSNRÞmax can have excess
power above these thresholds due to upward fluc-
tuations. Hence, in our O1 analysis we used a
relatively high value of ðSNRÞmax ¼ 30 to ensure
completeness at lower values [14].
In the analysis described in this paper, we instead

set the thresholds for tests by demanding a given
false-positive probability for signals with a desired
signal-to-noise ratio. For whitened data, power in a
given band, and on a given timescale, is distributed
according to a noncentral chi-squared distribution in
the presence of a signal; hence, we can set thresholds
such that signals with a given value of ðSNRÞmax
are flagged with a probability < 10−4. Given this

FIG. 2. Subbank amplitude profiles as a function of frequency f
for banks BBH 3 and BBH 4.

NEW BINARY BLACK HOLE MERGERS IN THE SECOND … PHYS. REV. D 101, 083030 (2020)

083030-3



promise, we are able to set thresholds with a lower
target value ðSNRÞmax ¼ 20, without losing relevant
signals in this search. By nature, the thresholds
resulting from this criterion, and hence the amount
of data flagged as bad, are dependent on the bank
(i.e., at the same value of SNR, the thresholds on
excess power are higher for a signal in BBH 4
compared to those in BBH 0). Regardless of bank,
the total length of bad data never exceeds 2% of the
overall runtime of O2, and hence, the effective
reduction in “runtime” is not an important factor
to take into account in spacetime volume estimates
for the search.

(3) Refining coincident triggers: The phases of our
templates belong to a vector space, V, spanned by
the basis functions fψαðfÞ∶α ¼ 1; 2;…; ng; the
template bank is a discrete subset of this space with
basis coefficients that live on an n-dimensional grid.
We determine the extent of the grid in all dimensions
by projecting a large random sample of astrophysical
waveforms into V and ensuring that every waveform
has a nearby grid point. We allow comparatively
large mismatches (≲10%) between astrophysical
waveforms and the best template in the bank, which
enables us to work with coarser grids on V when
generating triggers. We then reduce the mismatch for
significant triggers by refining their coefficients on a
finer local grid. In the O1 analysis, we chose this
grid to be a uniform regular grid centered on a trigger
of interest [14].
For heavy BBH waveforms, the set S of projected

astrophysical waveforms is typically thin and mildly
curved in higher dimensions (α≳ 2) [20]. The
strategy used in the O1 analysis can cause us to
step outside S in these dimensions and introduce
unphysical degrees of freedom that pick up noise but
no signal. In this analysis, we change the spacing of
the finer grid and excise unnecessary elements to
ensure that we enumerate over templates within S.
Note that different choices of how this refinement is
done can lead to different quoted SNRs for the same
astrophysical signal depending on how closely the
finer grid approaches it. Hence, we apply the same
strategy to the background triggers (found via time
slides) to avoid biasing the calculation of false-
alarm rates.

(4) Reducing cross-contamination between banks: High
SNR triggers tend to appear in several of our chirp-
mass banks, both in the time slides used to estimate
our background and in the set of coincident triggers.
In the O1 analysis, we assigned triggers to the best
subbank in a given chirp-mass bank (as determined
by the incoherent network SNR2 ¼ ρ2H þ ρ2L, where
ρ2H and ρ2L are the incoherent squared SNRs in
Hanford and Livingston, respectively), but allowed

them to appear in multiple banks [17]. This choice
was conservative, in that it caused us to overestimate
the FAR for real events. In this analysis, we improve
upon this in two ways: we assign both background
and coincident triggers to a unique bank (and
subbank within), and instead of the incoherent
network SNR2, we use a discriminator that better
accounts for the different structures of the subbanks.
Appendix B contains the expression [see Eq. (B7)]
and outlines a derivation.

(5) Computing the false-alarm rate: After collecting
triggers and assigning them to banks, we estimate
the FAR for a given coincident trigger by comparing
it to the background triggers (collected using time
slides) within the same chirp-mass bank. Our sta-
tistic for comparing triggers is the coherent score
[21], which for a given trigger t is an approximation
of the likelihood ratio under the signal [LðtjSÞ] and
noise [LðtjN Þ] hypotheses. To estimate LðtjN Þ, we
approximate the distribution of background triggers
in each detector (as a function of SNR2) by its
survival function. The survival function (or more
correctly, the complementary cumulative distribu-
tion function) has the virtue that we can estimate it
empirically by just ranking triggers as a function
of the value of SNR2 in that detector (see Sec. III J
of TV19).
In the O1 analysis, when estimating LðtjN Þ, we

assumed that the background rate per template is flat
over all subbanks in a given bank [17]. We revisited
the validity of this assumption while developing
the analysis in this paper. Figure 3 shows the rank
functions for the five subbanks of the bank BBH 4 as

FIG. 3. Rank functions for all subbanks in bank BBH 4, as a
function of the SNR2 in the L1 detector. The quantity on the y
axis is twice the logarithm of the number of triggers above a
particular value of ρ2L, with an offset. The different subbanks have
substantially different background rates: glitches prefer the
higher-mass subbanks and, even in the Gaussian part, the slopes
may differ due to the different number of degrees of freedom.
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a function of the SNR2 in L1, ρ2L. (These curves are
completely empirically determined and not fits; the
quantity on the y axis is twice the logarithm of the
number of triggers above a particular value of ρ2L,
with an offset. See discussion in Sec. III J of TV19,
and below.) The figure clearly shows that the
subbanks have substantially different background
rates per template. The distributions of ρ2L transition
from exponential (chi-squared-like) to power laws
when glitches become important, and hence the
rank functions flatten: this happens at progressively
lower values of ρ2L for higher-mass subbanks. If we
do not account for this, a subbank with more glitches
can disproportionately influence the background in
the search.
In this search, when computing the false alarm

rates of a trigger, we use the rank function of the
subbank it is drawn from. This enables us to give a
more local estimate of the false-alarm rate, which
better accounts for the fact that templates in some
regions of the search space are more prone to
triggering on glitches (this effect has been noted
before [22,23]). A technical point is that we compute
FARs over all templates in a bank (which is the
union of several subbanks), and hence we need to
properly fix the normalization of the rank functions
when comparing triggers from different subbanks.
Appendix C describes the procedure; the rank
functions shown in Fig. 3 were normalized in this
way. Curiously, we see that the rank functions have
different slopes in different subbanks even at low
values of ρ2L (in the Gaussian-noise-dominated
regime); this is due to the maximization over
templates when we collect triggers (see Appendix B
for a derivation in a different context).

(6) Computing pastro: We define RðeventjN Þ and
RðeventjSÞ to be the rates of a given event under
the noise (N ) and signal (S) hypotheses. The
probability that an event is astrophysical is

pastroðeventÞ ¼
RðeventjSÞ

RðeventjN Þ þRðeventjSÞ : ð1Þ

We define a rate R for each bank to be the
overall number of astrophysical events satisfying
ρ2H; ρ

2
L > 16 and ρ2H þ ρ2L > ρ2th, where

ρ2th BBH 0 ¼ 67;

ρ2th BBH 1 ¼ 65.5;

ρ2th BBH 2 ¼ 63.5;

ρ2th BBH 3 ¼ 59.5;

ρ2th BBH 4 ¼ 56.5:

The rate R is for a hypothetical network
consisting of two identical detectors, each having
a sensitivity equal to the median Hanford sensitivity
in the O2 run, which observe in coincidence for
118 days. R is assumed to be uniform across
templates within the bank, regardless of which
subbank they might fall in. For a given event,
we have

RðeventjSÞ ¼ WðeventÞR; ð2Þ

where the factor W depends on the instantaneous
sensitivities of the detectors, as well as the extrinsic
parameters of the event. Note that W does not
depend on the (unknown) astrophysical rate. We
determine the terms in Eqs. (1) and (2) in a similar
manner to that of our O1 analysis [14], but with two
changes. First, we estimate the rate of producing
triggers under the noise hypothesis, RðeventjN Þ,
using only the background triggers in the respective
subbanks that the candidates belong to. Second, we
determine the rate of astrophysical events, R, from
the data itself rather than assuming it from the
loudest events detected in the search.
Given a particular value of the rate R, the like-

lihood of the data is

LðdatajRÞ
∝e−R×

Y
triggers

½RðeventjN ÞþWðeventÞR�; ð3Þ

where the product is over all the triggers in the
bank, including those detected originally by the
LVC. Using this likelihood, we compute a pos-
terior on R, assuming a uniform prior PðRÞ
between 0 and 50. As earlier, this number is the
overall number of triggers of astrophysical origin
in a region in the ρ2H − ρ2L plane for a hypothetical
two-detector network with each detector having
the median H1 sensitivity over the O2 run, i.e., a
period of 118 days. We expect this number to be of
the order of the number of detections and deter-
mine it from the data itself; hence the most
important requirement is that the prior be nonin-
formative over the relevant range. For any value
of the overall rate R, we can calculate the prob-
ability that an event is of astrophysical origin; our
final quoted values were obtained by marginalizing
over R:

pastroðeventÞ ¼
Z

∞

0

pastroðeventjRÞPðRÞdR:

ð4Þ
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IV. RESULTS ON THE PREVIOUSLY
REPORTED EVENTS

Table I summarizes our pipeline’s results for the O2
events published by the LVC [1]. We detect all previously
reported BBH events except for GW170608, for which the
LVC did not provide the Hanford data in their bulk data
release, and thus that time was not part of our coincidence
search. We only report results from our BBH search in this
paper, so we exclude the binary neutron star GW170817
from our results. Nearly all of the LVC events have only an
upper limit for the FAR of 1=ð20000O2Þ. All of these
events are certainly astrophysical sources with a lower limit
on pastro ≥ 0.99.
An interesting special case is GW170818, which was not

found by the PyCBC pipeline, and is deemed potentially
interesting but not confirmed by the GstLAL pipeline using
Hanford and Livingston alone [1]. It was subsequently
detected with high confidence by GstLAL when Virgo data
were included; we did not analyze Virgo for the search
reported in this paper. Because of the low score in H1, this
is close to a single-detector trigger, and hence the detection
heavily relies on our understanding of the background
distribution in the vicinity of the L1 SNR2. Empirically, our
background distributions do not have any L1 triggers that
are louder than this event. In the regime relevant to triggers
like GW170818, the background is dominated by only a
few loud glitches, and hence the L1 ranking score, ρ̃2L, that
we use to define our test statistic saturates (see Fig. 3) and
comes with significant error bars. Moreover, we cannot
compute the local probability density of the background in
the ρ2H − ρ2L plane without extrapolating from lower values,
and this is a vital ingredient in the calculation of pastro [see
Eq. (1)]. Hence we need a more careful analysis to reliably
assess the FAR and probabilities of astrophysical origin of
such events. We defer this analysis to a follow-up paper,
in which we will show that such events can be detected
using the Livingston and Hanford detectors alone. In this

subsequent work, we will also report the results of a search
for similar events, i.e., events that are loud in one detector
(and saturate the rank score), and that either have low
scores in the other detectors or have no coincident data.
The following technical details about the quantities we

report in Table I (and subsequent tables) are worth noting
for clarity:

(i) Our false alarm rates (FARs) are calculated per bank
and do not include any additional trials factors.
Hence, the reader should interpret these numbers in
the context of the set of banks used in the search. We
adopt this convention since (a) FARs reported this
way are invariant even if we subsequently expand
the search space (i.e., add extra banks), and (b) it
makes it convenient for readers to apply their own
priors when computing the look-elsewhere correc-
tion, or the trials factor (i.e., the interpretation of a
particular FAR is different in regions of parameter
space known to have larger astrophysical rates).

(ii) We report the linear-free times of the best fit
templates in the template bank in the Hanford
detector. The linear-free time is defined as follows:
suppose that for a particular set of intrinsic param-
eters, we have a frequency domain template
hðfÞ ¼ AðfÞ exp ½iψðfÞ�, where the phase ψðfÞ is
unwrapped as a function of frequency. Suppose
through the inverse Fourier transform, we have a
time-domain template hðtÞ ¼ R

dfhðfÞ expði2πftÞ,
defined on the domain ½0; T�. The linear-free time of
the template hðtÞ occurs at t ¼ T − t0, where t0
satisfies the equations

�hf;fi hf;1i
hf;1i h1;1i

��
2πt0
ψ0

�
¼−

�hψ ;fi
hψ ;1i

�
; with ð5Þ

haðfÞ; bðfÞi ¼
Z

df
A2ðfÞ
SðfÞ aðfÞbðfÞ: ð6Þ

TABLE I. Events already reported by the LIGO-Virgo Collaboration [1] as detected with our pipeline. The rate distributions used to
compute pastro are shown in Fig. 4. The maximum likelihood rates areRmax ¼ 8=O2 and 5=O2 in banks BBH 3 and BBH 4, respectively.

Name Bank GPS timea ρ2H ρ2L IFAR (O2)b WðeventÞ
RðeventjN Þ (O2) pastro

GW170104 BBH (3,0) 1167559936.582 85.1 104.3 >2 × 104 >100 >0.99
GW170809 BBH (3,0) 1186302519.740 40.5 113 >2 × 104 >100 >0.99
GW170814 BBH (3,0) 1186741861.519 90.2 170 >2 × 104 >100 >0.99
GW170818 BBH (3,0) 1187058327.075 19.4 95.1 1.7 c � � � � � �c
GW170729 BBH (3,1) 1185389807.311 62.1 53.6 >2 × 104 >100 >0.99
GW170823 BBH (3,1) 1187529256.500 46.0 90.7 >2 × 104 >100 >0.99

aThe times given are the “linear-free” times of the best fit templates in our bank in the Hanford detector; with this time as the origin,
the phase of the template is orthogonal to shifts in time, given the fiducial PSD.

bThe inverse false alarm rates, or IFARs, are computed within each bank and do not include any additional trial factors; our BBH
analysis has five chirp-mass banks. The IFAR is given in terms of “O2" instead of physical time, since the ranking statistic includes a
time-dependent volumetric correction factor to account for the significant and systematic changes in the network’s sensitivity over the
run. If the network’s sensitivity were constant during the observing run, the unit “O2” ≈ 118 days.

cSee discussion in Sec. IV.
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In the above equation, SðfÞ is the PSD of the detector
noise. Intuitively, after applying the parameter-
dependent shift t0 to the template, the measurements
of arrival time and intrinsic parameters are uncorre-
lated in a single detector (see related discussion in
Ref. [20]). When using Eqs. (5) and (6), i.e., only to
define t0, we used the same fiducial PSD that we used
to construct the template bank as described in Sec. III.
For the short waveforms in the heavier binary black
hole banks, the linear-free time is practically close to
the merger time.

V. OVERVIEW OF THE NEWLY DISCOVERED
BBH MERGERS

Table II summarizes the basic properties of the newly
discovered events: their parameters, inverse FAR, or IFAR,
and estimated probabilities of being of astrophysical origin,
pastro. We need the rate of astrophysical events in the
detector, R, to calculate these values of pastro, and hence,
we also report the values of the factor W [from Eq. (2)], so
that external sources of information about the rate (e.g.,
future runs) can easily be incorporated if needed.
We derive a distribution for R from all the events we

detected (including those already detected by the LVC
analyses), and at the same time estimate the pastro of each
event, using the procedure described in Sec. III. Figure 4
shows the posteriors on the rates for chirp-mass banks
BBH 3 and BBH 4; the values of pastroðeventÞ quoted in
Tables II and II were marginalized over these posteriors. As
is apparent from Table II, all of our detections are in the
high-mass region of parameter space, which is covered by
the banks BBH 3 and BBH 4. Hence, curves analogous to
those in Fig. 4 for the other banks only yield upper bounds
on the respective rates (of the mergers detected in previous
runs, GW151012 and GW151226 lie in banks BBH 2 and
BBH 1, respectively).

As in Table I, the IFARs in Table II are calculated per
bank and do not include any additional trials factors. The
criterion in Table II is based on the value of pastro, but all the
events have significantly higher values of the “per-bank”
IFAR than the threshold of 1 in 30 days, or ∼0.25 O2,
adopted in GWTC-1 [1] (i.e., their IFARs exceed 0.25 O2
even if divided by a trials factor of 5).
Figure 5 shows the spectrograms for segments of data

of length 1 s around the GPS times of the events in the
Hanford and Livingston detectors. These spectrograms
show no obvious evidence of glitches in the immediate
vicinity of the events, and are visually consistent with how
binary black hole merger signals with the reported values of

TABLE II. New events with astrophysical probability >50% in all of the BBH banks. The rate distributions used to compute pastro are
shown in Fig. 4, and the maximum-likelihood rates in banks BBH 3 and BBH 4 are Rmax ¼ 8=O2 and 5=O2, respectively.

Name Bank MdetðM⊙Þ χeff z GPS timea ρ2H ρ2L IFAR (O2)b WðeventÞ
RðeventjN Þ (O2) pastro

GW170121 BBH (3,0) 29þ4
−3 −0.3þ0.3

−0.3 0.24þ0.14
−0.13 1169069154.565 29.4 89.7 2.8 × 103 >30 >0.99

GW170304 BBH (4,0) 47þ8
−7 0.2þ0.3

−0.3 0.5þ0.2
−0.2 1172680691.356 24.9 55.9 377 13.6 0.985

GW170727 BBH (4,0) 42þ6
−6 −0.1þ0.3

−0.3 0.43þ0.18
−0.17 1185152688.019 25.4 53.5 370 11.8 0.98

GW170425 BBH (4,0) 47þ26
−10 0.0þ0.4

−0.5 0.5þ0.4
−0.3 1177134832.178 28.6 37.5 15 0.65 0.77

GW170202 BBH (3,0) 21.6þ4.2
−1.4 −0.2þ0.4

−0.3 0.27þ0.13
−0.12 1170079035.715 26.5 41.7 6.3 0.25 0.68

GW170403 BBH (4,1) 48þ9
−7 −0.7þ0.5

−0.3 0.45þ0.22
−0.19 1175295989.221 31.3 31.0 4.7 0.23 0.56

aThe times given are the linear-free times of the best fit templates in our bank in the Hanford detector; with this time as the origin, the
phase of the template is orthogonal to shifts in time, given the fiducial PSD.

bThe inverse false alarm rates, or IFARs, are computed within each bank, and do not include any additional trials factors; our BBH
analysis has five chirp-mass banks. The IFAR is given in terms of “O2” instead of physical time, since the ranking statistic includes a
time-dependent volumetric correction factor to account for the significant and systematic changes in the network’s sensitivity over the
run. If the network’s sensitivity were constant during the observing run, the unit “O2” ≈ 118 days.

FIG. 4. Rates inferred from all the events. The rates are
simplistic and bank-specific observed rates for black hole
mergers, which we only use to determine the pastro of the events.
The rates are defined as the astrophysical occurrence rate of
signals satisfying ρ2H; ρ

2
L > 16 and ρ2H þ ρ2L > ρ2th, where ρ

2
th ¼ 60

for BBH 3 and ρ2th ¼ 57 for BBH 4. The assumed network consists
of two identical detectors with median Hanford sensitivity,
observing in coincidence for 118 days. More careful analysis
is required in order to infer astrophysically meaningful volu-
metric rates.
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SNR would look in the presence of additive Gaussian
noise. Note that visual inspection of spectrograms is not a
particularly good or even a well-defined way to identify
either glitches or signals in the data: our pipeline auto-
matically flags bad segments of data using mathematically
well-defined test statistics (see TV19 for details), and looks
for signals using matched filtering.
Appendix A includes the posteriors for the parameters of

all the new events. Figure 1 places these events in the context
of the previous LVC events, as well as the onewe reported in
Ref. [18], by showing their distribution in the plane of
source-frame total mass and the effective spin parameter χeff.
In the remainder of this section, we briefly comment on the
properties of each of the newly found events.

(i) GW170121: This event has the lowest FAR among
those not reported by the LVC (IFAR≈2.8×103O2),
and pastro > 0.99. The posterior distribution of χeff
has most of its support at negative values, χeff > 0
being ruled out at the 95% confidence level. The chirp

mass, mass ratio, and redshift of this event are similar
to those of the heavy BBHs reported by the LVC. Its
redshift is z ∼ 0.24.

(ii) GW170304 and GW170727: These two events have
IFAR ∼ 370 O2 and pastro ≈ 0.98. Their masses
and spins are similar to those of the heavy BBHs
detected by the LVC. Both events are consistent
with zero χeff and are on the massive end of the
population. They have relatively high redshifts
z ∼ 0.5 and 0.43, respectively.

(iii) GW170425: This candidate has pastro ≈ 0.77 and
IFAR ≈ 29 O2. Its inferred parameters are similar
to those of the heavy BBHs reported by the LVC;
the effective spin χeff is consistent with zero. The
posterior distribution has a tail extending to large
values for the masses. Its inferred redshift is
large, z ∼ 0.5.

(iv) GW170202: This candidate has pastro ≈ 0.7 and
IFAR ≈ 6 O2. The masses and the spins are similar

FIG. 5. The various panels show spectrograms for 1 s segments of data around the GPS times of the events in the Livingston and
Hanford detectors. In each figure, the data shown was whitened with a filter constructed using the PSD measured from a 4096 s segment
of data containing the event but not corrected for any short-term PSD variations within.
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to those of the heavy LVC BBHs. It is found in
the bank with the largest number of secure detec-
tions (BBH 3). It has a bimodal posterior, in which
the solution with lower masses has a more negative
spin, and is located closer. The inferred redshift
is z ∼ 0.27.

(v) GW170403: This candidate has IFAR ≈ 5 O2 and
pastro ≈ 0.55; this is close to the threshold pastro ¼
0.5 to make it into a list of detections (as defined in
Ref. [1]). The inferred redshift is z ∼ 0.45. Interest-
ingly, the posterior for χeff is inconsistent with
positive values.

In addition to these events, we list in Table III the
subthreshold triggers of our search, defined as those with
0.1 < pastro < 0.5. The sum of the pastro of the events in this
list exceeds unity; in fact, a candidate in bank BBH (4,1)
has pastro ≈ 0.45, which is close to the detection threshold
(though it has a relatively high IFAR ≈ 0.8 O2). It is
possible that an improved analysis, or rate estimate, can
push some of these candidates above the detection thresh-
old. Note that we have a threshold of pastro > 0.1 for
candidates to appear in Table III. The set of loudest triggers
in banks BBH 2, BBH 1, and BBH 0 did not pass this cut.

VI. SENSITIVITY OF OUR PIPELINE

In the previous section, we described several additional
events we detected that are not in the catalog of events
published by the LVC. All of these events pass the
thresholds for detection in GWTC-1 [1] (their FARs are
above the threshold of 1 in 30 days, even accounting for the
five banks in our BBH search, or 11 banks in a hypothetical
binary neutron star and neutron-star–black-hole search
[20], in the extreme scenario in which searches for different
kinds of astrophysical systems are considered together).

The values of the FAR and pastro of the events come with
error bars, and for the same event, their values can fluctuate
even between two searches that use the same algorithms
due to choices within. Given that searches operate with
thresholds, the presence or absence of a near-threshold
event in one search, by itself, is not proof of a difference in
sensitivity. However, equally sensitive searches should
agree on the overall population of events, and, on average,
assign comparable values of FAR and pastro to comparable
events. Our results in Sec. IV show that we assign
systematically lower values of FAR to the events discov-
ered by the LVC pipelines in general, and in particular, for
GW170729, the least secure event in GWTC-1. Moreoever,
we have a substantial number of events that individually
clear the thresholds for detection; while it is certainly
possible that some of the events with lower values of pastro
could have benefited from upward fluctuations in their test
statistics, it is hard to explain the entire population away
this way. These two effects suggest that our analysis has a
substantially larger sensitive volume within the search
space that we defined in Sec. III.
In an idealized case, a simple way to compare sensitive

volumes would be to inject a large number of signals in the
data and measure the fraction recovered above the appro-
priate thresholds in the test statistics adopted. We will
present the results of such a systematic injection campaign
in a future paper; pending this, we would like to obtain a
simple estimate of the additional sensitivity. In the rest of
this section, we will consider the population of loud
astrophysical events in this data akin to a common set of
injected signals and get a simple “back-of-the-envelope”
level estimate of the order of magnitude of the sensitivity
change. Since there are relatively few events, this is
necessarily highly uncertain, and hence the results should
not be overinterpreted.

TABLE III. Subthreshold candidates with astrophysical probability above 10% in all of the BBH banks. The rate
distributions used to compute pastro are shown in Fig. 4, and the maximum-likelihood rates in banks BBH 3 and BBH
4 are Rmax ¼ 8=O2 and 5=O2, respectively.

Bank GPS timea ρ2H ρ2L IFAR (O2)b WðeventÞ
RðeventjN Þ (O2) pastro

BBH (4,1) 1172487817.477 48.6 19.1 0.82 0.147 0.45
BBH (3,0) 1170914187.455 20.4 41.4 0.43 0.044 0.28
BBH (3,1) 1172449151.468 29.5 32.4 0.31 0.025 0.18
BBH (4,0) 1174138338.385 37.1 28.4 0.62 0.034 0.17
BBH (3,0) 1171863216.108 46.5 21.6 0.27 0.016 0.125
BBH (3,1) 1187176593.222 20.3 42.0 0.2 0.014 0.12
BBH (3,0) 1182674889.044 34.1 28.7 0.23 0.016 0.12
BBH (3,1) 1171410777.200 40.8 21.0 0.18 0.014 0.11

aThe times given are the linear-free times of the best fit templates in our bank in the Hanford detector; with this
time as the origin, the phase of the template is orthogonal to shifts in time, given the fiducial PSD.

bThe inverse false alarm rates, or IFARs, are computed within each bank and do not include any additional trials
factors; our BBH analysis has five chirp-mass banks. The IFAR is given in terms of “O2” instead of physical time,
since the ranking statistic includes a time-dependent volumetric correction factor to account for the significant and
systematic changes in the network’s sensitivity over the run. If the network’s sensitivity were constant during the
observing run, the unit “O2” ≈ 118 days.
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Figure 6(a) shows the background triggers we collected
using 20 000 time slides in those BBH subbanks in which
all the events considered in this work, from both the LVC
and our analysis, reside. This figure does not include the
BBHs from the O1 run (GW150914, GW151012,
GW151216, GW151226), nor GW170608, which was
not included in the bulk data release we analyzed. This
figure is not intended as a demonstration of how we
compute the FAR or pastro for particular events: first, it
shows ρ2H and ρ2L, i.e., the incoherent H1 and L1 SNR2,
while we compute the FAR using a coherent score that
takes into account the time delays and the relative phases
of the triggers, and the differing detector sensitivities;
second, we estimate the FAR and the pastro for a particular
event using the background in its chirp-mass bank and
subbank, respectively. We include this figure only to easily
visualize the sensitive volume.
It is clear from Fig. 6 that our pipeline has a substantially

lower background in the relevant region: for example, we
see no background triggers within the sensitive region of
the LVC pipelines. All but one of the LVC reported events
have values of ρ2L that are so large that we do not have even
single-detector background triggers at their level (this is a
consequence of our data-cleaning procedure, as well as our

signal-quality vetoes). The only exception to this is
GW170729, with ðρ2H; ρ2LÞ ¼ ð62; 53Þ. This event had
FARs of 0.2 yr−1 and 1.36 yr−1 in the GstLAL and PyCBC

pipelines, respectively, but we have no background in its
vicinity even incoherently (i.e., allowing for arbitrary
phases, time delays, and sensitivity ratios of the two
detectors).
To calculate sensitive volumes, we need to estimate the

detection limits of the analysis. With the above caveat on
the validity of thresholds based on incoherent SNR2,
the solid and dashed lines show the approximate detection
thresholds that we judged as appropriate for different
analyses. The detection thresholds shown for the LVC
catalog are approximate and conservative; they err on the
side of reporting a better sensitivity. At the single-detector
level, we set the threshold to ρ2H; ρ

2
L > 30 by the non-

detection of GW170121. We set the minimum network
SNR2 ¼ ρ2H þ ρ2L > 90 by scaling the reported FAR of
GW170729 to 1/O2, and rounding down. We approximated
our incoherent limit as ρ2H þ ρ2L > 68 and ρ2H; ρ

2
L > 16,

based on our cuts and the FAR we would assign to events at
this level given our search background.
The difference in the detection limits, at the same

threshold on FAR, maps to a difference in the sensitive

(a) (b) 

FIG. 6. (a) Incoherent Hanford and Livingston SNR2 for coincident and background triggers (computed using 2 × 104 time slides), for
all the subbanks where there are events. The blue and orange lines are approximate incoherent detection limits for the LVC and the
current analysis, respectively, restricted to using Hanford and Livingston data only (see text for caveats). GW170814 has ρ2L ¼ 170,
higher than shown here (indicated with an arrow). GW170608 is not shown; see Sec. IV. (b) The lines show the (incoherent) volume
probed by different analyses as a function of the ratio of the Hanford and Livingston detector sensitivities, at fixed network total
sensitivity. The orange (solid) and blue (dashed) curves show the estimated volume probed by the present and LVC analyses,
respectively. The green, dash-dotted curve shows the potential volume that can be opened up by analyzing interesting single-detector
triggers. The shaded histogram shows the distribution of V × T, i.e., the product of the sensitive volume and the time, as a function of the
sensitivity ratios between the Hanford and Livingston detectors in the O2 run, as measured by our analysis. The O3 run, as reported in
Ref. [24], has begun with a sensitivity ratio nH=nL ≈ 0.7.
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volume between the searches. The size of this difference
depends on the ratio of the sensitivities of the two detectors
we analyze, i.e., H1 and L1. The sensitivities nH and nL are
proportional to the SNR with which a gravitational wave
signal with a given strain amplitude is measured by H1
and L1, respectively. Figure 6(b) shows the volume
as a function of the sensitivity ratio (scaled such that a
volume of Vmax corresponds to detecting all events with
ρ2H þ ρ2L > 68); the solid orange and the dashed blue lines
are for the cuts shown in Fig. 6(a). The curves were
obtained by randomizing the angular locations and incli-
nations of a large number of mergers on the sky and
recording the incoherent scores (including the stochastic
noise contribution) at the detectors with a given sensitivity
ratio. We see that the gain between the blue and orange
lines depends significantly on the relative sensitivities of
the H1 and L1 detectors. The filled histogram in Fig. 6(b)
shows the distribution of the ratio of the Hanford and
Livingston sensitivities in our analysis of the O2 run,
weighted by the momentary spacetime volume. We see that
the orange curve gains approximately a factor of 2 in
sensitive volume over the relevant range of sensitivities. As
emphasized in the beginning of this section, this is only a
rough, order-of-magnitude estimate of the relative sensi-
tivity using a small number of events. This number comes
with significant uncertainty and, as such, should not be
overinterpreted.
Also of particular interest is the limit in which the SNR is

much larger in one detector than in the other. For part of the
O2 run, the Livingston detector was substantially more
sensitive than the Hanford one, and hence there is a
substantial phase-space volume for astrophysical signals
to have disparate SNR in the detectors. Figure 6(a) shows
that there is substantially less background in L1 in the high
SNR regime (see the teal shaded region). The few back-
ground events in this region come from the same small
number of loud events in L1 matching with Gaussian
fluctuations in H1 at different time shifts, and hence the
ranking function ρ̃2L saturates and is severely affected by
Poisson noise (see Fig. 3). We need a different analysis to
estimate a meaningful FAR in this regime; the green, dash-
dotted curve in Fig. 6(b) shows that we can gain a nontrivial
amount of sensitive volume if we open up this region. We
will study this regime in more detail in a subsequent paper,
in which we will introduce a formalism for searching for
events and assessing the FAR in this region. Notably, the
LVC event GW170818, which was detected using Virgo
data, belongs to this category.

VII. CONCLUSIONS

In this paper we presented the results of our search for
BBHs in the data from the O2 observing run of advanced
LIGO, using the methods introduced in our work in
Ref. [14]. We report six new events above the detection

thresholds defined by the LVC (in terms of FAR and pastro),
three of whom have probability pastro > 0.98 of being of
astrophysical origin. Interestingly, all the new events are in
banks BBH 3 and BBH 4 (our heavy chirp-mass banks), as
are most of the ones reported by the LVC.
The most significant new event (GW170121) prefers

negative χeff and is inconsistent with positive values at the
95% level. The most marginal candidate event
(GW170403), with pastro ∼ 0.5, is inconsistent with zero
or positive χeff . The spin of the merging BBHs is an
important discriminator between formation channels [25].
Hence, the new events presented in this work can throw
light on the mechanisms by which BBHs are assembled.
More generally, with the increased number of events, the

clear next step is to perform a population analysis that
accounts for selection biases, which will map out the
distribution of the intrinsic parameters of the mergers. In
particular, including new events in population analyses can
significantly inform us about the dependence of the merger
rate on mass and redshift.
The LVC recently started their third observing run (O3),

and several new detections are expected in the near future.
The new events we report in this paper show that there will
be additional information in the LIGO and Virgo data in
addition to what the pipelines used by the LVC currently
extract. The development of our pipeline has been facili-
tated by access to the public O1 and O2 data, as well as the
LIGO Algorithm Library [26]. We thank the LVC for
releasing the data and tools to the community. We hope that
data from current and future runs can be made available
quickly to incentivize external groups to develop new
analysis methods and maximize the scientific yield of
the LVC data.
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APPENDIX A: PROPERTIES OF
THE NEW EVENTS

We performed a full parameter estimation for all the new
events presented in this paper. We coherently analyzed the
data from all available detectors (including Virgo), in

contrast to the search, which only used Hanford and
Livingston data. We use a likelihood model that assumes
the data are the sum of a gravitational wave signal and
additive Gaussian random noise and a prior that is uniform
in the intrinsic source-frame parameters m1 and m2, the

FIG. 7. Marginalized posteriors for the new events reported in this work (continued in Fig. 8). Two-dimensional contours enclose
50% and 90% of the distribution. In the one-dimensional posteriors, vertical lines show the 0.05, 0.5, and 0.95 quantiles. The
samples were generated using the IMRPhenomD approximant [27] and a prior that is uniform in detector-frame m1, m2, χeff , and
luminosity volume [18].
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effective spin parameter χeff, and the luminosity volume (as
detailed in Ref. [18]). We use the IMRPhenomD approximant
[27] to generate waveforms, the relative binning method
[28] to evaluate the likelihood, and PyMultiNest [29] to
generate samples from the posteriors.
Figures 7 and 8 show the posterior distributions of

detector-frame chirp mass, mass ratio, effective spin,
and redshift for the new events reported with
pastro > 0.5, marginalized over the extrinsic parameters

of the mergers such as their sky location and inclina-
tion. Figure 9 shows the posteriors for the location of
all the events on the sky, marginalized in turn over
intrinsic parameters and inclination: we only show the
50% and 90% contours in order to present all the events
on the same plot. Samples from the full posterior
distribution (i.e., the joint distribution of the intrinsic
and extrinsic parameters) are available at https://github
.com/jroulet/O2\_samples.

FIG. 8. Continuation of Fig. 7 displaying marginalized posteriors for GW170202 and GW170403.

FIG. 9. Contours of 90% and 50% credible regions for the sky locations of the six new BBH events shown in the Mollweide
projection.
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APPENDIX B: POPULATING EVENTS IN
SUBBANKS AND BANKS

In our analysis, we ultimately assign events to a single
chirp-mass bank. We compute false alarm rates for an event
within a particular bank by comparing its corresponding
trigger to the triggers from background events (i.e., those
generated by noise) in that bank. However, a single signal
or noise transient produces triggers in several subbanks,
and even across chirp-mass banks. If we do not properly
assign events (both real and background) to banks, we run
the risk of losing sensitivity in our search, and hence we
should carefully choose our criteria for bank assignment.1

We would like to perform the analysis as blindly as
possible, and hence would like to avoid tweaking criteria
after touching the data. Since we are analyzing a new dataset
in this work, this gives us an opportunity to update the bank
assignment procedure from the one we used for the O1 data
(step 6 of Sec. II of TV19). We begin by considering the
distribution of the triggers that a particular signal in the data
produces across the banks. This distribution depends on the
number of templates placed in each bank (effectively their
density in parameter space), as well as the effective
dimensionality of the parameter space in each bank/subbank
(the dimensionality has a concrete meaning in the cα
parameter space; see Ref. [20]). Given this understanding,
we use the set of triggers that an event throws up in a given
bank to compute a net likelihood, and use this as a
discriminator for assigning events to banks. In the rest of
this Appendix, we describe the details of this procedure.
For simplicity, let us start with triggers in a single

detector. Let d denote the strain data, A be the signal
amplitude, and Θ be the other parameters of the signal:
these include the coefficients cα;i in subbank i of chirp-
mass bank B, and the phase and the merger time. The
likelihood of the subbank i under the signal hypothesis is

Lðdji; B;SÞ ¼
XZZ

dΘdApðΘÞpðAÞLðdjA;ΘÞ; ðB1Þ

where the sum runs over the grid points in cα;i and the
integral is over continuous parameters (time and phase). We
can view the sum over the coefficients cα;i as a Riemann
sum for an integral over the underlying continuous space,
V, and thus approximate Eq. (B1) as

Lðdji; B;SÞ

≈
1

ðΔcα;iÞncα;i
ZZ

dΘdApðAÞpðΘÞLðdjA;ΘÞ; ðB2Þ

where Δcα;i and ncα;i are the spacing and dimensionality of
the template grid in subbank i. The factor in front of the
integral is the volume per template in the discrete grid.
We adopt the following assumptions:
(1) In the prior pðΘÞ, astrophysical signals are equally

likely to occur in two different chirp-mass banks.
(2) The astrophysical rate per template is uniform within

a chirp-mass bank, i.e., given that a signal occurs
within bank B, the probability that it occurs with a
given template equals 1=Ntemp;B ¼ 1=

P
i Ntemp;i,

where Ntemp;B and Ntemp;i are the number of tem-
plates in the bank B and sub-bank i, respectively
(we make the same assumption when estimating the
detector rate of events in Sec. III).

(3) The integral in Eq. (B2) receives most its contribu-
tion from around the best fit parameters, Θ�,
and amplitude A�, which is valid in the limit of
high SNR.

The merger time and phase are uniformly distributed within
their ranges, while the amplitude has a prior distribution
pðAÞ ∼ 1=A4 in a Euclidean universe. The integrand
LðdjA;ΘÞ has the form

LðdjA;ΘÞ ¼ exp

�
−
hd − AtðΘÞjd − AtðΘÞi

2

�
; ðB3Þ

where tðΘÞ is the template and the inner product is
weighted by the inverse PSD. Next, we integrate over
the amplitude in Eq. (B2). Under assumption 3 above, this
gives us a prefactor A−4� and simplifies the integrand to

LðdjΘÞ ∝ exp

� hdjtðΘÞi2
2htðΘÞjtðΘÞi

�
; ðB4Þ

where we have removed a term that does not depend on the
templates (this step is identical to the standard derivation
of the F statistic [31]). We express the best fit amplitude
as A� ¼ ðρ=ρ0ÞA0, where ρ0 is the SNR of a merger at a
fiducial distance and orientation, which captures the
instantaneous sensitivity of the detector.
By assumption 3 above, the integrand in Eq. (B4) is

sharply peaked around the best-fit parameters Θ0; there it
equals expðρ2=2Þ, where ρ2 ¼ hA�tðΘÞjA�tðΘÞi is the
SNR2. A nice feature of our template banks is that the
deviation in coefficients, δcα, directly measures the deg-
radation in the overlap between templates [20]:

hA�tðcαÞjA�tðcα;0Þi ≈ ρ2
�
1 −

δc2α
2

�
: ðB5Þ

A similar relation holds for the other continuous parameters
(time and phase); i.e., the degradation in overlaps is
quadratic with displacement (the principal directions are
some linear combinations of time and phase), and the width
is inversely related to ρ. We simplify the integrand of

1This is not unique to our search. For an extreme example,
GW150914 produced triggers across the entire binary black hole
parameter space in the LVC search [30]. If one of the fainter
triggers had been picked as representing the event, it would have
been assigned a different false alarm rate.
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Eq. (B4), substitute it into Eq. (B2), and use the prior on the
templates from assumptions 1 and 2 to obtain

Lðdji; B;SÞ

∝
ðρ=ρ0Þ−4

Ntemp;BðΔcα;iÞncα;i
ZZ

dδΘ exp
�
ρ2

2
ð1 − δΘ2Þ

�

¼ ðρ=ρ0Þ−4 exp ðρ2=2Þ
Ntemp;BðΔcα;iÞncα;i

�
2π

ρ2

�ðnΘ≡ðncα;iþ2ÞÞ=2
: ðB6Þ

When we refine coincident triggers between two detec-
tors, the Θ contains four extra parameters apart from the
template coefficients: two times, and two phases. A
complication is that astrophysical signals are not uniformly
distributed in the space of the time delay and relative phase,
and the distribution depends on the relative sensitivities of
the two detectors, ρ0;H=ρ0;L. Thus there is a nontrivial prior
in the space of parameters Θ.
We make progress by noting that the likelihood in the

integrand in Eq. (B2) is independent of the relative times
and phases. In this case, we are greatly helped by our
assumption 3 above, which tells us that all we need is to
evaluate the prior at the best-fit parametersΘ�. We combine
the prior and amplitude prefactor together into a function
pðΔt;Δϕ; ρ2H; ρ2Ljρ0;H; ρ0;LÞ, which we evaluate by
Monte Carlo sampling methods.
The integral over the likelihood in Eq. (B2) can be

evaluated in a similar manner as above, with the difference
that now ρ2 ¼ ρ2H þ ρ2L. Thus we finally obtain

LðdH; dLji; B;SÞ

∝
pðΔt;Δϕ; ρ2H; ρ2Ljρ0;H; ρ0;LÞeρ2=2

Ntemp;BðΔcα;iÞncα;i
�
2π

ρ2

�ðncα;iþ4Þ=2
:

ðB7Þ

Note that the exponent of the last term is different due to the
extra degrees of freedom in the two-detector case.
We use the ratio of the likelihoods given by Eq. (B7) as a

discriminator to compare triggers in the same location in
different subbanks (and possibly chirp-mass banks).

APPENDIX C: DEFINITION OF RANK
FUNCTIONS IN DIFFERENT SUBBANKS

We compute FARs of events by comparing them to
background triggers in their chirp-mass bank. An essential
ingredient in this computation is the likelihood LðtjN Þ for
a trigger t under the noise hypothesis. Coincident triggers
are produced with random time delays and relative phases
between the two detectors, and the likelihood LðtjN Þ
depends only on the incoherent SNR2 in the two detectors

and the template in subbank i (which we denote by the
set of coefficients cα of the basis phase functions), i.e.,
LðtjN Þ ¼ Pðρ2H; ρ2L; cα; iÞ. We can write

Pðρ2H; ρ2L; cα; iÞ ¼ Pðρ2H; ρ2L; cαjiÞPðiÞ ðC1Þ

¼ Pðρ2HjiÞPðρ2LjiÞ
Ntemp;i

PðiÞ; ðC2Þ

where PðiÞ is the probability that noise produces a
coincident trigger in subbank i, regardless of the SNR2,
and Ntemp;i is the number of templates in subbank i.
Equation (C2) assumes that (a) the background is flat

over templates within each subbank, and (b) the triggers in
different detectors are independent of each other. Both
these assumptions fail to some degree (the latter happens
because we refine coincident triggers and pick the best
common template). One solution would be to directly
estimate the probability in Eq. (C1) from the background,
but in practice the many-dimensional distribution is hard to
sample finely enough, and thus real coincident triggers can
receive spurious penalties to their scores. We use the same
assumptions to rank the time slides as well as the coincident
triggers, and hence our FARs are not biased for the strategy
we adopt; the price of the above assumptions is that our
ranking is no longer strictly optimal.
The probability PðiÞ is

PðiÞ ¼ Ntrig;i

Ntrig
; ðC3Þ

where Ntrig;i is the number of triggers in subbank i and Ntrig

is the number of triggers summed over all subbanks.
We approximate the probability Pðρ2jiÞ for each detector

using the same ranking function that we adopted in our
previous work [14], but compute it separately for each
subbank:

Pðρ2jiÞ
Pðρ20jiÞ

≈
Rankðρ2jiÞ
Rankðρ20jiÞ

; ðC4Þ

where Rankðρ2jiÞ is the ranking of a given trigger in its
subbank (with the lowest rank given to the loudest event)
and ρ20 is a normalization point that we set to ρ20 ≈ 30. We
estimate Pðρ20jiÞ by taking the ratio between the number of
triggers in a bin around ρ20 in subbank i over the total
number of triggers in the subbank, i.e.,

Pðρ20jiÞ ∝ −
1

Ntrig;i

d
dρ2

Rankðρ2jiÞjρ¼ρ0
: ðC5Þ
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