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One reason for the well-known fact that the complex Langevin (CL) method sometimes fails to converge
or converges to the wrong limit has been identified long ago: it is insufficient decay of the probability
density either near infinity or near poles of the drift, leading to boundary terms that spoil the formal
argument for correctness. To gain a deeper understanding of this phenomenon, in a previous paper [Phys.
Rev. D 99, 014512 (2019)] we have studied the emergence of such boundary terms thoroughly in a simple
model, where analytic results can be compared with numerics. Here we continue this type of analysis for
more physically interesting models, focusing on the boundaries at infinity. We start with Abelian and non-
Abelian one-plaquette models, and then we proceed to a Polyakov chain model and finally to high density
QCD and the 3D XY model. We show that the direct estimation of the systematic error of the CL method
using boundary terms is in principle possible.
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I. INTRODUCTION

Complex Langevin simulations are a very general
method which can in principle be applied to any model
with complex action, allowing an analytic continuation
into the complexification of the original configuration
space. The setup is straightforward and needs no prelimi-
nary steps, such as model-dependent design or approx-
imations. These features motivate the work to ensure the
reliability of complex Langevin simulations, since the
resulting stochastic processes in the complexified con-
figuration space require care due to their mathematical
subtleties.
This paper extends to realistic lattice models the study of

boundary terms [1] which occur in some complex Langevin
(CL) simulations and have the undesired effect of spoiling
correctness. We thereby aim at the estimation of possible
systematic errors and correction of the results.
We briefly collect some necessary definitions to make

this paper self-contained. For more details we refer to [1] as
well as to earlier papers such as [2–4].

The CL process defines a time-dependent probability
density PðtÞ on the complexification Mc of the original
configuration space M, so we sometimes write it as
Pðx; y; tÞ, where x stands for the real and y for the
imaginary part of the configuration variables. For notational
simplicity we assume that M and Mc are flat, with
coordinates x and xþ iy, respectively; we will indicate
the necessary changes for the nonflat case later.
Pðx; y; tÞ obeys the Fokker-Planck equation (FPE)

∂tPðx; y; tÞ ¼ LTP; LT ¼ ∇x · ð∇x −KxÞ −∇y ·Ky

ð1Þ

with

Kxðx; yÞ ¼ −Re∇S; Kyðx; yÞ ¼ −Im∇S; ð2Þ

where S is the action entering the integration measure
ρ ¼ e−S in the partition function; (1) determines the time-
dependent expectation values of holomorphic observables
O via

hOiPðtÞ ¼
Z

Pðx; y; tÞOðxþ iyÞdNxdNy: ð3Þ

This is to be compared with the “correct evolution”
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hOiρðtÞ ¼
Z

ρðx; tÞOðxÞdNx ð4Þ

computed using an evolution of the complex density ρðtÞ
on the original real configuration space M determined by
the partial differential equation (“complex FPE”)

∂tρðx; tÞ ¼ LT
cρðx; tÞ;

LT
c ¼ ∇x · ð∇x −KxðxÞ − iKyðxÞÞ: ð5Þ

Correctness of the CL evolution means then equality of
Eqs. (3) and (4). The equality and hence correctness of the
evolution depends on (i) equality at t ¼ 0, which can be
easily arranged, and (ii) the absence of boundary terms both
at infinity and near poles of the drift. For the models we
study here poles are either absent or far away from the P
distribution and do not play a relevant role.
Correct convergence for t → ∞ depends in addition on

the existence and uniqueness (independence of the initial
conditions) of the limit

lim
t→∞

hOiρðtÞ; ð6Þ

which depends on the spectrum of LT
c being located in the

left half of the complex plane with a simple eigenvalue at
the origin; the latter property is closely related to ergodicity
of the CL process; this is a problem for stochastic processes
in general.
The study of possible boundary terms uses a function FO

interpolating between the two evolutions

FOðt; τÞ≡
Z

Pðx; y; t − τÞOðxþ iy; τÞdNxdNy: ð7Þ

FO satisfies

FOðt; 0Þ ¼ hOiPðtÞ; FOðt; tÞ ¼ hOiρðtÞ; ð8Þ

such that correctness of the evolution is guaranteed if

∂
∂τFOðt; τÞ ¼ 0: ð9Þ

II. TWO VERSIONS OF BOUNDARY TERMS

A. Boundary term as integral over the surface

As discussed in [1], the left-hand side of (9) is really a
boundary term. We also found there that typically this
derivative is maximal at τ ¼ 0, so we focus on

∂τFOðt; τÞjτ¼0: ð10Þ

We rewrite this as an explicit boundary term, still assum-
ing M and Mc as flat. Suppressing the configuration

arguments x; y and introducing a cutoff Y on the imaginary
part y in (7), we define

FOðY; t; τÞ≡
Z
jyj≤Y

Pðx; y; t − τÞOðxþ iy; τÞdNxdNy;

ð11Þ

and with (1) and (5) we get the boundary term

∂τFOðY; t; τÞjτ¼0 ≡ BðY; tÞ

¼ −
Z
jyj≤Y

ðLTPðtÞÞOð0ÞdNxdNy

þ
Z
jyj≤Y

PðtÞðLcOð0ÞÞdNxdNy: ð12Þ

Here we assumed that the x integration is unproblematic
because of periodicity or fast decay so that the ∇2

x terms
cancel by partial integration; otherwise, there would also be
some x boundary terms—see e.g., in [5] where the sta-
tionary distribution was found to be Pðx;yÞ∼ðx2þy2Þ−3=2.
In this case one could calculate x boundary terms by
introducing a cutoff also on the x coordinates in Eq. (12).
After some trivial manipulations (see [1]), involving

(assumed unproblematic) integration by parts in x and the
Cauchy-Riemann equations,

BðY; tÞ ¼
Z
jyj≤Y

∇yðKyOð0ÞPðtÞÞdNxdNy ð13Þ

with the derivatives acting on everything to the right, so we
are integrating a divergence. This is equal to the surface
integral

BðY; tÞ ¼
Z
jyj¼Y

n ·KyPðtÞOð0ÞdNxdS; ð14Þ

where n is the outer normal to the surface jyj ¼ Y and dS
the surface element on jyj ¼ Y. Of course it is not necessary
to choose the cutoff Y in the form jyj ≤ Y as we have done
here; it is only necessary that the family of cutoffs restricts y
to compact sets which exhaust the full space as we send
Y → ∞. Finally we take the limit t → ∞ to extract BðYÞ in
the stationary state.

B. Boundary term as a volume integral

To explain the principle we assume again that the con-
figuration space M is flat. Later we will see what has to
be changed for the more interesting case of M being a
compact group manifold.
Proceeding as in [1] we determine B via a limiting

procedure

BðYÞ ¼ lim
t→∞

∂τFOðY; t; τ ¼ 0Þ; ð15Þ
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with Y as before and still assuming that the real directions
are either compact or have sufficient falloff to avoid any
boundary terms there. Y will be sent to ∞ later (cf. [1]).
Now we process the term as follows: evaluating (15) we

find

∂τFOðY; t; τ ¼ 0Þ

¼ −
Z
jyj≤Y

ðLTPðx; y; tÞÞOðxþ iyÞdNxdNy

þ
Z
jyj≤Y

Pðx; y; tÞLcOðxþ iyÞdNxdNy: ð16Þ

The t → ∞ limit of the first term is zero as the process
reaches equilibrium. The second term can be nonzero,
spoiling correctness. So we have to study

BðYÞ ¼
Z
jyj≤Y

Pðx; y; t ¼ ∞ÞLcOðxþ iyÞdxdy: ð17Þ

Vanishing of Bð∞Þ is just the old “consistency con-
dition” or “convergence condition” (CC), discussed in [3],
which signals stationarity.
We now describe briefly the changes to be made in the

case where the configuration space M is a compact group.
Without loss of generality we may think ofM as a space of
unitary matrices and Mc a space of complex invertible
matrices. Each matrix M ∈ Mc has a polar decomposition

M ¼ RU ð18Þ

with U unitary and R ¼
ffiffiffiffiffiffiffiffiffiffiffi
M†M

p
positive. We introduce a

“unitarity norm” UN (not a norm in the mathematical
sense) to measure the distance of a M ∈ M from the
unitary subspace; a simple choice uses

nðMÞ ¼ TrðM†M − 1Þ2 ð19Þ

and defines UN for a lattice model as nðMÞ divided by the
number of links or the maximum of nðMÞ over the links.
The boundary term is given by

BðYÞ ¼
Z
UN≤Y

PðM; t ¼ ∞ÞLcOðMÞdM; ð20Þ

where dM is the Haar measure onM. Also the operator Lc
has a slightly different form (see [6]):

Lc ¼
X
i

ðDi þ KiÞDi; ð21Þ

where the operators Di are invariant vector fields on M,
acting as derivations in the directions of a basis of the Lie
algebra of M.

III. NUMERICAL RESULTS

A. U(1) one-plaquette model

We revisit the one-plaquette model with regularization

S ¼ iβ cosðxÞ þ s
2
x2 ð22Þ

with x ∈ R as investigated in [1]. We calculate the
boundary terms for the observable O ¼ expðixÞ using
the volume integral formulation; see [1] for surface
integration. The boundary terms in this case arise by
integrating

Lc expðikzÞ ¼ ikðikþ iβ sinðzÞ − szÞeikz ð23Þ

with the measure Pðx; y; t ¼ ∞Þ using the cutoff Y, as
written in Eq. (17).
At s ¼ 0 there is a boundary term persisting for Y → ∞,

as can be inferred from Fig. 1. At large Y we have more and
more fluctuations, so the result becomes submerged in the
noise. Finally, for large enough Y, with our limited statistics
and necessarily finite Langevin time, we get the same result
as without a cutoff, since no points outside the cutoff region
are sampled by the CL process and hence also not
discarded. This corresponds to taking the limits in the
opposite order, i.e., first Y → ∞ and then t → ∞. The CC,
expressing equilibrium, has to be fulfilled in this limit,
albeit with potentially very large fluctuations. This is seen
in the last red and green data points.
For sufficiently large s we see that the boundary term

converges to a value consistent with 0 and, as found in [1],
the CL simulation gives the correct results of the regular-
ized model within error bars.
In Sec. IVAwe show that the systematic error of the CL

result is directly related to the boundary term measured
here, and it can be estimated using the CL simulation alone.
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FIG. 1. The imaginary part of the boundary term for the
observable eix is shown as a function of Y for β ¼ 0.1 and
several s values in the Uð1Þ one-plaquette model.
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B. SU(3) one-plaquette model and Polyakov chain

Now we investigate the holomorphic Polyakov chain for
possible boundary terms. The chain is defined via

ρ ¼ expð−SÞ
−S ¼ cþTrLþ c−TrL−1; ð24Þ

where c� ¼ β þ κ expð�μÞ, L is the Polyakov loop

L ¼ U0U1…UN−1;

L−1 ¼ U−1
N−1U

−1
N−2…U−1

0 ; ð25Þ

and the Ui are SUð3Þ matrices associated to the N links,
analytically continued in the CL process to SLð3;CÞ. S is a
holomorphic action; hence, deviations of theCL result should
only come from boundary terms at infinity. The model has a
gauge symmetry that makes all N values equivalent, but it
presents a good test bed for simulation methods.
We simulate this model in two different ways.

1. Gauge fixing at N = 1

Here we use the gauge symmetry to diagonalize the
matrix U. Since for U ∈ SLð3;CÞ detU ¼ 1, this means
that there are only two degrees of freedom. A single link
now reads

U ¼ diagðeiω1 ; eiω2 ; e−iðω1þω2ÞÞ;
jω1j; jω2j; jω1 þ ω2j ≤ π; ð26Þ

and the action becomes

−S ¼ cþðeiω1 þ eiω2 þ e−iðω1þω2ÞÞ
þ c−ðe−iω1 þ e−iω2 þ eiðω1þω2ÞÞ: ð27Þ

In addition one has to include the reduced Haar measure,
which adds to the action the term

−Smeas ¼ ln

�
sin2

�
−
2ω1 þ ω2

2

�
sin2

�
ω1 − ω2

2

�

× sin2
�
ω1 þ 2ω2

2

��
; Stot ¼ Sþ Smeas: ð28Þ

This term is not holomorphic and leads to poles in the drift;
these are, however, located at the boundary of the domain
specified in (26) and therefore cannot lead to ergodicity
problems; they also do not lead to boundary terms (cf. [7]).
Thisnonholomorphicity createdbygaugefixing is innocuous.
The boundary term for hTrUi arises from the integrand

LcTrU ¼ ð∇þKÞ∇TrU

¼ −ðeiω1 þ 2e−iðω1þω2Þ þ eiω2Þ
þ iK1ðeiω1 − e−iðω1þω2ÞÞ
þ iK2ðeiω2 − e−iðω1þω2ÞÞ ð29Þ

with Ki ¼ −∂ωi
Stot, i ¼ 1; 2.

The expression (14) for the boundary term can be used
here straightforwardly. We calculate it for this model
explicitly by defining a surface on the complex manifold
spanned by ω1 and ω2 as the boundary of the compact
domain Y ≤Ycut with Y ¼ maxðjImω1j; jImω1jÞ. The boun-
dary term reads (dropping t and τ dependence for briefness
sake), defining x¼ðReω1;Reω2ÞT and y¼ðImω1;Imω2ÞT ,ZZ

½ðKyPðx; yÞOðxþ iyÞÞ · n�dxdSy ð30Þ

with the surface element dSy. This integral can be “mea-
sured” in the CL simulation. The measurement becomes
harder with increasing Y as the statistics deteriorates.
We carried out a simulation for β ¼ i, κ ¼ 0 ¼ μ;

the exact result for the Polyakov loop is hTrUi ¼
−0.664þ 0.793i, whereas the simulation yields hTrUi ¼
−0.4809ð6Þ þ 0.5968ð5Þi, which is clearly not correct;
i.e., boundary terms are to be expected. Figure 2 left shows
the boundary terms for this case, computed both in the
surface and volume forms. We also did a run for β ¼ 2,
κ ¼ 0.1, μ ¼ 1 (see Fig. 2, right), where the simulation
yields hTrUi ¼ 2.0955ð13Þ, which is consistent with the
exact result hTrUi ¼ 2.0957.

2. Polyakov chain with N > 1 and gauge cooling

For N > 1 we could use of course gauge fixing to reduce
the model to N ¼ 1. It is more instructive, however, to
leave all the link degrees of freedom and study the effect of
having gauge degrees of freedom and that of the gauge
cooling [6] on the presence or absence of boundary terms;
gauge cooling reduces the unitarity norm by noncompact
gauge transformations.
We use the volume form of the boundary terms in the

following. The unitarity norm UN used here is the average
of nðUjÞ [see (19)] over the links. There are many sets of
parameters for which CL without gauge cooling does not
give correct results. As an illustration we choose β ¼ 2.0,
κ ¼ 0.1, and μ ¼ 1.0, where the exact result is
hTrLi ¼ 2.0957. The boundary term integrand reads

LcTrL ¼
XNt−1

j¼0

ðDj
a þ Kj

aÞDj
aTrL

¼ −2Nt
N2 − 1

N
TrL

þ i
XNt−1

j¼0

Kj
aTrðU0…λaUj…UNt−1Þ; ð31Þ

where the index a refers to the standard basis of the SUð3Þ
Lie algebra given by the Gell-Mann matrices λa; i ¼ 1;…8,
and j numbers the link in the chain.
Figure 3 compares a simulation of the Polyakov chain

with Nt ¼ 16 with and without gauge cooling. With gauge
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cooling the model is expected to give the correct results as
the boundary terms go to zero. Thus it is no surprise that the
exact value of hTrLi ¼ 2.0957 is consistent with the CL
simulation yielding hTrLi ¼ 2.0961ð9Þ. One can clearly
see that without gauge cooling boundary terms develop.

The simulation yields hTrLi ¼ 6.09ð2Þ − 0.04ð1Þi, which
is far off from the exact value.
For the full chain with parameters as above, there is a

dependence on the step size ϵ in the value to which the
boundary terms asymptotically seem to converge. Bð∞Þ
whose vanishing is the consistency condition [see Eq. (17)]
fluctuates strongly in the trajectories (between −100 and
100) and hence even a tiny ϵ dependence effect is
enhanced; see Fig. 4, where we used fixed step size and
the Euler-Maruyama discretization for the updates. The
step size dependence goes with slope one in the double-log
plot, consistent with a linear dependence on ϵ as expected;
note, however, that the boundary term has a step size
correction several orders of magnitude larger than the
Polyakov loop itself.

C. Heavy dense QCD (HDQCD)

HDQCD was introduced originally in [8] for Wilson
fermions and in [9] for staggered fermions. Later develop-
ments include [10–13]. A first complex Langevin study
was performed in [14]; later gauge cooling as introduced in
[6] and further developed in [15] has been used.

FIG. 3. Boundary terms with (left) and without (right) gauge cooling for β ¼ 2.0, κ ¼ 0.1, and μ ¼ 1.0.

FIG. 2. Comparison of boundary terms from volume and surface computation, showing agreement within the errors. Left: β ¼ i,
κ ¼ 0 ¼ μ. Right: β ¼ 2, κ ¼ 0.1, μ ¼ 1.

FIG. 4. Step size dependence of Bð∞Þ (consistency condition)
and the average Polyakov loop with gauge cooling for β ¼ 2.0,
κ ¼ 0.1, and μ ¼ 1.0.
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Complex Langevin for HDQCD produces a strong step
size dependence when using the Euler-Maruyama discre-
tization, just as in the Polyakov loop model of the previous
section. Hence, to get away with larger step sizes, we use an
improved updating method for the rest of this paper [16].
The boundary term for the Polyakov loop has the same
form as in the Polyakov chain; see Eq. (31).
The boundary term for the plaquette looks similar;

writing the plaquette as TrP≡ TrU0U1U−1
2 U−1

3 , the boun-
dary term integrand is

LcTrP ¼ −8
N2 − 1

N
TrPþ iK0

aTrðλaU0U1U−1
2 U−1

3 Þ
þ iK1

aTrðU0λaU1U−1
2 U−1

3 Þ
− iK2

aTrðU0U1U−1
2 λaU−1

3 Þ
− iK3

aTrðU0U1U−1
2 U−1

3 λaÞ: ð32Þ
Note that these formulas are the same for HDQCD and

full QCD; the difference of the two theories is in the drift
terms. For HDQCD correct results are accessible via
reweighting, at least for not too large lattices. Here we
use for the cutoff the “unitarity norm” defined as

UN ¼ max
i;μ

TrðUi;μU
†
i;μ − 1Þ2: ð33Þ

The results for the spatial plaquette average are shown in
the left panel of Fig. 5; we only show the plateau region of
the boundary terms and leave out the region of very large
unitarity norms because of large error bars. Boundary terms
are present even at β ¼ 6.0, though they become quite
small in magnitude as β increases. Note that in an earlier
publication [6] it was observed that the CL results are
correct within errors above β ≥ 5.8. Here we collect
averages in the long time stationary phase of the system
where a small deviation develops also above β ≥ 5.8. For
these β values at moderate Langevin times one can see
essentially correct results before the rise of the unitarity
norm signals the buildup of the boundary terms measured
here. This issue will be discussed in detail in an upcoming
publication [17].
In the right plot of Fig. 5 we show the criterion from [18],

which also shows that for all β CL is unreliable, though for
larger β the tail in the distribution shrinks considerably.
Thus both criteria are consistent. The boundary terms are
directly related to the proof of convergence and lead to a
quantitative estimation of the magnitude of the error; see
Sec. IV C.
Note that in HDQCD the determinant is a product over

spatial sites of “local determinants.” In Fig. 6 we show the
histograms of the local determinants in the measure of
HDQCD for β ¼ 5.5 and for β ¼ 6.0 in the CL simulation.

FIG. 5. Left: Boundary term for spatial plaquettes in HDQCD. Right: Histogram for the absolute value of the drift terms in HDQCD.
The histogram is plotted with a double-log scale. Parameters for both panels are 64 lattice with μ ¼ 0.85, κ ¼ 0.12, and Nf ¼ 1.
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One observes that the distributions are far away from zero;
therefore at these parameter sets the zeros of the measure on
the complex manifold should have no measurable effect
[such an effect is expected close to the critical chemical
potential μcr ¼ − lnð2κÞ [19] ].
The boundary terms for the Polyakov loop appear,

however, consistent with zero inside (albeit large) statistical
errors, even at the lower β values where the average differs
sizably from the reweighting result. We shall discuss this
aspect further in Sec. IV C.

D. The 3D XY model

Finally, we revisit the 3D XY model in which complex
Langevin famously fails already for small imaginary parts
of the action [20]. The CL application to this model was
analyzed carefully in [20]. It is of particular interest here
because it shows that the occurrence of boundary terms
depends on the observable considered.
The action reads

S ¼ −β
X
x

X2
ν¼0

cosðϕx − ϕxþν̂ − iμδν;0Þ: ð34Þ

Since there are no poles in this model the wrong
convergence in complex Langevin can only come from

boundary terms at infinity. We investigate two observables,
the action density

hSi ¼ −β
∂ lnZ
∂β ð35Þ

and the number density

n ¼ ∂ lnZ
∂μ ¼

�
iβ
X
x

sinðϕx − ϕxþ0̂ − iμÞ
�
: ð36Þ

In the case of the action density as a function of μ2 it has
been shown that, for small β, CL produces a discontinuity
at μ2 ¼ 0 [20]. We also show this in Fig. 7, where we
compare CL simulations with a worldline formulation [21],
which leads to correct results and thus is used as a
benchmark for CL.
The discontinuity of the CL results for the action density

can be understood as follows (see [20]): at imaginary μ,
including μ ¼ 0, when using real fields initially (“cold
start”), the imaginary part of all drift terms is zero (even in
the presence of rounding errors on the computer) and thus
the configuration remains real at all Langevin times. The
process is thus equivalent to a real Langevin process,
producing correct results and no boundary terms. For real
nonzero μ, no matter how small, the process will always

FIG. 7. Action density (left) and number density (right) for β ¼ 0.2 (top) and β ¼ 0.7 (bottom). Note the apparent discontinuity at
μ ¼ 0 from the CL simulation in the action density, which does not show up for the number density.
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wander into the complexified configuration space, con-
verging to an equilibrium distribution extending into the
complexification, and boundary terms can appear.
For μ ¼ 0, however, there is a subtlety: a cold start will

produce a real Langevin process and yield a result smoothly
connected to those for purely imaginary μ, as stated above;
on the other hand, starting with an initial configuration with
nonzero imaginary parts (“hot start”), the process will
explore the complexified configuration space and converge
to an equilibrium distribution not supported on the real
subspace, producing a result smoothly connected to those
for real μ ≠ 0, and boundary terms can appear. To make
sure that we test the boundary terms in the complexified

distribution we always use a positive chemical poten-
tial below.
Note however that in the number density there is no

apparent discontinuity at μ ¼ 0 [which reflects the fact that
the real part of the density is proportional to sinhðμÞ],
unlike in the action density; see Fig. 7. The discontinuity in
the action density disappears for larger β and complex
Langevin apparently leads to correct results. We will
investigate this further by means of boundary terms below.
In the formulas below we will use the shorthand

∇x ¼ ∇ϕx
; KðxÞ ¼ KðfϕxgÞ: ð37Þ

FIG. 8. Boundary terms (BT) (called B1 in Sec. IV) in the XY model. Left column: BT for action density. Right column: BT for
number density. Top to bottom: μ2 ¼ 10−6, 0.1, 0.2.
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For the boundary term of the action density we need

LcS ¼ ð∇x þ KðxÞÞ∇xS ¼ −∇xKðxÞ − K2ðxÞ; ð38Þ
with

KðxÞ ¼ −∇xS ¼ β
X2
ν¼0

½− sinðϕx − ϕxþν̂ − iμδν;0Þ

þ sinðϕx−ν̂ − ϕx − iμδν;0Þ�; ð39Þ

∇xKðxÞ ¼ β
X2
x;ν¼0

½− cosðϕx − ϕxþν̂ − iμδν;0Þ

− cosðϕx−ν̂ − ϕx − iμδν;0Þ�: ð40Þ
For the number density we need

Lcn ¼ ð∇x þ KðxÞÞ∇xn ¼ ∇2
xnþ KðxÞ∇xn; ð41Þ

with KðxÞ as before and

∇xn ¼ iβðcosðϕx − ϕxþ0̂ − iμÞ − cosðϕx−0̂ − ϕx − iμÞÞ;
ð42Þ

∇2
xn¼ iβ

X
x

ð− sinðϕx −ϕxþ0̂ − iμÞ− sinðϕx−0̂ −ϕx − iμÞÞ:

ð43Þ

We computed the boundary terms for both observables
for β ¼ 0.2, 0.7, 0.9 and μ2 ¼ 10−6, 0.1, 0.2; the results are
shown in Fig. 8.
In the case of μ2 ¼ 0.1, 0.2 we find that the boundary

terms for both observables are largest for β ¼ 0.2 as
expected.
The action density has nonvanishing boundary terms for

all three values of μ and β ¼ 0.2 and 0.7. There is still a
tiny, barely visible boundary term even for β ¼ 0.9. Hence,
we conclude that in this model the action density always
has some boundary terms which can become arbitrarily
small as β increases. The observables for β ¼ 0.9, however,
can be regarded as correct for all practical purposes. The
number density, on the other hand, has no boundary terms
at μ2 ¼ 10−6, for all the three β values studied. This
demonstrates that the inclusion of the observable is crucial
in the computation of boundary terms. The correctness of
the CL evolution does not only depend on the distribution
of the drift. The vanishing of the boundary terms for the
number density is consistent with the lack of an apparent
jump in Fig. 7.
Note that in Fig. 8 we again only show the boundary

term up to the end of the plateaulike region. For larger
values of Y huge error bars start to appear due to statistical
outliers which typically lead to large values in the boundary
term. Those outliers also sometimes lead to sudden jumps
and larger error bars; see e.g., the red curve in the center

FIG. 9. Histogram of the drift for β ¼ 0.2 (top left), β ¼ 0.7 (top right) and β ¼ 0.9 (bottom) in the XYmodel. All plots have a double-
log scale.
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right plot of Fig. 8. The identification of a plateaulike
region is enough to identify a boundary term since the limit
Y → ∞ can be taken by extrapolation. Values beyond the
plateaulike region, where the error bars become very large,
should be discarded. The last point, which includes all Y,
should always be consistent with zero, since this is nothing
but the consistency condition from [3], signifying that the
process has equilibrated. We checked that this is the case in
all our simulations.
Finally we also look at the drift criterion from [18].

Figure 9 shows the histogram of the absolute value of the
drift. The drift criterion predicts that for β ¼ 0.2 results are
wrong, and the same is true for β ¼ 0.7, 0.9 for μ2 > 10−6.
For μ2 ¼ 10−6 and β ¼ 0.7 the tail is strongly suppressed,
suggesting a small error of CL, while for β ¼ 0.9 there is no
tail at all, suggesting that CL is correct here. While this
criterion does show the same sensitivity and also signals
slightly wrong convergence for β ¼ 0.7, 0.9, it does not take
into account the observable and thus cannot find that the
number density for μ2 ¼ 10−6 is actually correct for all β,
while the action density is not. Since this criterion relies on
the interpretation of the behavior of a distribution in the
region of small values and large errors, it is more of a
qualitativenature andwouldnot allowaquantitativeestimate
of the deviation of the CL results from the exact ones.

IV. ESTIMATION OF THE SYSTEMATIC ERROR
OF CL FROM BOUNDARY TERM ANALYSIS

The systematic error of the CL result is given by

FOðt; 0Þ − FOðt; tÞ ¼ hOiPðtÞ − hOiρðtÞ: ð44Þ
Calculating this difference would allow us to get the

exact result; however, generally Fðt; τÞ is not directly
accessible for τ > 0, except for simple toy models.
The time-evolved observable is

Oðz; τÞ ¼ expðτLcÞOðzÞ: ð45Þ
Assuming that the spectrum of Lc is discrete and

contained in the open left half plane—except for a simple
eigenvalue at zero—we have

Oðz; τÞ ¼
X∞
n¼0

anðzÞ expð−ωnτÞ; ð46Þ

where a0 is independent of z and

ω0 ¼ 0; Reωn > 0 for n > 0: ð47Þ
We are interested in a0 which gives the correct expect-

ation value:

a0 ¼ lim
t→∞

FOðt; tÞ ¼ lim
τ→∞

Z
dxdyPðx; y; 0ÞOðxþ iy; τÞ:

ð48Þ

In general we have

FOðt; τÞ ¼
X∞
n¼0

AnðtÞ expð−ωnτÞ ð49Þ

with

AnðtÞ ¼
Z

dxdyPðx; y; tÞanðxþ iyÞ: ð50Þ

To relate FOðt; 0Þ to FOðt; tÞ we use a simplified ansatz
based on the first two terms in (49):

FOðt; τÞ ¼ A0 þ A1e−τω1 : ð51Þ
This ansatz is consistent with the assumption that the τ
derivative of Fðt; τÞ is maximal at τ ¼ 0. In [1] we have
calculated Fðt; τÞ for the Uð1Þ one -plaquette model, and
we have seen that this ansatz is a good description of the
full FOðt; τÞ. This leads to FOðt; 0Þ − FOðt; tÞ ¼ A1 for
large t, where we denote by A1 the limit of A1ðtÞ for large t.
We can access the constants A1;ω1 at τ ¼ 0 by calculating

∂nFOðt; τÞ
∂τn

				
τ¼0

¼ Bn; ð52Þ

where B1 is what we called the boundary term above. Using
the ansatz one sees that B1 ¼ −ω1A1, B2 ¼ ω2

1A1, and
finally the systematic error of CL (44) is given by
A1 ¼ B2

1=B2. One can show that in the CL process the
boundary terms are calculated by

Bn ¼ lim
Y→∞

Z
Y

−Y
Pðx; y; tÞLn

cOðxþ iyÞdxdy ð53Þ

with a reasoning similar to that leading to Eq. (17). Having
an estimate of the systematic error allows us to calculate the
corrected CL result:

-0.03
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Im
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2(
Y
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Y

β=0.1,s=0.0
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FIG. 10. The imaginary part of the boundary term B2ðYÞ for the
observable eix is shown as a function of Y for β ¼ 0.1 and several
s values in the Uð1Þ one-plaquette model. See also Fig. 1 for the
boundary term B1ðYÞ.
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hOicorr ¼ hOiP −
B2
1

B2

: ð54Þ

In the following tables the column “CL error” (systematic
error) is calculated as “CL error” ¼ “CL” − “correct; ”

where correct comes from other calculations considered
as providing correct results such as direct integration,
reweighting (for a mild sign problem) and the worldline
setup. Thus ideally the agreement between columns CL
error and B2

1=B2 signals that the ansatz (51) describes the

TABLE I. The estimation of the systematic error of CL for the Uð1Þ one-plaquette model for the imaginary part of the observable
O ¼ eix.

β; s B1 B2 B2
1=B2 CL error CL Correct Corrected CL

0.1, 0 −0.04859ð45Þ 0.0493(11) 0.04786(79) 0.04891(45) −0.00115ð45Þ −0.05006 −0.04901ð62Þ
0.1, 0.01 −0.01795ð49Þ 0.01801(80) 0.01789(60) 0.01689(50) −0.03318ð50Þ −0.05006 −0.05106ð40Þ
0.1, 0.1 −0.00048ð30Þ 0.00057(35) 0.00039(28) 0.00049(31) −0.04957ð31Þ −0.05006 −0.04997ð6Þ
0.5, 0 −0.2474ð11Þ 0.237(11) 0.258(11) 0.25818(23) 0.00003(23) −0.25815 −0.258ð11Þ
0.5, 0.3 −0.05309ð86Þ 0.0552(51) 0.0507(41) 0.04183(70) −0.19658ð70Þ −0.23841 −0.2473ð37Þ

FIG. 11. B2 as a function of the cutoff Y in the XY model. Left column: B2 for action density. Right column: B2 for number density.
Top to bottom: μ2 ¼ 10−6, 0.1, 0.2.
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evolution of Fðt; τÞ well and the corrected CL result will
be accurate.

A. U(1) one-plaquette model

In Fig. 10 we show the imaginary part of boundary term
B2 as a function of the cutoff Y. The corresponding formula
is shown in the Appendix. Note the similarity with Fig. 1,
except for the inverted sign and much larger fluctuations
present in B2ðYÞ. As shown in Appendix B of [1], it is
expected that ω1 ≈ 1 for this model, which amounts to
B1 ≈ −B2. In Table I we show estimations of the error of
the CL method for several parameter values. One notes that,
within errors, this method yields the correct value of the
systematic error due to boundary terms. Note that using this
estimate for the systematic error to correct the CL results
we get the exact result within statistical error bars.

B. The 3D XY model

Next, we analyze the systematic error of the CL method
in the XYmodel. A straightforward application of Lc yields
the observables for boundary terms B2 of the action density
and the number density, similarly to the derivation of B1 in
Sec. III D; see the Appendix. We show the resulting B2 in
Fig. 11 and extract the value of B1 and B2 via fits of a
constant to the plateau region in Figs. 8 and 11; the results

are shown in Table II. Note that the errors on B2 are rather
large which is due to the larger statistical fluctuations of
B2ðYÞ as well as a varying fitting range to the data in
Fig. 11. Note that there might be an additional systematic
error, since B1 reaches its asymptotic value at Y ¼ 10,
while the fitting range for B2 was chosen approximately
starting at Y ¼ 7 up to Y ¼ 11. Hence, it is possible that B2

has not yet reached its asymptotic value. For β ¼ 0.2 our
estimate of the systematic error is close to the measured
systematic error of the CL method, where statistically
significant deviations can arise due to the lack of a stable
plateau region in B2 before the signal becomes too noisy as
well as the ansatz (51) not describing Fðt; τÞ well enough.
For β ¼ 0.7 the deviation of CL from worldline is already
small; hence, a high precision is needed. For this reason we
do not investigate β ¼ 0.9 here.

C. HDQCD

As the numerical estimation of B2 is quite expensive due
to large fluctuations and finite step size effects, we
restricted ourselves here to the calculation of B1 (see also
Sec. III C) which for the spatial plaquette average seems to
give an upper bound of the systematic error of CL. A more
detailed analysis is delegated to a followup study including
also full QCD.

TABLE II. The estimation of the systematic error of CL for the XY model. B1 was extracted by fitting a constant in the range of
Y ¼ 10–15 for β ¼ 0.2 and Y ¼ 5–10 for β ¼ 0.7 to Fig. 8. For B2 we chose a fitting range of Y ¼ 8–10 for β ¼ 0.2 and Y ¼ 2–6 for
β ¼ 0.7 in Fig. 11. Errors given are statistical and systematic errors from the fit combined. The systematic error of the fit was estimated
by shifting the fitting range by �1 and computing the difference in the resulting Bn; we choose the maximum value of this deviation as
the systematic error estimate for the fit.

O β; μ2 B1 B2 B2
1=B2 CL error CL Worldline Corrected CL

S 0.2,10−6 0.02567(21) −0.0730ð47Þ −0.00902ð46Þ −0.013029ð65Þ −0.075316ð65Þ −0.062288ð17Þ −0.06630ð53Þ
0.2,0.1 0.03309(25) −0.0903ð79Þ −0.01213ð89Þ −0.0169974ð91Þ −0.0792922ð91Þ −0.062295ð18Þ −0.06716ð90Þ
0.2,0.2 0.03941(28) −0.109ð13Þ −0.0142ð17Þ −0.0205408ð80Þ −0.0828399ð80Þ −0.062299ð11Þ −0.0686ð17Þ
0.7,10−6 1.440ð15Þ10−4 −7.33ð17Þ10−4 −2.834ð46Þ10−5 −1.23ð33Þ10−4 −1.482311ð33Þ −1.48219ð35Þ −1.482283ð34Þ
0.7,0.1 0.004783(50) −0.0082ð23Þ −0.00278ð69Þ −0.002791ð31Þ −1.526766ð31Þ −1.52398ð35Þ −1.52399ð72Þ
0.7,0.2 0.006013(38) −0.00873ð96Þ −0.00414ð45Þ −0.002488ð29Þ −1.568899ð29Þ −1.56641ð20Þ −1.56476ð48Þ

n 0.2,10−6 4.8ð1.6Þ10−5 −0.00021ð124Þ 1.3ð3.7Þ10−5 1.36ð31Þ10−5 1.36ð31Þ10−5 −1.2ð1.1Þ10−8 0.89ð7.65Þ10−6
0.2,0.1 −0.01147ð15Þ 0.0286(32) 0.00460(24) 0.0058177(41) 0.0058182(41) 4.9ð2.1Þ10−7 0.00122(69)
0.2,0.2 −0.01821ð13Þ 0.047(12) 0.0071(15) 0.0094104(40) 0.0094114(40) 1.04ð19Þ10−6 0.0023(15)
0.7,10−6 −5.4ð1.5Þ10−7 0.31ð1.31Þ10−5 1.01ð79Þ10−7 −1.15409ð62Þ10−4 4.72951ð62Þ10−4 5.88ð82Þ10−4 4.72849ð76Þ10−4
0.7,0.1 −0.00144ð6Þ 0.0031(12) 6.7ð1.6Þ10−4 8.942ð52Þ10−4 0.1557730(52) 0.15488(19) 0.15510(21)
0.7,0.2 −0.002501ð92Þ 0.0045(12) 0.00138(20) 0.0010128(59) 0.2280217(59) 0.22701(15) 0.22664(36)

TABLE III. The boundary terms of the spatial plaquette average in HDQCD on a 64 lattice at μ ¼ 0.85, NF ¼ 1,
and κ ¼ 0.12.

β B1 CL error CL Reweighting

5.1 −0.578ð22Þ 0.056729(28) 0.471949(27) 0.4152200(74)
5.5 −0.2808ð99Þ 0.020075(24) 0.516855(19) 0.496780(14)
5.8 −0.0305ð14Þ −0.004869ð54Þ 0.566131(53) 0.5710000(91)
6.0 −0.00378ð49Þ −6.39ð25Þ10−4 0.594671(25) 0.5953100(56)
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In Table III we show the boundary term for the spatial
plaquette variable. One observes that the value of B1 is
roughly a factor of 10 higher than the error of the CL
approach; therefore, it can be used as an indicator of the
magnitude of the systematic error of the CL approach. The
boundary terms of the Polyakov loop appear much smaller
than those of the spatial plaquette (consistent with zero
inside large statistical errors), in spite of the averages
deviating significantly from the reweighting result. This
might signal that the ansatz (51) is too simple [and
correspondingly the assumption that the maximal slope
of Fðt; τÞ is at τ ¼ 0 may not be valid] for the Polyakov
loop observable or that there are strong step size effects at
play. This issue is currently under investigation.

V. CONCLUSIONS

We have analyzed the emergence of boundary terms
responsible for failure of the CL method for various
models, from one-plaquette and Polyakov loop models
to HDQCD and the XY model. We used two mathemati-
cally equivalent versions: “surface” and “volume,” and we
found that numerically they agree wherever both can be
computed. The volume version turns out to be preferable
for numerical simulation of HDQCD and the XY model.
The vanishing (nonvanishing) of those terms signals
correctness (failure) of the CL simulations.
Our analysis should give a quantitative estimate for the

deviation of the CL method. In practice one must rely on
a truncated ansatz for the calculation of the interpolating
function between CL and correct results and thus the
numerical costs in some cases might be very high. The
drift criterion [18], on the other hand, is easier to use, but it
is of a qualitative nature.
We show that in case the boundary terms are nonzero,

one can estimate the error of the CL result at the cost of

measuring a “higher-order” boundary term observable. The
estimation uses an ansatz for the Fðt; τÞ function inter-
polating between CL and correct results. This allows the
calculation of the “corrected CL” value, which in the case
of theUð1Þ one-plaquette model gives the correct result to a
high accuracy. In case of the 3D XY model studied here it
allows to estimate the size of the systematic error with
reasonable accuracy. In case of HDQCD the boundary term
for the spatial plaquette variable allows an estimation of the
order of magnitude of the systematic error that the CL
approach has due to nonzero boundary terms. A detailed
analysis of further observables such as the Polyakov loop
average and the higher-order boundary terms in HDQCD as
well as full QCD are currently under investigation.
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APPENDIX: HIGHER-ORDER
BOUNDARY TERMS

In the case of the Uð1Þ one-plaquette model defined in
Eq. (22) the observable for B2 is given by

L2
ceikx ¼ keikx½k3 þ 2ksþ 2ik2sxþ is2x − ks2x2 þ ð1þ 2k2 þ sþ 2iksxÞβ sinðxÞ

þ kβ2sin2ðxÞ þ β cosðxÞð−2ikþ sx − iβ sinðxÞÞ�: ðA1Þ
In the XY model, we look at the action observable first.

LcS ¼ ð∇þ KxÞ∇SðxÞ ¼ −∇Kx − K2
x; ðA2Þ

L2
cS ¼ −½∇2

y∇xKx þ 2ð∇yKxÞ2 þ 2Kx∇2
yKx þ Ky∇y∇xKx þ 2KyKx∇yKx� ðA3Þ

¼ − ½AXY þ BXY þ CXY þDXY þ EXY�; ðA4Þ

where we have introduced the notation A…E for the terms appearing the last line. For easier readability, we also introduce
the shorthand

ϕþν ¼ ϕx − ϕxþν̂ − iμδν;0; ϕ−ν ¼ ϕx−ν̂ − ϕx − iμδν;0: ðA5Þ

CONTROLLING COMPLEX LANGEVIN SIMULATIONS OF … PHYS. REV. D 101, 014501 (2020)

014501-13



Using this notation the drift term is written as

Kx ¼ −∇S ¼ β
X2
ν¼0

½− sinðϕþνÞ þ sinðϕ−νÞ�: ðA6Þ

Performing the derivations, one arrives at the following results for the terms in L2
cS:

AXY ¼ 2β
X
x

X
ν

½cosðϕþνÞ þ cosðϕ−νÞ�; ðA7Þ

BXY ¼ 2β2
X
x

��X
ν
½− cosðϕþνÞ − cosðϕ−νÞ�

�
2

þ
X
ν

ðcosðϕþνÞÞ2 þ
X
ν

ðcosðϕ−νÞÞ2
�
; ðA8Þ

CXY ¼ −4β2
X
x

�X2
ν¼0

½− sinðϕþνÞ þ sinðϕ−νÞ�
�2
; ðA9Þ

DXY ¼ β2
X
x

�X
ν

− sinðϕþνÞ þ sinðϕ−νÞ
��X

ν

sinðϕþνÞ − sinðϕ−νÞ
�

ðA10Þ

−
X
x

X
ν

βKðxþ νÞ sinðϕþνÞ þ
X
x

X
ν

βKðx − νÞ sinðϕ−νÞ; ðA11Þ

EXY ¼ −2βK2
x

�X
ν

½cosðϕþνÞ þ cosðϕ−νÞ�
�
þ 2β

X
x

Kx

X
ν

ðKxþν½cosðϕþνÞ� þ Kx−ν½cosðϕ−νÞ�Þ: ðA12Þ

Next we look at the density, given by n ¼ P
xnx ¼ iβ

P
x sinðϕþ0Þ. For the boundary terms we need

Lcn ¼
X
x

ð∇x þ KxÞ∇xn ¼ ∇2
xnþ Kx∇xn; ðA13Þ

L2
cn ¼ ½∇2

y∇2
x þ ð∇2

yKxÞ∇x þ 2ð∇yKxÞ∇y∇x þ Kx∇2
y∇x þ Kyð∇y∇2

x þ ð∇yKxÞ∇x þ Kx∇y∇xÞ�n ðA14Þ

¼ 2∇4
xnþ 2∇xn∇2

xKx þ 2∇2
xn∇xKx þ 2iβ2 sinðϕþ0Þ cosðϕþ0Þ þ 2iβ2 sinðϕ−0Þ cosðϕ−0Þ

þ 2Kx∇3
xnþ Kx∇3

xnþ iβKxþ0 cosðϕþ0Þ − iβKx−0 cosðϕ−0Þ

þ∇xn

�
Kx∇xKx þ β

X
ν

Kxþν cosðϕþνÞ þ β
X
ν

Kx−ν cosðϕ−νÞ
�

þ K2
x∂2

xnþ iβKxKxþ0 sinðϕþ0Þ þ iβKxKx−0 sinðϕ−0Þ; ðA15Þ

where the derivatives of nx are given by

∇xn ¼ iβðcosðϕþ0Þ − cosðϕ−0ÞÞ; ðA16Þ
∇2

xn ¼ iβð− sinðϕþ0Þ − sinðϕ−0ÞÞ; ðA17Þ
∇3

xn ¼ iβð− cosðϕþ0Þ þ cosðϕ−0ÞÞ; ðA18Þ
∇4

xn ¼ iβðsinðϕþ0Þ þ sinðϕ−0ÞÞ: ðA19Þ
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