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By studying the space of geodesics in AdS;/CFT, and quantizing the geodesic motion, we relate
scattering data to boundary entanglement of the CFT vacuum. The basic idea is to use a family of plane
waves parametrized by coordinates of the space of geodesics i.e., kinematic space. This idea enables a
simple calculation of the Berry curvature living on kinematic space. As a result we recover the Crofton form
with a coefficient depending on the scattering energy. In arriving at these results the space of horocycles is
used. We show that this new space used in concert with kinematic space incorporates naturally the gauge
degrees of freedom responsible for an analog of Berry’s phase. Horocycles also give a new geometric look
to the strong subadditivity relation in terms of lambda lengths giving rise to shear coordinates of geodesic
quadrangles. A generalization for geodesic polygons then reveals an interesting connection with A,, cluster
algebras. Here the cluster variables are the lambda lengths related to the regularized entropies of the
boundary via the Ryu-Takayanagi relation. An elaboration of this idea indicates that cluster algebras might
provide a natural algebraic means for encoding the gauge invariant entanglement patterns of certain
boundary entangled states in the geometry of bulk geodesics. Finally using the language of integral
geometry we show how certain propagators connected to the bulk, boundary and kinematic spaces are
related to data of elementary scattering problems. We also present some hints how these ideas might be
generalized for more general holographic scenarios.
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I. INTRODUCTION

Due to the progress in the field of AdS/CFT it has
become clear by now that entanglement patterns of certain
quantum states associated to one type of space (boundary)
are encoded into geometric structures of another one
(bulk) [1-6]. Most recently a new type of space, the
space of geodesics called kinematic space, has been
invoked in the hope to act as an interpreter between the
original spaces via the universal language of integral
geometry [7,8]. In the simplest case of AdS; this kin-
ematic space is of the product form of two copies of two-
dimensional de Sitter spaces [8]. A further specification
to the kinematic space of geodesics on a spacelike slice
reveals a connection between an asymptotically anti—de
Sitter bulk and a single copy of a two-dimensional de
Sitter space [7]. Now combining this with the original
AdS;/CFT, correspondence this picture gives rise to the
idea of an emergent de Sitter from conformal field theory.
This idea has also shown up in yet another context from
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the first law of entanglement entropy for perturbations
around the vacuum state of CFTs [9].

The key element in this new bulk/kinematic space
correspondence is a smooth manifold (bulk) together with
a family of its submanifolds (geodesics) parametrized by
the points of another manifold (kinematic space). Hence in
this setup the points of kinematic space correspond to the
lines (geodesics) of the bulk. However, the points of the
bulk also parametrize a family of submanifolds (point
curves) of kinematic space [7]. This duality between these
spaces can be grasped in a mathematically precise manner
by the notion of a double fibration [10,11].

This story has already been well known for physicists
familiar with the basic correspondence of twistor theory
[12]. There the points of a space (four-dimensional com-
pactified and complexified Minkowski space-time) are
related to the lines of another one (the three-dimensional
complex projective twistor space). Then integral geometry
helps to relate data on both sides of the correspondence.
However, apart from a single double fibration in twistor
theory what is also considered is a set of double fibrations
used in concert by adjoining further spaces forming further
double fibrations [13]. Following this idea in this paper we
would like to draw the readers attention to the utility of
the space of horocycles in a holographic context. Taking
together with our bulk this new space is forming yet another

Published by the American Physical Society


https://orcid.org/0000-0002-3436-9952
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevD.100.126022&domain=pdf&date_stamp=2019-12-23
https://doi.org/10.1103/PhysRevD.100.126022
https://doi.org/10.1103/PhysRevD.100.126022
https://doi.org/10.1103/PhysRevD.100.126022
https://doi.org/10.1103/PhysRevD.100.126022
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

PETER LEVAY

PHYS. REV. D 100, 126022 (2019)

double fibration. The aim of this paper is to illustrate the
physical meaning of such a mathematical structure in
an elementary manner via the simplest example one can
have, namely in the AdS;/CFT, setup. Our hope is
that these simple observations might whet the reader’s
appetite to explore this idea further for more general
holographic scenarios.

The physical basis which connects the space of geo-
desics to the space of horocycles is scattering theory. As is
well known, scattering theory is naturally associated with
states described by a convenient set of asymptotic (boun-
dary) data. On the other hand, classically the domain of
interaction (bulk) serves as a region to be probed by test
particles following geodesics whose characteristics are
determined precisely by such asymptotic data. In this
scattering language horocycles act like monitoring stations
where the test particles following the geodesics are regis-
tered after (or before) being scattered i.e., probing the
deeper regions of the bulk. The arbitrariness in the choice of
a horocycle corresponds to an ambiguity for choosing a
gauge. In the simplest case of pure AdS; the scattering
problem is associated with a mathematical description
featuring some scattering potential accounting for such a
domain of interaction. However, since this type of scatter-
ing is purely geometric in origin for more general examples
of 2+ 1 dimensional gravity no description based on
potentials is expected to be available.

The advantage of the viewpoint provided by scattering
theory is that it is also possible to consider the quantization
of the classical geodesic motion, resulting in some quantum
mechanical scattering problem encapsulating new mes-
sages about holography. In the special case of taking the
static slice in AdS;/CFT, resulting in the Poincaré disk D
factorized by some discrete subgroup I' of its group of
isometries G = SU(1, 1), the resulting quantum scattering
problems are the ones already familiar from the literature.
Indeed, this is the topic of scattering theory of automorphic
functions [14,15] connected to the literature on quantum
chaos [16—19]. On the other hand as is well known a large
variety of space-times, including the Banados-Teitelboim-
Zanelli (BTZ) black hole [20] can be obtained by factoriz-
ing AdS; by means of similar discrete groups of isometries
[21,22]. In interesting special cases [23] one can obtain this
factorization by extending the action of the isometries of D
to isometries on AdS;. Moreover, scattering situations
familiar from the chaotic scattering literature featuring
cusps, can in principle be embedded into these scenarios
via extremal black holes [21,22]. This scattering language
has also been used for expressing various thermodynamic
quantities of the BTZ black hole in terms of the Selberg
zeta function [24-26].

In this paper we would like to draw the readers attention
to some new perspectives this scattering based viewpoint
can offer for issues of holography, kinematic space and
integral geometry. Though what we are having in mind for

future work is to explore the interesting possibilities which
are lying in scattering situations where the bulk space-time
is of the form AdS;/T, here we will be content with some
simple scattering based observations on the geometry of
pure AdS; dual to the vacuum of a CFT,.

Namely we will consider the static slice of AdS; which is
the Poincaré disk D, and introduce two dual spaces. One of
them is the space of geodesics (kinematic space) K
and the other is the space of horocycles (the space of
regulators for geodesics) G of D. The variables of D and K
will be regarded as fast and slow ones reminiscent of
the usual splitting of dynamical variables in the adiabatic
scenario familiar from the Berry’s phase literature [27,28].
On the other hand G can also be regarded as the space
of gauge choices, i.e., a space parametrizing a local
GL(1,C) degree of freedom, an analog of Berry’s phase
for scattering states.

The organization of this paper is as follows. In Sec. Il we
hint at the possibility of relating scattering plane waves to
the data of kinematic space, and introduce horocycles in
this context. In Sec. III we elaborate on this idea by
introducing a geodesic operator giving rise to a family of
scattering states parametrized by the points of kinematic
space. An elementary argument of Sec. IV shows that the
Berry curvature for this family should be proportional to
the Crofton form on K with a coefficient depending on the
scattering energy. We will show that the gauge degree of
freedom associated with the appearance of a GL(1,C)
version of Berry’s phase is connected to the space of
horocycles G. A convenient way of looking at this space is
as a bulk manifestation of the “space of cutoffs” in the
boundary JD in a geometric manner. These results can be
considered as an elaboration on the ideas that showed up
first in Ref. [29].

In Sec. V we write the scattering wave function as a
superposition of plane waves emitted from all boundary
points. We have two density distributions on the boundary,
one of them corresponding to the starting and end points of
the geodesics respectively. Then our parametrized family of
plane waves can be regarded as boundary to bulk propa-
gators giving rise to the scattering wave function of the
bulk. The two distributions are shown to be related by a
scattering operator acting as an intertwiner an idea familiar
from the literature on algebraic scattering theory [30-32].
The phase of the kernel of the scattering operator can be
connected to a quantity analogous to the Wigner delay
known from scattering theory. In the special case of pure
AdS; we observe that the Wigner delay is proportional to
the entanglement entropy with a cutoff depending on the
scattering energy.

In Sec. VI using horocycles and their associated lambda
lengths [33,34] we give a new geometric meaning to the
well-known strong subadditivity relation for entanglement
entropies. In particular we relate two aggregate measures
on the boundary detecting how far the infrared degrees of
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freedom are away from satisfying the strong subadditivity
relation to the shear coordinates of geodesic quadrangles in
the bulk. This boundary measure, the conditional mutual
information is simply related to the geodesic distance
between the geodesics forming the opposite sides of the
quadrangle, ones having timelike separation as points in
kinematic space. In the dual picture provided by kinematic
space the conditional mutual information is also related to
the proper time along a timelike geodesic connecting these
two points.

In Sec. VII we draw the readers’ attention in this context
to a connection with the theory of Teichmiiller spaces of
marked Riemann surfaces. In particular we show that the
two different boundary measures of strong subadditivity are
related to the two different triangulations of a geodesic
quadrangle. In this picture the shear coordinates, satisfying
a reciprocal relation, are just possible local coordinates
for the space of deformations of quadrangles, i.e., their
Teichmiiller space. Generalizing these observations for
geodesic n-gons with n > 4 an interesting connection with
A,_3 cluster algebras [35] emerges. Here the cluster
variables are just the lambda lengths of Penner [33] directly
related to the regularized entropies of the boundary via the
Ryu-Takayanagi relation. We also emphasize that the basic
role the gauge invariant conditional mutual informations
play in these elaborations dates back to the unifying role
of the Ptolemy identity (49). This identity is the basis of
recursion relations underlying transformation formulas for
shear coordinates of geodesic pentagons. Indeed in the
general case of geodesic n-gons these recursion relations
are precisely of the form of Zamolodchikov’s Y-systems of
A,_3 type [36]. Moreover, since boundary intervals with
their associated geodesics of the bulk are organized accord-
ing to the causal structure of their corresponding points in
kinematic space [7], in this manner the underlying quivers of
cluster algebras are connected to structures of causality.

Finally in Sec. VIII using the language of integral geometry
we show how certain propagators of the literature connected
to our spaces D, K, OD are related to elementary scattering
problems. Some comments, speculations on further topics
of exploration and the conclusions are left for Sec. IX.
For the convenience of the reader Appendix A contains the
basic definitions on horocycles and lambda lengths, and
Appendix B contains the definitions of the double fibrations,
structures used implicitly in our elaborations.

II. PLANE WAVES AND KINEMATIC SPACE

We introduce coordinates for the spacelike slice of
AdS; as

X =X, = sinhgcos ¢, (1a)
Y = X, = sinhgsin ¢, (1b)
U = X; = coshg, (Ic)

with X? + Y? — U? = —R?, R = 1. This is just the upper
sheet H of the double sheeted hyperboloid that can also
be written as the coset space H~ SO(2,1)/SO(2). After
stereographic projection of H to the Poincaré disk D we
obtain the coordinates

X +1iY

- = tanh(g/2)e? =
z = tanh(¢/2)e T

=x+iyeD. (2)

An alternative set of coordinates can be obtained by
transforming to the upper half plane U by a Cayley
transformation

1+z_ i—-Y
1—-z U-X

T=1 =¢+inel, n>0. (3)

On H we have the metric ds*> = dg® + sinh?od¢? with its
geodesics given by the formula

tanh ¢ cos(¢p — 8) = cos a. (4)

Here the extra parameters 6 € [0,2z] and a € [0, 7] are
labelling the geodesics. Depicted on the disk D the
coordinate 0 is the center and « is half the opening angle
of the geodesic see Fig. 1. Pairs of geodesics differing in
orientation are related by 0 <> 0 + z, @ <> 7 — a. Hence
our space of geodesics is labeled by the coordinates (a, ).
It is called the kinematic space [7]. Topologically the
kinematic space is the single sheeted hyperboloid K ~
SO(2,1)/SO(1,1) which is the de Sitter space dS,.

We are interested in scattering states arising from the
quantization of the geodesic motion on D. More precisely
what we would like to get is a family of scattering states
parametrized by the coordinates of the points in kinematic
space K. In the language of the literature on Berry’s phase
[27,28] we would like to regard the coordinates (g, @)
labeling points in H as fast variables (to be quantized), and

yA

«

=Y

FIG. 1. The parametrization of a geodesic. The geodesic (red
curve) is parametrized by the pair (6, @) where 6 € [0, 2z] and
a € [0, z]. The coordinate 6 is the center and « is half the opening
angle of the geodesic. Alternatively one can use the pair (i, v)
defined by Eq. (9).
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the ones (a, #) labeling points in K as slow ones (regarded
as parameters).

As is well known [17] quantization of the geodesic
motion of a particle with mass 2u = 1 and energy E on H
(i.e., on the “pseudosphere” of unit radius R = 1) in the
scattering domain is effected by considering solutions of
the equation

<A—|—i+k2>l//=0 (5)

with

Am mhol) +—_ & ()
= — (sinho=— | + ———=.
sinh ¢ do ¢ o)  sinh?p 0¢?

Here A is the Laplacian on H which can be written as the
quadratic Casimir of the group SO(2, 1). Scattering states
are given by the irreps of SO(2,1) belonging to the
continuous principal series of irreps labeled by the complex
number j = —1/2 + ik, with k € R* and 1/4 +k* =E
(h = 1) being the scattering energy. In this notation the
Hamiltonian is H = —A and its eigenvalue is of the form
—j(j+ 1) = 1/4 + k*. Notice that after putting back all
the constants (R, u, h) we get

E—h2 1/4 + k> 7
—W(/Jr)’ (7)

hence the semiclassical limit 7 — 0 corresponds to the one
of 1/4 + k*> — 0. Hence for large k one can regard 1/k as
a semiclassical parameter [17].

In the upper half plane realization A can be written as
A = (0} + 9;). Then one can check that the functions on
U of the form

1

W%k(ﬂ) = l,lziik — \/ﬁeiiklogn (8)

satisfy Eq. (5). One can also verify [16,17] that these
solutions y; (17) correspond to the semiclassical (WKB)
wave functions interpreted as plane waves going to
(respectively coming from) the boundary point 7 = co.
In the disk model D this sink (or source) of plane waves is
the point with coordinates: (x,y) = (1,0). Hence for
example the plane wave g, (17) sourced at (x,y) = (1,0)
is associated with the geodesic starting at ¢_ =u =0
going through the origin z5 =0 and then arriving at
¢, =v=anx. This geodesic is a diametrical one. Its
parameters are characterized by the kinematic space coor-
dinates: (a,0) = (n/2,7/2). One can alternatively use
the coordinates (u, v) = (0, ) of Fig. 1 related to the pair
(a,0) as

u==0-a,

v==0+a. 9)

Now, since 7 = (U — X)~! = (cosh ¢ — sinh ¢ cos ¢)~!

one can write our outgoing and incoming plane waves as
Wwoi(e 9:0.7) = (U = X)~1/2%, (10)

The notation on the left-hand side emphasizes the role of
the variables which they will play in our forthcoming
considerations. Namely, the pair (¢, ¢) € H corresponds to
the fast, and (u,v) = (0,7) € K to the slow variables.

Let us also refer to an alternative parametrization, which
also elucidates the geometric meaning of our plane waves.
In this new parametrization we use the pair (u, zo) where z
is a special point of D. Hence our geodesic is starting from
the boundary point u and going through the specially
chosen bulk one z, = tanh(gy/2)e*. Clearly (u,z)
determines the end point coordinate v. Indeed, a calculation
shows that we have the formula

can (2= :tanhgocos'(u—(po)—ll (1
2 tanh @ sin(u — @)

Notice that from Eq. (11) the formula obtained in Eq. (4.6)
of Ref. [7] follows, namely

cos a = tanh g cos(¢g — 6), (12)

where the parameters (g, ) of zo determine the magni-
tude and direction of the boost needed to move the geodesic
with parameters (a,0) = (z/2,7/2) to a one with an
arbitrary (a, 0).

Apart from having the meaning as a point encapsulating
boost parameters, z, also has a nice physical interpretation
related to scattering theory. Indeed, let us form the
horocycle' at the boundary point @ = e which goes
through z,. A horocycle / at w € dD is a Euclidean circle
in D tangent at @ to dD. The point @ will be called the base
point of the horocycle. Then in the case when (u,v) =
(0,7) and z5 = 0 we have

W(j):k(z;oy ﬂ.) = e(l/Ziik)d(w;z,O) (13)

where z = tanh(g/2)e and d(w;z, z;) is the hyperbolic
length of that part of the geodesic departing from @ = 1
which is between z; = 0 and the horocycle which is based
at the point of arrival @ = —1 and goes through z, see
Fig. 2. Notice that the horocycles are acting as natural
regulators for the geodesics having infinite hyperbolic
length. According to Gutzwiller [16] the horocycles can
also be regarded as some sort of monitoring stations where
the test particles following the geodesics are registered after
(and before) they are being scattered, i.e., probing the
deeper regions of the bulk.

'For the algebraic definition of horocycles and some of their
properties see Appendix A.
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FIG. 2. The meaning of our (13) plane wave associated to a
diametrical geodesic departing from @ = ¢ =1 and going
through the point z, = 0. The green and blue horocycles going
through z, and z are either nonintersecting (left) or intersecting
(right). In the respective cases the hyperbolic length d(w; z, z) of
the red geodesic segment is positive (left) or negative (right).

ITII. A GEODESIC OPERATOR OF THE
BERRY FORM

In this section our aim is to construct an operator
associated to an arbitrary geodesic of the spacial slice of
global AdS; such that its eigenfunctions describe the
corresponding plane waves. In order to do this let us
introduce the generators Jy, J,, J3 of SO(2,1). These
differential operators are the usual Killing vectors of H
expressed in terms of the fast variables (g, ¢)

]1 + lJ2 = eii(/)(:F (90 - iCOthgaw), ]3 = —la(ﬂ

satisfying the commutation relations

[J],Jz]:—i.,3, [.12,]3]:i.]], [J3,J]]:i.,2. (14)
Since the kinematic space K described by the coordinates
(a,0) is a de Sitter space dS, one can also use the

coordinates

0

B, = cF)s = coshycosé, (15a)
sina
in @

By = 27 _ coshysind, (15b)
sina

B3 = cota = —sinhy, (15¢)

where the relation B} + B3 — B3 = 1 holds, and we intro-
duced the coordinate transformation coshy = 1/ sina.
Now our geodesic operator is defined as

H(B)EJ~B:JIBI+J232—J3B3. (16)

This operator is just an SO(2, 1) analog of a Hamiltonian
for a spin (fast variable) coupled to a magnetic field (slow
variable) showing up in studies of Berry’s phase [27,28].
Clearly we have

[H(B),J +K] =0, (17)

where K = (K|, K», K3) are the Killing vectors of K with
explicit form

K| +iK, = e*%(F 0, — itanh y0,). Ky = —i0y.
Notice that Eq. (4) for our geodesics can alternatively be
described by the constraint X - B = 0, i.e., the vectors X
and B are Minkowski orthogonal, with the former is a
timelike and the latter is a spacelike unit vector. As has been
demonstrated in Ref. [17] the vector B can be regarded as
the vector of conserved quantities for the geodesic motion
on the pseudosphere H.

Now we have J, = i(Udy + X0Jy) which is a boost.
This operator shows up in H(B) for B = By = (0, 1,0).
Let us denote this operator as

Clearly we have

ki =~ Fk (19)

Holl/(jfk = Kil//(jfk, )

where I//(jfk is given by Eq. (10). Hence these incoming and
outgoing plane waves are eigenfunctions of H,.
It is straightforward to check that we have

H(B) — ei(ﬂ/2—€)l3eiyJ|HOe—iyJ| e—i(ﬂ/2—6‘)J3_ (20)

As a result of this we can associate plane waves to each
of our geodesics. Indeed, as an example let us chose
0 =u+n/2,ie., a= /2. As u varies the corresponding
geodesics (which are just diameters of D centered at the
point zy = 0) cover all of D. These geodesics correspond to
the canonical point curve in [K of Ref. [7]. In this case y = 0
hence the corresponding family of plane waves associated
to this family of geodesics is

vi (0. ¢ u,u+m) = e™"Syr (0,930, 7)
— (cosh ¢ — sinh g cos(¢ — u)) ¥k,
(21)
These plane waves are eigenfunctions of H(B) with 6 =

u—+ /2 and a = z/2 with the eigenvalue k.. The most
general plane wave is of the form

wi (0. @su,v) = e"ey s (0,9:0,7),  (22)

where sin ((v —u)/2) = 1/coshy. Yet another way of
writing these incoming and outgoing plane waves is

l//]:(t (Q, P u, U) _ e(l/2:|:ik)d(w;z,zo)

= M2k (1 (2), h_(zp)), (23)
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FIG. 3. The meaning of our (23) plane waves for an arbitrary
spacelike geodesic going through the point z,. The green and
blue horocycles going through z, and z respectively are either
nonintersecting (left) or intersecting (right). In the respective
cases the distance function d(w;z,zy) associated to the
corresponding red geodesic segments is positive (left) or
negative (right).

where

7= tanhgei‘/’, 0= tanh@ei‘/’<‘, w = e,

2 2
where tanhy = tanh gy cos(¢o — 6). For the definition of
the lambda length A(h,,h_) see Eqgs. (A4)—(AS) of
Appendix A. The meaning of the parameters showing up

in these expressions is also explained in Fig. 3.

IV. BERRY CURVATURE

In this section we calculate the Berry curvature and give
an explicit description of the SO(1,1) gauge degree of
freedom manifesting in a GL(1,C) version of the usual
Berry’s phase. Our treatise can be regarded as an elabo-
ration on the ideas of Ref. [29].

First of all notice that the definition of the notion of
Berry’s curvature rests on the quantum adiabatic theorem
for Hamiltonians depending on a set of slowly changing
parameters. Slow means that the kinetic energy associated
with the classical motion of the parameters cannot induce
transitions between the eigenstates belonging to different
eigensubspaces. This is the case when there is a gap in the
spectrum of the Hamiltonian and this gap is much larger
than the energy scale associated to slow motion. In our case
the analog of the parametrized families of Hamiltonians is
the (16) geodesic operators with the set of parameters
belonging to kinematic space K. However, now as eigen-
states we have the scattering states belonging to the
continuous part of the spectrum so it is not obvious how
to generalize these notions in a mathematically precise way.
Such a generalization should be formulated without the use
of a gap condition [37] and for the continuous spectrum
[38] issues already discussed in the literature. Here we are
not addressing the issue of arriving at a precise formalism
along this line. We will merely use a purely formal
definition of Berry’s connection which is sufficient for
our considerations.

Let us now recall that it is known that the orthogonality
relation for the incoming and outgoing waves of Eq. (21)
is [39]

(wiElw) = (ktanh 7k)S(k — K)6(u — 1)

moreover, either the incoming or the outgoing ones form
a complete set. Normalizing by the k-dependent factors
(k € R™) one arrives at a delta-normalized plane wave i
satisfying (@if|wi5) = 8(k — K')8(u —u’).
A formal definition of the Berry connection is
Al = =SEldwE) = -SWa/UT aUlig,).

where S refers to taking the imaginary part and we have
used Eq. (22) with U = ¢!("/2=0/s¢ir/i  The exterior
derivative acts on the slow variables and (-|-) refers to
integration with respect to the fast variables. The quantity
U~'dU is the pull-back of the Maurer-Cartan form for the
group manifold SO(2, 1) to K. It is an so(2, 1) Lie-algebra
valued one form hence it can be written as a linear
combination of the generators J;, J, and J; regarded as
basis vectors. The expansion coefficients are one-forms
living on K. They can be calculated using any faithful
matrix representation for the so(2, 1) algebra. For example
the one (Jy,J5.J3) = (—£05.406,.363) will do. Then a
calculation shows that (& |J,|¥d) = (W |Jslig) =0,
hence only the one-form valued coefficient of J, is needed.
This yields

AC) = S(i(@ ||, )) sinhyd6.
Now using Egs. (15) and (19) one obtains
AL — +kcotads(k - K). (24)
The Berry curvature is

do N da

2

(4) _ g8 _
Fd = dAy) = k=

s(k—K).  (25)

Now we recall that in the integral geometric approach of
Ref. [7] the correct choice for the Crofton form is

~ 9?S(u,v)

w=— 5 du A dv, (26)

- u>> o

with e as the cutoff factor. After using Eq. (9) we see
that the Berry curvature is related to the Crofton-form times
a factor depending on the scattering energy. The sign

where

S(u,v) = glog (eA sin(
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ambiguity showing up in our Berry curvature calculation
amounts to the incoming and outgoing representation of
plane waves. They correspond to the two different ori-
entations of the underlying geodesics related by the trans-
formation (0, @) <> (6 + z, 7 — a). In Sec. V we show that
the incoming and outgoing densities of Eq. (34) are related
by an intertwining kernel whose phase is related to S(u, v)
with a k-dependent cutoff.

Berry’s connection, showing up in our calculation, is
also described by the natural Riemannian connection on
the symmetric space K. In fact, it is known [40] that for
parameter spaces of the homogeneous form G/H the
necessary and sufficient condition for the Berry connection
to be related to this Riemannian connection is that G/H is a
symmetric space and that the matrix elements of the
generators not belonging to the Lie algebra of H are
vanishing. In our case both of these conditions hold.

Another consequence of this is that the symmetric part
of the quantum geometric tensor [28,41], which defines a
metric on K up to some k-dependent factors, should be
proportional to this natural Riemannian metric. As is well
known when also quantizing the parameters within a Born-
Oppenheimer like treatment, the trace of this metric gives
rise to an electric type of gauge force [42]. In our
AdS;/CFT, setting the line element ds3,, of this metric
up to a crucial k dependent factor should be just the one
giving rise to the line element of Ref. [7]:

0S(u, v)

2 _
ds” = Ooudv

dudv. (28)

It would be interesting to calculate this k dependent factor
and clarify the meaning of ds%,, in a holographic context.
Note that the sign of this factor is crucial, since according to
Eq. (61) ds? is connected to the strong subadditivity of
boundary entanglement entropies [7].

Now we discuss the gauge degree of freedom familiar
from the literature on Berry’s phase. Let us recall our most
general (23) eigenstate of the (16) geodesic operator. We
are going to show that the gauge degree of freedom can be
traced back to our freedom in choosing the green horo-
cycle of Fig. 3. Fixing the point of tangency of this
horocycle at e this freedom of choice boils down to our
choice of base point z, located along our fixed geodesic.
Note that fixing an oriented geodesic amounts to fixing
our slow variables (u, v). Since horocycles at @ = e are
just the analogs of parallel wave fronts, the distance
function d(w; z, zy) showing up in Eq. (23) satisfies the
addition rules exploited in the Huygens envelope con-
struction [17]

d(w;z,20) = d(w;z.2) + d(w; 2. 20)  (29a)

d(w; 24, 20) = —d(w; 29, 2p)).- (29b)

Now z = tanh4 ¢ € D corresponds to the fast variables
(0, @); on the other hand the pair (zy, z;,) determines (u, v)
(though in an ambiguous manner) hence corresponds to
the slow ones. Equation (29) shows that the exponential

ei”ik = e(1/2j:ik)d(w;zo,z6) (30)

is depending merely on the slow variables. Finally taking
the exponential of Eq. (29) in an obvious notation we get

Wi = wikeis. (31)

In this equation we omitted the arguments. Clearly unlike
the exponential of Eq. (30) the eigenstates y/,, and
are depending on both type of variables.

Notice that the exponential of Eq. (30), which can be
regarded as an analog of the gauge degree of freedom
familiar from Berry’s phase, is not a phase factor. It is rather
an element of the group GL(1,C) of nonzero complex
numbers. This factor is coming from a change of reference
point used for monitoring the plane waves after or before
being scattered. Unlike in the Euclidean case where for
plane waves this change of reference results in merely a
phase shift in the hyperbolic case the change alters the
amplitude as well.

An alternative way of accounting for this gauge degree of
freedom is as follows. The geodesic operator of Eq. (16) is
just the adjoint orbit of the one H, = J, which is a boost. In
the coordinates of U it can be written as J, = i(£0; + 10,,).
In the bulk it is generating SO(1, 1) transformations in the
form e’>. These encapsulate translations by S along
spacelike geodesics. In the AdS;/CFT, language it corre-
sponds to the antisymmetric combination of conformal
transformations inducing a flow from the left to the right
end points of the causal diamond on the boundary [29].
This transformation is the analog of the symmetric combi-
nation related to the modular Hamiltonian which imple-
ments the flow from the bottom to the top of the causal
diamond. Now since ¢’/ is trivially commuting with H,
such transformations are acting on the (8) eigenfunctions as
follows:

1/24ik
MVCEI IR (%) . B=logA.  (32)
Comparing this with Eq. (A8) of our Appendix shows that
the parameter A is related to the Euclidean diameter of the
regularizing horocycle. Clearly Eq. (32) is of the (31) form
for wi, linking the gauge degree of freedom to the freedom
of choosing horocycles in an explicit manner. Moreover,
due to the (20) adjoint form this interpretation also carries
through for an arbitrary eigenstate yif. Group theoretically
the factor e+ can be regarded as a representation of the
SO(1,1) boost transformations on our scattering states in
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the form of a local GL(1, C) group element. This replaces
the usual U(1) phase factor familiar from Berry’s phase.

The relationship found here between horocycles and the
gauge degree of freedom for the scattering eigenstates of
our geodesic operator has many virtues. One of them is that
it geometrizes nicely the boundary gauge freedom in the
bulk. As nicely summarized in Ref. [29] in a boundary
theory without a scale, setting a cutoff is a gauge choice.
This implies that the space of gauge choices is a natural
object of study. In this respect the somewhat strange notion:
“the space of cutoffs” should be replaced by the math-
ematically well-defined one “the space of horocycles” G
which is according to Appendix B. a homogeneous space
just like our kinematic space K.

V. THE WIGNER DELAY

An arbitrary scattering state W;(z) can be expanded
with respect to a complete system of plane waves. Such a
system is formed by either incoming our outgoing sets of
the form [39]

wi (zu) = ey (0. 930, 7) (33a)

i (z.v) = e yg(e. 9: 0, 7). (33b)
These expressions are trivially related to the one of
Eq. (21) where on the left-hand side the fast variables
are parametrized as z = tanh%ei‘/’. Then we have the
expansions

W) =y [l wpicod G4
1 2z
=27/, c; (V)i (z.v)dv. (34b)

According to the first expansion our wave function is a
superposition of plane waves emitted from all boundary
points w = e, with ¢} (u) giving rise to a density
distribution of these sources. The second expansion encap-
sulates a superposition of plane waves absorbed at all
boundary points e’ where ¢ (v) is the density distribution
of sinks. These representations for W, (z) were called in
Ref. [17] as the past and future representations.

The density distributions of the sources and sinks can be
related in the following manner [17,30]:

A 1

7

A " K(v,u)e, (u)du,  (35)

K(v,u) = % Isin(v — u)/2]" 2%, (36)

Using the fact that the functions |m) = ™" form an
SO(2) basis for L*(S') we get

(m|8]m) = Bt Sp (37)
with

(1= ik)T(1/2 + ik + m)
CT(1+ik)C(1/2 — ik +m)’

S (38)

S,, turns out to be the scattering matrix of a one-
dimensional scattering problem in a Poschl-Teller potential,

m>—1/4
Vi) =———— 39
(0) S’ (39)
which shows up in the Hamiltonian H = —A taking care of

the quantization of the geodesic motion. This observation
identifies the operator S as the scattering operator. Indeed,
according to Refs. [30,31] the fact that S acts as an
intertwiner between Weyl equivalent principal series rep-
resentations of SO(2,1) enables this object to describe
scattering situations in a purely group theoretical manner,
an approach which has already been taken up within the
framework of algebraic scattering theory [32].

Notice in particular when looking at the structure of S in
the SO(2) basis the m = 1/2 case corresponds to the free
case resulting in Sy, = 1 for the potential (39). Moreover,
the m = 0 case for S, (up to a sign) gives the combination
showing up in the phase of the kernel K(v, u). Moreover
the kernel K (v, u) is depending on the scattering energy
k ~+/E and the quantity » — u which is the length of the
interval in the boundary. This rings a bell in connection
with the Ryu-Takayanagi conjecture, where the length
of a geodesic in the bulk turned out to be related to the
entanglement entropy of a domain of length v — u in the
boundary.

In order to further elaborate on this point let us form the
phase of the kernel in the form

K(v,u)

$3k; v, u) = K*(v,u)’

(40)

Defining formally a quantity reminiscent of the Wigner
delay2 as

d
d(ks v, u) = i 7 log DetS(k; v, u), (“41)

*The Wigner time delay is usually defined as the quantity
i4log DetS(E), where E is the scattering energy and S(E) is the
scattering matrix. In our static case we rather considered an

analogous quantity which is simply called Wigner delay in
Ref. [43].
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we obtain
d(k;v,u) = logsin®(v — u)/2 — 9, A(k),  (42)

where

siany . T(1/2 = ik)T(ik)
Y= (1/2 + ik)T'(=ik) (43)

After some work the second term can be written in a form
=0 A(k) = 2(Ry (2ik) — Ry (ik) —log2) = 2A(k).
Hence the final result can be written in the form
d(k;v,u) = log(e**®sin®(v — u)/2).

Comparing this with the explicit expression for the (27)
entanglement entropy we see that in our special case the
delay is related to the holographic entanglement entropy
with a k-dependent cutoff.

VI. PTOLEMY RELATION, SHEAR
COORDINATES AND STRONG SUBADDITIVITY

Let us choose for regularized length calculations of bulk
geodesics nonoverlapping horocycles (see Fig. 6). Then
due to the Ryu-Takayanagi relation for a boundary interval
A and the corresponding bulk geodesic A anchored to it one
should have

1 c
=—1 A)=-1 A). 44
S1 = 5 loed(A) = {log2(A). (44

Here we have used the Brown-Henneaux relation [44]
c= % with R = 1, ¢ the central charge of the CFT,, and

the relationship between the lambda length and the regu-
larized geodesic distance of Eq. (A4).

In the mathematics literature the lambda lengths serve
as coordinates for the decorated Teichmiiller space [33].
They are positive. When we use their logarithm they can be
related to entanglement entropy only for the physically
meaningful case when the horocycles are tiny hence non-
overlaping, meaning that the lambda lengths are much
greater than unity. According to Appendix A. the horo-
cycles are Euclidean circles with radius inversely propor-
tional to the third component (the height) of the
corresponding lightlike vector belonging to the future light
cone L. Hence in physical applications the tiny Euclidean
circles used for regularization correspond to null vectors
LT with heights very large. Since £ can be identified with
the space of horocycles G this means that in this case we
merely explore a portion of G.

However, in order to exploit the advantages of the full
space of horocycles, correspondingly to use the full gauge
degree of freedom for exploring new physical implications,

it is rewarding to lift the restriction on the range of lambda
lengths. This amounts to using the full space £ for our
considerations. Thus in this most general case for over-
lapping horocycles lambda lengths can be smaller than
unity, and for horocycles touching each other lambda
lengths can even be equal to one. As a result of this
observation it is worth exploring the consequences of the
more general formula

S, :§|log/1(A)|. (45)

A by-product of this generalization is the possibility of
gauging away the entanglement entropies for any sequence
of consecutive boundary intervals 7y, I,, [, I,, giving rise to
geodesic n-gons with geodesics I, 1,,..., I, serving as
their sides in the bulk. We have something more to say on
this possibility in the next section.

For the time being we use these observations as
indications that the quantities one should really focus on
are the gauge invariant ones. First we turn our attention to a
well-known quantity of that kind.

Let us denote subregions of the boundary 0D by the letters
A,B,C,D, E, F, the corresponding geodesics of the bulk D
anchored to them by A, B, C, D, E, F, and the correspond-
ing points in kinematic space K by A,B,C,D,E,F.
According to strong subadditivity for regions E and F on
the boundary 0D for the von-Neumann entropies one has

Sg+Sr 2 Spur + Senr- (46)

We choose a quadrangle as shown in Fig. 4 with

FIG. 4. A quadrangle in D used for considerations connected to
the Ptolemy relation Eq. (49).
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E=AUB, F=BUC (47)

D=AUBUC=EUF, EnF=B. (43)

According to the Ptolemy relation proved in Refs. [33,34]
we have

A(A)A(C) + A(B)A(D) = A(E)A(F). (49)
Let us write this in the form

AA)A(C) _ AE)A(F)
A(B)A(D)  A(B)A(D)’

1+ (50)

Taking the logarithm and using Egs. (44)—(48) then yields

c A(A)A(C
SE—’_SF_SEUF_SEHF:glOg <1+%> > 0.

(51)

One can easily relate this result to a well-known
one expressing strong subadditivity in terms of the cross
ratio [45]. Indeed, notice that by virtue of Egs. (2) and (3)
we have

(80— £)(&p — &) _ sin(*5") sin(#5%)
(fd - éc)(gb - éa) Sin((pd;%) Sin(%%) ’

[d,b;a,c]l=

where [d, b; a, c] is the cross ratio on RP!. Let us denote
the negative of this cross ratio by #(E), then using Eq. (A7)
one gets the alternative expression

t(E) =—[d,b;a,c] = 4 (52)

Hence 7(E) has the dual interpretations as the ratio of
Euclidean lengths 22 in the boundary U of the upper

AC
half plane, and also as the ratio of lambda lengths jg))jglc);

in the bulk U.

Notice now that unlike a lambda length A(E) the
quantity #(E) is not depending on the horocycles, it is
regularization independent. Moreover, one can prove [34]
that one can regard the quantities #(E) and #(F) with the
latter defined by

t(F) = —[b,d;a,c] = 2(B)AD) (53)

as coordinates associated to the diagonal edges showing up
in Fig. 4. More precisely, 7(E) and #(F) serve as alternative
local coordinates for the Teichmiiller space, which is the
space of shapes of bulk geodesic quadrangles.

The meaning of #(E) is as follows (see Corollary 4.16 of
Ref. [34]). Take a geodesic starting from e’?« and reaching

ioocf
T A
MNe
| uE) = 2 Tel
<~ A(B)
v _77<§\\
A(F S
N
A(A) o\
o
ou
&b 13

FIG.5. The quadrangle of Fig. 4 depicted now in the upper half
plane U. The meaning of the shear coordinate #(E) is explained.

the diagonal E in a right angle. Similarly take another
geodesic from e/#» and reaching the diagonal E from the
other side again in a right angle. These geodesics do not
generally intersect in the same point. Let us call these
points midpoints. If in the upper half plane the point &, is
sent to zero and 7. to ioco, then the distance between these
midpoints is the shear log(|&,/&,|) > 0if |£,| > |£,|. Hence
log #(E) and log #(F) have the meaning as shears associated
to the diagonal edges E and F. The illustration of the
meaning of this shear coordinate can be found in Fig. 5.

A canonical arrangement in D can be obtained when
(€'Pa, e0v ' e9a) = (—1,—i,1,e") with £ < @, < 7.
On the other hand modifying Fig. 5 accordingly, in U this
arrangement corresponds to sending the triple of boundary
points (a, b, c) to (£,,&,,E.) = (0,1, ), and the fourth
point d is located in the open interval £; € (—1,0). Then
log #(E) is negative and log 7(F) is positive. Reinterpreting
then in the canonical arrangement the shear log7(F) in
terms of the von Neumann entropies we get

Slog1(F) = S(A) + S(C) = S(B) - S(D) > 0. (54)
Clearly for £; < —1 one has log #(F) < 0.

We emphasize that the shear is independent of regulari-
zation. Since regularization amounts to using horocycles,
and the degree of freedom of choosing different horocycles
corresponds in the Berry’s phase language to choosing
different local phase factors for our scattering states, one
can say that the sheer coordinates are gauge invariant ones.
Moreover, since for pure states S(D) = S(D) the gauge
invariant shear log#(F) provides the bulk dual of the
boundary quantity S(A) 4+ S(C) — S(B) — S(D) character-
izing any fourpartite splitting of the boundary RP! into
disjoint intervals of the form: RP'=AuUBuU CuUD.
Hence we managed to find a relationship between a
boundary related entropic quantity characterizing four-
partite splits, and the bulk related shear coordinate char-
acterizing the Teichmiiller space of quadrangles.
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We can summarize our results in the form

Sp+ Sp—Spop — Senp = %log (1+#(F) >0 (55a)

Sp+ Sp— Spup — Spnp = glog (1+#E)) >0, (55b)

where in the first of these equations the overlap is given by
region B and in the second region A. As explained in [7] the
left-hand sides of these measures of strong subadditivity
can be expressed in terms of the conditional mutual
information as

I(A. C|B) = glog (1+1(F)) >0 (56a)
(B, D|A) = glog (1+1(E))>0,  (56b)

where
I(A. C|B) = S(A|B) - S(A|BC) (57)

with S(A|B) = S(AB) — S(B) as the conditional entropy.
The quantities on the left-hand sides indicate that condition-
ing on a larger subsystem can only reduce the uncertainty
about a system.

Let us now use

AMA)A(C) _ |sin(*5) |sin(<”d§‘/’<')

A(B)A(D) | sin(%524)]| sin(#52)]

1(F) = (58)

with the special choice of Ref. [7]:

(Par Vo Per Pa) = (4 = du,u, v, 0+ dv).  (59)
In lowest order we obtain

_dudv
~ 4sin?(%5Y)

1(F) (60)

Since in this case log(1 + #(F)) = #(F) + - - - we can relate
the result of Ref. [7] to an infinitesimal Teichmiiller
coordinate as follows:

~ 9%S(u,v)

Sp+ Sp— Spop — Sgap = g 1(F) = dudv > 0,

Oudv -
(61)

where S(u,v) is given by Eq. (27).
There is yet another way of rewriting Eq. (55). Indeed,
according to Corollary 4.16.d of Ref. [34] one can write

!

4 4
4i(F) =cos® D, 1+ 1(B) =cosh? S, (62)

where 7 (¢’) is the infimum of the geodesic distances
between the geodesics B and D (A and C). Finally one
can write

1 4
Sg+ Sg— Seur — Sear =G—logcosh<§> (63a)
N

1 2
SE+SF_SEUF_SEOF:G_NlOgCOSh<?>' (63b)

Notice that the left-hand sides of these equations can
be regarded as aggregate measures of how far the infrared
degrees of freedom are away from saturating the strong
subadditivity of entanglement. As we see for a particular
choice of subregions E and F we have a corresponding
geodesic quadrangle. Depending on which side of the
quadrangle we regard as a one arising from the intersection
of regions related to £ and F we have four possibilities.
However, since for pure states S(E) = S(E) etc. as far as
entropic relations associated to intersections are concerned
we have merely two possibilities. In the first case we have
ENF =B and in the second EN F = A. These cases
correspond to two possible triangulations of our quadrangle.
In this respect in the first case the geodesics F and in the
second E play a distinguished role with their sheer coor-
dinates 7(F) and #(E), satisfying #(F)7(E) = 1, are quanti-
fying our measures of conditional mutual information.
Hence the bulk meaning /(A, C|B) and I(B, D|A) is con-
nected to triangulations of geodesic quadrangles. On the
other hand we also know that the kinematic space meaning
of these quantities are areas. Note in this respect that one
can easily check that the chain rule for conditional mutual
information of Ref. [7], expressing the fact that areas in
kinematic space are additive, is just another manifestation of
the Ptolemy relation (49) in the bulk. We will see later that
this chain rule for conditional mutual information has its
roots in the patching condition for local coordinates of the
Teichmiiller space for bulk geodesic polygons.

In order to approach these issues first we look at the
kinematic space interpretation of our results. Let us
consider the canonically arranged quadrangle with

(@as @b @ 9a) = (7,37/2,0,9,)  with 7/2 <gy <z
and the following set of vectors in K:

~1 1 f
A=|-1]. B=|-1]. c=|1

1 1 1

1

-1 0 1
p=|1] e=|-1|. F=[E]

1 —1

T 0 T

where 0 <t =cot% <1 with = ¢#(E). According to
Eq. (15) one can check that these vectors correspond to
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the set (A, ..., F) of counterclockwise oriented geodesics.
We remark that the quantity cosd = i—jri is related to the
angle d between the two diagonals of the quadrangle
opposite to D, yielding the relation cos?§cosh>% = 1.
This observation provides yet another interpretation of the
measure of subadditivity in (63) in terms of the angle 9.

In the following the letters (A, ..., F) will denote the
negatives of the corresponding vectors representing the
oppositely oriented geodesics in K. Now using (62)
we have

cosh? = B - D, cosh?’ = A-C (64)
expressing the infimum of the geodesic distances between
the pairs of geodesics (B, D) and (A, C) in D in terms of the
data of the corresponding pair of points (53, D) and (A, C)
in K. These results can be used to express our boundary
measures of (63) of strong subadditivity in terms of
kinematic space data.

One can check that the vectors D — B, and C — A are
future directed timelike ones in R2!'. Moreover, one can
consider the duad of quadruplets of points (D, F, B, £) and
(C,F, A, é_’). One can then verify that these quadruplets
form a causal diamondlike structure. Indeed, for example in
the first case F, € are spacelike separated, and the vectors
D — F etc. are future directed and null. This structure is
in accord with the observation of Ref. [7] that boundary
intervals are organized according to causal structures
formed by points located in kinematic space. These
structures date back to the natural causal structure bulk
geodesics enjoy based on the containment relation of
boundary intervals. Geodesics are timelike separated if
they have embedded boundary intervals, null separated if
they share a left or right end point, and spacelike separated
if their boundary intervals are not embedded. Notice in this
respect that Eq. (61) familiar from Ref. [7] is just the
infinitesimal version of our general formula of Eq. (63).

As a simple application of Egs. (62)-(64) one can
consider the kinematic space of the static BTZ black
hole configuration [46]. In this case one starts with a
Fuchsian group I' = {y"|y € PSL(2,R),n € Z} where y
is the fundamental element responsible for the identifica-
tion of the geodesics B and D of Fig. 4 yielding the BTZ
black hole configuration with boundary components A
and C. Then the horizon length of the BTZ black hole ¢ is
given by the formula [46,47] |Try| = 2 cosh g. Hence we
see that formally the horizon length is related to the shear
coordinate #(F) via Eq. (62) and the corresponding condi-
tional mutual information /(A, C|B). Notice also that the
proper time Az between the two points 3 and D along a
timelike geodesic in K is just the geodesic length # between
the geodesics B and D i.e., we have [46] Az = 7.

Moreover back to the pure static AdS; case, according to
Fig. 6 of Ref. [46] we have four causal diamonds showing

up in twofold degenerate pairs corresponding to the
independent conditional mutual information of I(A, C|B)
and (B, D|A) located at the central belt of K partitioned
into 20 domains. They are defined by the quadruplets of
points (D, F, B, f:') and (C, F, A, E_') taken together with the
quadruplets replacing the corresponding vectors by their
overlined versions. Notice in this respect that the trans-
formation #(F) — 1/¢#(F) results in a flip between
I(A,C|B) and I(B, D|A). We will see in the next section
that this is the fundamental transformation of the A; cluster
algebra. In kinematic space then a flip of A; type yields a
change between the corresponding causal diamonds having
a common point (£), and at the same time recording also
the change in the corresponding areas i.e., conditional
mutual information,

I(A.C|B) — I(B,D|A) = glog 1(F). (65)

Hence symbolically we have the rule: a change in area
under a flip equals § times shear. Note that a A = {log ¢
type relation is of the (44) form.

Now for the BTZ black hole we have to chose a
fundamental domain in K. An example for such a domain
can be seen in Fig. 8 of Ref. [46]. In this case we have
merely one of the independent causal diamonds at the
central belt at our disposal, i.e., the one belonging to our
fundamental domain. As a result the previously mentioned
flip is not a legitimate transformation. This is an indication
of the fact that as we change the quantum state on the
boundary the corresponding cluster algebraic structure of
the bulk should change accordingly.

In order to further elaborate on this observation rather
than a quadrangle one should consider a geodesic polygon.
First of all let us notice that for a boundary interval X
the quantities log A(X) (regularization dependent lambda
lengths, related to boundary entropies) and log #(X) (regu-
larization independent shear coordinates, related to condi-
tional mutual information) provide coordinates for the
decorated Teichmiiller space, and Teichmiiller space
respectively of such polygons [33,34]. Moreover, unlike
log A(X) the shear log#(X) is depending on the context
provided by some quadrangle for which X shows up
as a diagonal for one of its two possible triangulations.
This implies that when changing a triangulation a change
in a shear coordinate of an edge also depends on how its
neighbors change.

To see this consider a pentagon, arising from the
quadrangle of Fig. 4 by adjoining an extra point &' in
the boundary with angular coordinates ¢, < @, < ¢,. Asa
result of this the boundary interval A is now divided
into two subintervals: A; and A,. Then if we change the
triangulation of the original quadrangle ABCD from a one
featuring E as its diagonal to the dual one featuring F, then
the status of A is changing from a diagonal belonging to
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quadrangle A;A,BE to a one belonging to A{A,FD. Asa
result of this by embedding the remaining sides inside of
further pentagons and using the analogs of Egs. (52) and (53)
one obtains the transformation rules

log #(A) > log f(A) — log(1 + 1(F))  (66a)
log#(C) > log 1(C) — log(1 + (F))  (66b)
log #(B) > log #(B) + log(1 + #(E))  (66c)
log (D) > log (D) + log(1 + #(E)).  (66d)

These rules show that the shear coordinates change by the
basic measures of strong subadditivity of Eq. (63), i.e., by the
conditional mutual information of Eq. (56). Since the shear
coordinates are local coordinates for the space of shapes i.e.,
Teichmiiller space [34] for geodesic polygons, and the (66)
equations are reminiscent of patching conditions for local
coordinates this result gives an interesting physical inter-
pretation for conditional mutual information. In order to
explore further the implications of this result in the next
section we formulate our considerations in terms of the
language provided by cluster algebras.

VII. CLUSTER ALGEBRAS

The basic role our conditional mutual informations are
playing in our considerations of geodesic n-gons dates back
to the fundamental one of the Ptolemy relation of Eq. (49)
playing in the generation of an algebraic structure called the
A, _3 cluster algebra [35].

In order to see this let us turn back to parametrizing the
sides of a triangulation of an n-gon by lambda lengths. For
a triangulation of an n-gon we have 2n — 3 edges, n — 3 of
them are diagonal ones. For example in the n =5 case
one can adjoin an extra boundary point e’ € D with
@y < @y to the canonically arranged quadrangle
(€', e0v ' e0a) = (=1,—i,1,€) with £ < ¢, < 7.
The five boundary points with horocycles can be chosen by
fixing the corresponding null vectors as

-1 0 1
a=| 0], b=|-1], ¢e¢=|0
1 1

CoS @y . cosSQy

=——— | singy |, d'=——| sing,

1 +cosgy 1('0‘1 I —cosqy 1(0d

Inthiscasea-b=b-c=c-d=d-d=d-a=-1
provided

=1 +\/_)cot—

cot 24
2

This gives us an example of the consecutive horocycles
touching each other hence for the lambda lengths we
have A,, = Ay = --- = A4, = 1. This amounts to using
the gauge degree of freedom to scale all of the entanglement
entropies S, = Spe = -+ = Sy, to zero. Clearly this trick
can be done for arbitrary choice of pentagons (or 7-gons) not
merely the canonical one, provided we use the full gauge
degree of freedom provided by our space of horocycles.

Though we can scale away the regularized entropies of
the sides of our pentagon we cannot do this simultaneously
for the diagonals. We have five possible choices for the
diagonals, any two of them starting from the same vertex
resulting in a triangulation for the pentagon. We have five
such triangulations and one can choose the one based on
the diagonals ac and cd as a basic one. For this basic
triangulation the corresponding null vectors then give
—a-c=2and —c-d =tan*% > 1. Using (A4) one can
define their lambda lengths:

x; =Aa,¢) = V2, (67a)
X, =A(e,d) = tan% (67b)

hence the corresponding regularized geodesic lengths are

d(a,c) =1log2 >0, (68a)

d(c.d) = 2log tan% >0, (68b)
then the associated (regularized) entanglement entropies for
these diagonals are nonzero.

For the remaining diagonals one gets

x3=A(b.d) = \2 (1 + tan%) (69a)
24 = A(b, d) —\%( (14 2) cot—> (69b)

xs=Ma,d) = (1+V2) cot— (69c)
Notice that two from the five lambda lengths are not
necessarily greater than one, hence for the interpretation of
their logarithms as entanglement entropies one should use
the generalized formula of Eq. (45).

Now the important observation we would like to make is
that the lambda lengths x;, i = 1, ..., 5 regarded as cluster
variables satisfy the recursion relation

Xip1Xiop =X + 1, (70)

where this relation should be understood modulo 5. As a
result of this the (45) entanglement entropies are
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recursively related. Clearly this recursion relation is based
on the (49) Ptolemy relation. Indeed if we consider the
basic triangulation 7 and the quadrangle abcd with
diagonal having lambda length x;, then there is a new
triangulation 7’ which is obtained by replacing the diagonal
of the quadrangle with its other one. Then the Ptolemy
relation directly gives x3x; = x, + 1. This local move is
called a flip [35]. Proceeding in this manner in the next step
one can use the flip operation for the quadrangle bcd'd with
diagonal cd having lambda length x, yielding the Ptolemy
relation x4x, = x3 + 1 etc. It is well known that the
resulting algebraic structure is called the A, cluster algebra.
This algebraic structure is independent of the triangulation
and our very special arrangement of the pentagon.

The algebraic structure exemplified by the (70) relation
we have found here is a general pattern showing up for
n-gons with n > 4, and is called the A,_; cluster algebra.
According to the general theory of cluster algebras [35] in
our special case to the diagonals of the n-gon we associate
cluster variables and to the sides coefficient variables.
The first set of variables is related to nonzero regularized
entanglement entropies, and the second set comprises the
variables answering the entropies which are scaled away.

We also note that one can identify the A,_3 cluster
algebra with the coordinate ring of the Grassmannian
Gr(2,n) of two-planes in an n-dimensional vector space
V. In this context the set of Ptolemy relations for sub-
quadrangles correspond to the Pliicker relations, providing
sufficient and necessary conditions for an arbitrary bivector
P = ij Pjje; A e to be the separable i.e., of the P =
a A B form for a, f € V. For n = 4 this relation is of the
form P12P34 - P13P24 + P14P23 =0 in accord with the
form of the (49) relation. On this point see some more
details in Appendix A.

Having found an algebraic structure in the bulk encap-
sulating the regularized entanglement patterns of the
boundary the question arises whether there is a similar
structure for gauge (regularization) independent quantities.
Based on our observations we have made in connection
with Eq. (66) the answer to this question is obviously yes.
Indeed, shears like log7(E) of Eq. (52) appearing as
logarithms of cross ratios are of that kind.

In order to elucidate this algebraic structure again we
take our canonically arranged pentagon with sides
A,B,C',D’,D arranged in a counterclockwise manner.
In this picture the diagonals E and C both of them starting
from the point z = 1 € dD provide the basic triangulation
of our pentagon. E is the diametrical geodesic of D serving
as a diagonal of the quadrangle ABCD, on the other hand
C is the diagonal of the quadrangle EC'D'D. Let us denote
the corresponding shear coordinates as

A(E)A(D)

=10 =3em)

(71)

Then applying a flip to the quadrangle ABCD turns the
diagonal E to diagonal F. Under this process the other
diagonal C stays the same but will be featuring the new
quadrangle FBC'D'. Proceeding then in the same manner
as we did in the previous section resulting in Eq. (66) we
obtain the transformation

1 uiy
= | — o
(1. 2) <l41 1+ ”1)

In the next step we take a flip to the quadrangle FBC'D’
changing C to a new diagonal say G and leaving F alone
although in a new role, namely as a diagonal of a new
quadrangle AGD'D. Proceeding recursively after a period
of five flips we get back to the initial configuration.
The new terms of this set of transformations provide the
Cross ratios

< 125 1+M1>
]+M1+M1M2, [ZARZ5)
1
l—)( +M1+M1Li2’ 1 )
Uy up (1 +uy)

— (:,ul(l + uz)) = (U, uy).

2

Notice that after this sequence of five flips we get back to
the initial set of cross ratios up to a permutation. Hence the
process really closes after a period of ten flips.

Our simple example can of course be generalized for
n — 3 cross ratios giving rise to n — 3 sheer coordinates for
geodesic n-gons (n > 4). In this case one settles with an
algebraic structure, based on triangulations of such n-gons,
with period 2n. The steps of transformations can then be
neatly summarized in a system of recursion relations which
is known in the literature as Zamolodchikov’s Y-system of
A,_3 type. As it is known the solutions of this system
of recursion relations are periodic of 2n. This result was
originally formulated as a conjecture by Zamolodchikov
and proved by cluster algebra methods later [35,36].

Hence our observations on gauge invariant cross ratios
can also be formulated within the framework of cluster
algebras. Notice also that in our first encounter with cluster
algebras for regularized entanglement entropies lambda
lengths, in our second encounter for gauge invariant
conditional mutual information cross ratios of lambda
lengths played a key role. In the cluster algebra language
in the first case entanglement entropies were associated to
cluster variables of the diagonal geodesics of polygons,
on the other hand the entropies associated to coefficient
variables of the sides were scaled away. Then the dynamics
of lambda lengths governed by the A,_; cluster algebra
was merely the dynamics for cluster variables. There exists
however, a more general definition of cluster algebras
where the coefficient variables are of dynamical type too

126022-14



BERRY CURVATURE, HOROCYCLES, AND SCATTERING ...

PHYS. REV. D 100, 126022 (2019)

[35]. Then the reader can check in the literature (see Fig. 8
of [35] in this respect) that the coefficient dynamics found
here is precisely the one of Zamolodchikov’s Y-systems.
Notice that such systems originally have shown up in
integrable deformations of conformal field theories in
connection with thermodynamic Bethe ansatz equations
for certain types of scattering problems [36]. The explora-
tion of this connection in the context of the boundary-bulk
correspondence needs further elaboration.

Let us emphasize that the logarithms of u; and u,
provide shears related to geodesic lengths of opposite sides
of quadrangles as in Eq. (62). Moreover, these quantities
under relations like (63) are connected to conditional
mutual information. Hence the cluster algebraic structure
found here is the bulk manifestation of gauge invariant
entanglement patterns of the boundary.

In summary lambda lengths provide coordinates for the
decorated Teichmiiller space of the bulk D with n marked
points on the boundary with a direct connection to
regularized entanglement entropies. In this case the dynam-
ics of regularized entropies is encapsulated in the cluster
dynamics of an A,_; cluster algebra. On the other hand
their cross ratios provide coordinates for the Teichmiiller
space itself with a direct connection to conditional mutual
information. In this case the dynamics of this gauge
invariant entanglement measure is encapsulated in the
coefficient dynamics of the corresponding cluster algebra.

VIII. AN INTEGRAL GEOMETRIC ANALOGY

Finally we would like to link some of our observations
to well-known results from integral geometry. First of all
notice that the plane waves of Eq. (21) giving rise to
the (34) expansions can be regarded as boundary to bulk
propagators. In order to see this notice that for z =
tanh$e™ and w = ¢’ one can write

it = (LY e,

where P(Z, u) is the classical Poisson kernel. Indeed the
formula

Y(z) = /aum P(z,w)c(w)dw, z€eD (73)

with dw = idu gives the Poisson representation of a
harmonic function [48] in terms of the continuous boun-
dary values encapsulated in the function c¢(w). In this
notation the quantization of the geodesic motion manifests
itself in the

WE(2) = A P o) et (@)do.  zeD  (74)

future (sink) and past (source) boundary representations for
the scattering states.

Let us consider the g € SU(1, 1) transformation which
takes the pair (zg, @) = (0, ™) to (z,w) = (z, ™). Then
a calculation [48] shows that % = P(z, w). Hence for the
(73) Poisson transform we have

dlg'w

B )
AD P(gzp, w)c(w)dw = AD c(w) T do. (75)

Hence for z = gz, for the Poisson transform we have

W(2) = (Pe)(gz0) = A clgwdo. (76)

In Ref. [11] it is shown that this boundary-bulk trans-
formation gives rise to a radon transform defined by a
double fibration featuring the relevant dual coset spaces
D =S8U(1,1)/SO(2) and 0D = SU(1,1)/H, where H is
the stabilizer of the boundary point (1,0).

For the scattering situation the density distributions of
the sources and sinks ¢ (u) are related to the scattering
state ¥(z) in a similar manner. The crucial difference that in
this case we have [17]

i/ = () et tw ™)

meaning that under fractional linear transformations these
distributions transform as densities of order % F ik.

Let us now recall that for weakly exciting the vacuum
in AdS;/CFT, the change in the entanglement entropy of
the region parametrized as (u, v) = (6 + a,0 — a) is of the
form [9,49]

0+a
6S =2rx / do
O—a

where (T‘) = —5¢-. Using the coordinates of Eq. (15) in
this formula the integration kernel, regarded as a boundary-
to-bulk propagator [9] in KK, can alternatively be written as

cos(0 — @) —cosa

T, — Tvac ,
sina < 00((P) 00 >

O(y,0; ) = sinhy + coshy cos(6 — ) (78)

which is the kinematic space analog of the quantity
showing up in Eq. (21). In this notation we can symboli-
cally write

8S(w) = 27:/ O(w, p)5T (p)dy, welk, (79)
1

where for w = (y,0) we define the interval / C 0D with

boundary points defined by the pair (@ + 60, a—0). It is

known [9] that S obeys the Klein-Gordon equation with

mass given by m? = 2.
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We can obtain an alternative understanding of this result
by noticing that Eq. (79) can also be regarded as a special
superposition of elementary solutions of a one-dimensional
Schrodinger equation with another form for a Poschl-Teller
potential. Namely this Schrodinger equation is of the
following form:

{—d—z - nz—_‘l‘] un(y) = —(j + l>2u¥;(}')- (80)

dy*>  cosh?y 2

In order to see this take the Casimir operator A = Cy =
—K? — K3 + K3 with the operators K featuring Eq. (17).
Apply then a similarity transformation by y/coshy to Cy
then the Hamiltonian on the left-hand side of Eq. (80) can
be written as H = —(Cy + }). After acting on the ansatz
in6

w(y,0) = uh(y)e™ and writing the eigenvalue of C in the
form j(j + 1) one obtains (80). Now group theory tells us
[50] that for a fixed n integer or half integer the bound state
spectrum of our Hamiltonian is given by E; = —(j +1)?
with j=-1,-2,...—nor j=—-4,-3, ... —n. There is
another discrete series of unitary irreducible representations
but these describe the physically same situation due to the
fact that our potential is symmetric under the exchange
n —n.

Now we recall at this point that originally we quantized
the fast (H) variables and we merely regarded the slow ()
ones as parameters. Now it is clear that by writing up a
Schrodinger equation of the (80) form for the slow
variables as well we elevated them to the status of
dynamical variables, amenable to quantization. Since the
Crofton form defines a natural symplectic and Kéhler form
on K the idea of also quantizing the kinematic space
degrees of freedom is a natural one [51]. Clearly in this
picture in the spirit of Sec. II we can regard Eq. (80) this
time as an equation arising from the quantization of the
geodesic motion on kinematic space.

The more familiar interpretation of our result in the usual
holographic language is as follows. One can check that
—Ay is the Klein-Gordon operator and the mass squared
term is m?> = —j(j + 1). Hence the result of Ref. [9] for
Jj = —2 follows. Namely the s = —j = 2 case corresponds
to the situation of T, encapsulating boundary data with
conformal weight 2. Dually in the corresponding kinematic
space the Lorentzian wave equation has tachionic mass,
i.e., m*> = —2. However, this holographic de Sitter con-
struction also generalizes for conserved symmetric trace-
less currents 7, ,, , with arbitrary spin [9]. In our
notation we have s = —j hence these currents in d = 2

define charges Q') of the form
0% = 20 [ (00w ) oo o(0)dp.  (51)

For s =2 we have H; = Q® (modular Hamiltonian)
then after taking expectation values via the first law of

entanglement [52] 6S = (H;), and we get back to Eq. (79).
It is clear now that taking the expectation values on both
sides of (81) results in an expression similar to Eq. (74).

In order to further compare the expressions (74) and (81)
notice that the (80) Schrodinger equation is dual to
one which should be familiar from Sec. V. Indeed, this
equation is the one arising from the dual Casimir operator
Ay=Cy=-J7—J5+J3 In this case after similar
manipulations one arrives at

{ d2+nz—_‘_l‘]v£(9)=—(j+%>zvi(9)‘ (82)

"~ do® ' sinh?o

Formally one can relate these equations by analytic
continuation y >y —i% in (80) and then replacing y
with ¢. However, in the second case (Ap) we have only
the continuous representations j = —% + ik, k € R™ since
the (39) potential is repulsive and does not support bound
states. These states give rise to the scattering results
of Sec. V.

On the other hand in the first case (Ax) we have
scattering and bound states as well. Now we have already
revealed that the bound states with j = —1, -2, ... give rise
to conserved charges of spin s = —j which can be
reinterpreted as scalar fields in K obeying a Lorentzian
wave equation. Is there any obvious holographic interpre-
tation of the scattering states of Eq. (80)? In this respect we
observe that (74) has two versions corresponding to the
source and sink interpretations of the boundary distribu-
tions, on the other hand (81) seems to have merely one.
However, for pure states in the case of (81) we also have an
antipodal symmetry which results in two classes of boun-
dary data. This implies that just like in the H case we should
have an intertwining relation in the scattering domain of the
K case as well. Recall that for the bound state case this
antipodal map yields constraints [see Eq. (12) of Ref. [9]]
for the two types of boundary data. For the scattering
domain this analogous relation should be similar to Eq. (35)
we used for calculating the scattering kernel. In order to
clarify this point further insight is needed.

IX. CONCLUSIONS AND COMMENTS

In this paper we initiated a study of the space of
horosurfaces in a holographic context. Just like kinematic
space K, this space parametrizes a special family of
submanifolds of AdS;. For the special case of a spacelike
slice D these submanifolds are horocycles satisfying
Eq. (Al). In this case there is a one to one correspondence
between the space of horocycles, which we denoted by G,
and the points of £, the positive light cone of 2+ 1
dimensional Minkowski space.

Horocycles can be used to regularize geodesic lengths
of D. Since regularized (lambda) lengths of bulk geodesics
anchored to boundary intervals are related to their
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regularized entanglement entropies the space of horocycles
is naturally related to the space of cutoffs. Regarding the
freedom in choosing the cutoff as a gauge degree of
freedom, one can say that the idea of horocycles geome-
trizes nicely the boundary gauge freedom in the bulk. The
advantage of this dual approach is that the notion “the space
of cutoffs” can be replaced by a mathematically well-
defined object G which is a homogeneous space just like K.

The physical basis which connects the spaces K and
G is scattering theory. According to Eq. (23) suitably
parametrized complex powers of regularized lambda
lengths can naturally be regarded as scattering states of
a Hamiltonian arising from the quantization of the classical
geodesic motion on [D. These scattering states are
depending on both the coordinates of the bulk (D) and
kinematic space (KK). These coordinates can be regarded as
fast and slow variables analogous to the standard Born-
Oppenheimer treatment of electrons and nuclei. However,
in our peculiar case this “fast-slow” parametrization is also
linked to an arbitrary choice of a base point z, € D which
is in turn connected to a special choice of the green
horocycle of Fig. 3 which is an element of G. In
Eq. (29) we have shown that this ambiguity in the choice
of this horocycle is directly linked to a gauge degree of
freedom. A convenient way to display these findings is the
language of Berry’s phase.

As is well known parametrized families of quantum
states give rise to gauge structures living on parameter
space. In our case the parameter space corresponds to the
space of slow variables which is kinematic space K, and
the families of quantum states are our scattering states. We
have shown that the Berry curvature of the connection
responsible for the GL(1,C) holonomy of the previous
paragraph is just the Crofton form with a coefficient
function depending on the scattering energy. This is what
was expected since K is a symmetric space of the form
G/H and in this case Berry’s connection is simply related
to the Riemannian connection on K, provided that the
matrix elements of the generators not belonging to H are
vanishing. The latter condition holds for our case of
scattering states. Another consequence of this is the fact
that the symmetric part of the quantum geometric tensor
[41] is up to a scattering energy dependent function is just
the metric of Eq. (28) known form [7]. It would be of some
interest of calculating this function and identifying its
meaning in a holographic context.

Notice also that the fact that Berry’s curvature is propor-
tional to the Crofton form, should really be spelled out
differently. Indeed, this curvature form should rather be
regarded as a one proportional to the natural Kirillov-
Kostant symplectic form defined on a coadjoint orbit.
This idea is well known from the literature on geometric
quantization. Since our geodesic operator of Eq. (20)
underlying our calculations is of coadjoint type, our result
is in accord with other ones written in this spirit [53]. As far

as a link with these observations and holographic duality is
concerned notice that kinematic space is just a particular
coadjoint orbit of the conformal group SO(d,2), with the
Crofton form for d =2 equal to the standard Kirillov-
Kostant form [49]. Since K is a symplectic manifold, it can
be quantized according to the methods of geometric
quantization. In our analogy with fast and slow variables,
that would mean to regard our space of parameters K as
dynamical variables also amenable to quantization. Some
useful piece of information has already shown up in this
respect in [49] where observations on the possibility of also
quantizing the kinematic space variables were presented.
Since kinematic space is the single sheeted hyperboloid,
quantization via the orbit method produces naturally the
principal series representation of the conformal group. This
is precisely the representation, labeled by the wave number
k, taking care of our scattering states coming from the
quantization of geodesic motion. It would be interesting to
clarify within this framework the physical meaning of the
k € R™ dependent prefactor of the Crofton form showing
up in Eq. (25).

In Sec. V we observed that our scattering states based on
lambda length constructions provide two different types
of expansions for an arbitrary scattering state. They are
associated with two different boundary distributions cor-
responding to the starting and end points of the geodesics.
These expansions encapsulate superpositions of plane
waves absorbed or emitted at all boundary points. These
future and past representations are related by a scattering
operator. We observed that the derivative of the phase of the
kernel of this operator with respect to the scattering energy
is proportional to the entanglement entropy. This result
relates a Wigner delay type quantity to the entanglement
entropy. Though formally this construction can be gener-
alized to more general scattering scenarios by the method
of intertwiners [30], it is not obvious to us whether a
physically sound relationship between Wigner delays and
entanglement entropies found here can also be established
for more general holographic situations.

In Secs. VI and VII by making use of the gauge degree of
freedom provided by horocycles we reconsidered standard
results on strong subadditivity using lambda lengths. The
interesting new possibility showing up in our treatise was
the use of formula (45) in holographic considerations,
making full use of the space G. This approach culminating
in Eq. (56) has revealed a connection between conditional
mutual information and shear coordinates parametrizing
the deformation (Teichmiiller) space of geodesic quadran-
gles. For infinitesimal quadrangles one gets back to the
result of [7] in a new (61) form. As a by-product of our
approach [see Eq. (63)] a dual interpretation of boundary
conditional mutual information in terms of bulk geodesic
distances of opposite sides of hyperbolic quadrangles
emerged. We also explored the kinematic space represen-
tation of these results summarized in expressions (64)
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and (65). Generalizing these ideas we have shown that for
geodesic polygons the chain rule for conditional mutual
information expressing the fact that volumes in kinematic
space are additive, can be regarded as ones arising from
the (66) patching conditions for shear coordinates.

We have emphasized that the basic role the gauge
invariant conditional mutual informations play in these
elaborations dates back to the unifying role of the Ptolemy
identity (49). This identity is the basis of recursion relations
underlying transformation formulas like the ones we have
obtained for the (71) pair (u;, u,) of shear coordinates of
geodesic pentagons. Indeed in the general case of geodesic
n-gons these recursion relations are precisely of the form of
Zamolodchikov’s Y-systems of A,_; type. A consequence
of this is that for the vacuum state of the CFT the A,_5
cluster algebra provides the algebraic structure for organ-
izing the gauge invariant entanglement patterns of the
boundary into the bulk. Note that for this to work the
more general formulation of cluster algebras is needed
where the coefficient variables are also of dynamical type
[35]. We conjecture that a holographic interpretation of the
corresponding coefficient dynamics answering the dynam-
ics of Zamolodchikov Y-systems is directly related to the
dynamics of holographic codes discussed in Ref. [54].
Indeed, for the construction of such dynamics Pachner
moves [54] and the Ptolemy grupoid play a basic role. Such
moves are just the flips underlying our cluster dynamics
and the mutation of the corresponding quivers [35] is just
its representation in kinematic space. One can convince
oneself on this point by having a look at Fig. 3 of Ref. [35]
showing that triangulations of geodesic n-gons in D give
rise to quivers in K. Explicitly, putting a frozen vertex at
the midpoint of the n sides and a mutable vertex at the
midpoint of the n — 3 diagonals of an n-gon labeled by the
corresponding vectors of K gives rise to a quiver reminis-
cent of a tensor network living in kinematic space. An
elaboration of these ideas would connect the algebraic
structure of cluster algebras to current research topics like
holographic codes [55], MERA [56], etc.

In Sec. VIII we embarked in an elaboration of the integral
geometric implications of our results. Equation (72) of this
section is clearly illustrating that quantities like the one of
(23), based on lambda lengths connected to our space G, are
related to integral kernels. In particular the future and past
representations for scattering states of Eq. (74) are just
radon-like transforms between the bulk and the boundary
based on the corresponding double fibration. The elementary
scattering problem associated to this situation is given in
terms of Ap in Eq. (82). Interestingly there is an analogous
scattering problem of Eq. (80) associated to the situation of
weakly exciting the vacuum in AdS;/CFT, featuring Ak.
Such scattering problems on D and K are related by analytic
continuations. Let us remark here that interestingly both of
the scattering potentials of Egs. (82) and (80) show up in the
scattering problem of Ref. [24] occurring in connection with

the trace formula for the Euclidean form of the BTZ black
hole metric.

In this paper we have not attempted to dwell in the
integral geometric subtleties of the double fibration featur-
ing our basic actor: the space G. This would mean working
out the physical implications of a horocycle transformation
[11] between D and G, which is analogous to the x-ray
transform used successfully in Refs. [7,8]. The exploration
of such ideas we postpone for future work.

In our work we explored the simplest instance of gauge
structures related to the entanglement patterns of the CFT
vacuum. We achieved this task by studying the scattering
states, parametrized by the coordinates of KK, associated
to quantized geodesic motion. The obvious question is,
how to generalize our findings to more general CFT states
reflecting other holographic scenarios. The simplest option
for exploring the gauge structure of other boundary states is
to study their dual classical geometries in the bulk with a
different type of geodesic motion to be quantized. Since in
2 4 1 dimensional gravity there are no local gravitational
degrees of freedom in the bulk side of the AdS;/CFT,
correspondence global issues are of importance. This
means that since every classical solution in AdS; gravity
is locally AdS; then all the interesting global geometries to
be studied in this context are of the form AdS;/T" for some
discrete subgroup I' of SO(2,2). Such solutions can be
thought of as generalized eternal BTZ black holes [20-23].
In this picture for a static space-time the simplest example
when I' is a Fuchsian group of PSL(2, R) generated by a
fundamental element the corresponding geometry is the
BTZ black hole which is a two boundary wormhole.
Choosing more interesting examples for I' yields multi-
boundary wormholes which have already been investigated
in the holographic context [23]. Such space-times can be
obtained by factorizing U by a subgroup I' of PSL(2,R)
obtaining a Riemann surface S. The upper half plane U is
then embedded into AdS5 and the action of I is extended to
AdS; [22,23]. For the static slice then one should consider
the scattering states of the corresponding quantized geo-
desic motion and check how the entanglement patterns of
the boundary manifest themselves in scattering data, like
Wigner delays, scattering matrices, etc.

For extremal multiboundary [21,22] wormholes this
means studying scattering problems similar to the ones
familiar from the literature on quantum chaos [16-19].
These investigation were based on classical results on the
scattering theory of automorphic functions [14,15] based
on Eisenstein series. One particular example of that kind is
Gutzwiller’s leaky torus [16], which is a Riemann surface
with genus one, with a cusp. The complication with the idea
of using such examples in a holographic context is that
what one really has to consider is not merely a scattering
problem but a parametrized family of such problems where
the parameter space is either the Teichmiiller space of S, or
a fundamental domain of kinematic space [46]. The other
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problem is that for models with physical import one should
leave the domain of extremal wormholes. For nonextremal
multiboundary wormholes no results of that kind to be used
are known to the author. In this context we must note
however, that these complications can be evaded for the
scattering situation showing up for the Euclidean form of
the BTZ black hole metric in Ref. [24]. As we have already
emphasized, here the scattering situation simply coincides
with a one featuring both of the potentials of Egs. (82)
and (80). There is a caveat however, since the potential
strength parameter n” of Eq. (80) in the BTZ context should
be changed to —n?. In any case revisiting the approach
adopted in that paper could be the first step for generalizing
our scattering related considerations for a situation with
AdS;/T type geometry encoding more sophisticated quan-
tum states than the CFT vacuum.

In Sec. VII we have shown that for the CFT, vacuum the
A, _3 cluster algebra plays an important role in describing
how the gauge invariant conditional mutual information
of intersecting boundary intervals, giving rise to geodesic
n-gons, can be patched together using shear coordinates of
elementary bulk quadrangles. Moreover, we have observed
that the cluster dynamics based on flips (or alternatively on
quiver mutations) provides a dynamics similar to the ones
conjectured for holographic codes [54]. How can these
observations be generalized for more general CFT, states?
In order to answer this question the simplest example
to be explored would be the BTZ black hole solution
which is dual to a thermal state of the corresponding CFT,.
It is known that the ¢ = 0 geometry of the extremal BTZ
solution is that of a punctured disk (see Fig. 7 of Ref. [22]).
Moreover, it is also known [57] that for n > 4, n-gons with
a puncture give rise to a cluster algebra of type D,. In
particular the simplest n = 4 case of quadrangles of the
punctured disk is connected to the coordinate ring of
Gr(6,3) the Grassmannian of three-planes through the
origin in a six-dimensional vector space [35,57]. These
observations indicate that there could be a natural way to
associate different types of cluster algebras to a particular
subclass of CFT states. As another example giving some
support to this expectation one can also notice that
according to Fig. 7 of Ref. [22] the t = 0 geometry of
the nonextremal BTZ should be equivalent to an annulus.
Then one can consider the situation of a pair (n;,n,) of
marked points lying on the corresponding boundaries. By
considering triangulations the corresponding cluster alge-
bra is the one listed in Table 1 of Ref. [57].

In the most general case in the context of Ref. [23] one
should then start with an arbitrary bordered Riemann
surface S with a set M of n marked points. One can then
consider ideal triangulations of (S, M) and their associated
lambda lengths a setup which provides cluster algebraic
structures associated to (S, M) in a natural manner. Actually
this is the original context where cluster algebras have
shown up [35]. One can even guess that for multiboundary

wormholes, cluster algebras might provide a natural alge-
braic means for encoding the gauge invariant entanglement
patterns of a certain class of boundary entangled states in
the geometry of bulk geodesics. Moreover, the correspond-
ing cluster dynamics might educate us on dynamical issues
concerning holographic codes. Since the corresponding
quiver dynamics based on mutation can naturally be
represented in the corresponding kinematic spaces this
could provide us with a natural algebraic setup for general-
izing the observations on the MERA network living in K
associated to the CFT vacuum [56]. In order to explore this
possibility further, one should start trying to set up a
dictionary between the mathematical structures provided
by tensor networks and holographic codes on one side and
the ones of cluster algebras on the other. This interesting
idea needs further elaboration.
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APPENDIX A: HOROCYCLES AND
LAMBDA LENGTHS

We consider special curves in H called horocycles. Let us
denote by R?>! the 2 + 1 dimensional Minkowski space-
time equipped with the Minkowski inner product. Define
the positive light-cone £+ C R?! as the set of vectors b
satisfying b-b = b7 + b3 — b3 =0 and b; > 0. Then a
horocycle h is a curve with points X € H C R>! [see
Eq. (1) for notation] satisfying
X-b=-1/vV2, X -X=-I,

b-b=0, (Al

where for the rationale of the appearance of the number
1/ /2 see Ref. [34]. Note that the correspondence between
the set of horocycles and the set of points in £ is one to
one. In the text we denote the space of horocycles by either
of the symbols G and L. The first of them (G) refers to its
meaning as the space of gauge choices corresponding to the
gaugelike degrees of freedom showing up in the Berry’s
phase context of Sec. IV.

From Eq. (Al) it follows that when viewed in D the
points (x,y) lying on the horocycle satisfy the equation

(”%)2 i (y_ 1 f\%m)z e +x1/§b3)2’
(A2)
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where x = X5 and y = 1+_U The lightlike vector b € R>!
also defines a point @ in the boundary with coordinates
(w1, m,) = (by/b3,b,/b3) € ID. Clearly the image of
the horocycle in D is a Euclidean circle with radius r =
1/(1 + +/2b;) tangent to the boundary at @ with 27 as the
penetration depth of the horocycle. One can make contact
with the notation used in the considerations following
Eq. (22) by noting that

by + ib,
bs

w=e"=w +iv, = €oD. (A3)

Let us now consider a geodesic departing from w_ = e
and arriving at @, = e'’. Let the corresponding lightlike
vectors of R%! be denoted by b*. They define horocycles
h, and h_. We have bt - b~ = b by + b3 b5 — b} b3.

Now we define the lambda length of the geodesic labeled
by the pair (u,v) € K as

Ah,h.)=vV-=b"-b". (A4)

Then we have the result [33,34] stating that the signed

Poincaré distance d(h_, h_) along the geodesic from w_ to

. between h_ and &, taken with positive signif 4, N h_

is disjoint and with negative sign otherwise, is related to the
lambda length as

P(hy h.) = elhh), (AS5)

Fixing a point of departure w = w_ for an oriented
geodesic in the boundary and another point z; in the bulk
lying on it fixes a horocycle /_(zy) and the point of arrival
.. Moreover, for a varying point z in the bulk the
corresponding horocycles /1, (z) are also fixed uniquely.
Then we have

,12(}1+ (Z), h_ (ZO)) — ed(h+(z).h_(zo)) — ed(a);Zo,Z)
clarifying the meaning of Eq. (23) in terms of the lambda
length.

As an example take

(A6)

1
b* € LT < —(£1,0,1),
V2

where the penetration depths are 2r, =2r_=1.
These data give rise to the diametrical geodesic of Fig. 2
with end points (+1,0) € ID. Then (unlike in Fig. 2) the
corresponding horocycles are touching each other at
the origin of D yielding for the Poincaré length of the
geodesic segment d(h,,h_) =0 in accordance with
—b* b~ =1 = ¢%""), Hence for this special choice
the lambda length is unity. Notice that as an alternative
description for G can be given as the set of SO,(2, 1) orbits
of the distinguished horocycle defined by b™.

Note that in the upper half plane model the boundary oU
is RP! =R U {ico}. For a segment A, with Euclidean
length L4, belonging to the R part of the boundary the
lambda length of C is given by the simple formula [34]

Ly= |€c_

(A7)

where A, and A, are the Euclidean lengths for the
diameters of the corresponding horocycles, and 7, 7. €
U are the end point coordinates of the geodesic segment
lying in between the corresponding horocycles. This
formula is valid for any geodesic which is represented
as a circular arc centered on R. The formula is illustrated
in Fig. 6. For the other type of geodesics which are just
straight lines parallel to the # axis for the lambda length
we have [34]

n
A=/ A8
z (A8)
i.e., it is showing merely dependence on the parameters 7
and A characterizing the horocycles centered at ico and an
arbitrary point on R.

Now we relax the assumption of taking merely the static
slice, and define lambda lengths for AdS;. In order to do
this we elevate the three component vectors of Eq. (Al)
taken from R>! to the status of four component ones taken
from R?2. Hence now X and X’ have components
(X,Y,U,V)and (X',Y', U, V') and

X - X=XX+YY-UU-VV. (A9)
In this notation AdSj is the embedded surface given by

the one sheeted hyperboloid X - X = —1. Alternatively one
can define the matrix

A
|£c gb'
Aa = VAR A v
A(A)
Tb. .7—0
o/ s

»
|

fb A fc f

FIG. 6. Illustration of the meaning of the lambda length for a
circular arc centered on R which is a part of the boundary OU.
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XE(UH( Y_V) (A10)
Y+v U-X

then AdS; is defined by the equation DetX = 1. In this
picture AdS; is the group manifold SL(2,R) and the
connected part of the isometry group SO(2,2) =~
SL(2,R) x SL(2,R)/Z, acts as X > g; Xgg” with g;,
gr € SL(2,R). Moreover, for two points of R*? we have

1 PN
XX = ETr(X’gXTg),

where € is tensor with
€1 = —& = 1.

For lambda length calculations we are interested in
spacelike separated points X', X € SL(2, R). In the special
case when X’ = I this implies that Tr(X) > 2, i.e., U > 1.
In analogy to Eq. (A1) one can regard the vectors b* as four

component null vectors, or alternatively rank one matrices
b*. Then one can write

the 2 x2 antisymmetric

A

bt =u u,” (Alla)

B_ = VLVRT, (Al 1b)
where the notation refers to the dyadic product of two two-
component column vectors.

Now the four component analogs of Eq. (Al) define
objects we call horosurfaces

h, ={X € SL(2,R)|X - b* = —1/v2,b* - b* = 0}

with Tr(X) >2, Tr(b*)>2. As in the proof of
Lemma 2.1 of Ref. [33] we can homogenize the defining
equation of horosurfaces as 2(X - b*)? = —X - X. Then
for spacelike geodesics we have

cosh’d(X, X') = (XX;X)QZ (A12)
Demanding that

X=t"+(1-t)b- €h, (Al13a)

X' =sbt+ (1l —s)b” €h_, (A13b)

we obtain s =1—¢=(1+4%)7!, where 2*(h ,h_)=
—b* - b~. Using this in Eq. (A12) we obtain the result
edhh) = 22(h, h_) = —b* - b~ (A14)
which is just the straightforward generalization of Eq. (AS).
Using Egs. (A9)-(All) one can also obtain an the
alternative formula:

edhh) = 22(p h_) == (ugTevg)(u Tevy).

N =

Finally for the geodesic length between two horosurfaces
one obtains

d(h.,h_) =log(ug’evg)(u,"ev,) —log2 = £,¢, —log2,

where 7., is the regularized length between boundary
points introduced in Ref. [47]. Hence this argument relates
Zreg t0 a generalization of Penner’s lambda length. For

the static V = 0 slice X is a symmetric matrix hence u =
u; = uy and v = v; = vy in this case the formula gives an
alternative expression of the usual lambda Ilength.
Moreover, for the quadrangles of Sec. VI the four boundary
points can be described by the four two-component vectors
u, v, w and z. The eight components of these column
vectors can be arranged in a 2 X 4 matrix (u|v|w|z) with its
six possible minors PW where u, v =1, 2, 3, 4 serve as
Pliicker coordinates for the Grassmannian Gr(2,4). For
example one has P;, = u’ev. In this picture the Pliicker
relation PiyP34 + P14Py; = P13Py4 boils down to the
Ptolemy relation of Eq. (49) the basic relation of the A;
cluster algebra [35].

APPENDIX B: DOUBLE FIBRATIONS

Here for the convenience of the reader we summarize the
set of double fibrations based on the group G = SU(1, 1)
implicitly used in the text. We follow the notation of
Chapter I of [11].

Let us consider the subgroups of G:

K =50(2) = {(e: eg(ﬂ): cpER}

coshy sinhy
A=S80(1,1) = . t7€ER
sinhy coshy

e 0
wez{( )]
0 ¢
e 0 z
M = tp=0,+=
(s ow)iom0s5m)
1+t —it
N:{< o ’,>;teR}.
it 1—it

Let us choose H=M'A and L = K n H. Then in this
notation we have the two maps z;:G/L - D and
7,:G/L — K' where

D = G/K, K' = G/H,

i.e., the Poincaré disk regarded as the spacelike slice of
AdS; and its space of unoriented geodesics K’ forms a
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double fibration of the group G. This latter term means that
71 5 are projections of the respective fiber bundles, the map
7y X7 :G —» D x K is an immersion, and moreover for
cach zeD and (€K the sets D, =r(n5'({)) CD
(geodesics of D parametrized by the points of K’) and
K'. = m,(a7'(z)) c K’ (the point curves of K' parame-
trized by the points of D) are smooth submanifolds. It can
be shown that G/L can naturally be identified with the
space of pairs of left cosets of the form (gK, gH) where
gK n gH # 0. Clearly fixing either coset the latter relation
can be regarded as an incidence relation defining point
curves and geodesics of the respective spaces. As explained
in Refs. [7,8] the geometric data on the spaces D and K’ is
connected by the X-ray transform.

Let us now choose H' = MN and L' = K n H'. Then in
this case in an analogous manner we have a corresponding
double fibration between the two spaces,

D=G/K, G=G/H,

which gives a correspondence between the static slice of
the bulk and the space of horocycles. The relevant trans-
formation in this case is the horocycle transform.

Finally one can choose H” = MAN and L" = K n H".
In this case MAN is the subgroup leaving invariant the
point (1,0) of D. The corresponding double fibration is
between the two spaces,

D = G/K, oD = G/H",

which gives a bulk-boundary correspondence. The integral
transform associated with this situation is the classical
Poisson transform. A version of this transformation has
been used in Eq. (74) of Sec. VIII where we transformed
the boundary distributions of sources and sinks to the two
different representatives of the scattering wave functions.
As discussed in Sec. V the intertwining relation between
these two representatives gives rise to the kernel of Eq. (36)
used in our considerations of the Wigner delay.
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