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The interiors of mature neutron stars are expected to host superfluid neutrons that can flow relative to the
normal component tracked by electromagnetic emission. Hence, analogously to the hydrodynamic
description of terrestrial superfluids like 4He, the system is best described by means of a two-fluid model.
We study wave propagation in the crust and core of a neutron star by conducting a local plane-wave analysis
of the two-fluid hydrodynamic equations for a homogeneous macroscopic element of nuclear matter. We
explicitly account for a background flow between the two components (as would be expected in the presence
of pinning of superfluid vortex lines) and the entrainment coupling, and we consider both standard (Hall-
Vinen) and isotropic (Gorter-Mellink) forms of the mutual friction. We find that for standard mutual friction
there are families of unstable inertial and sound waves both in the case of a counter-flow along the superfluid
vortex axis and for counterflow perpendicular to the vortex axis and find that entrainment leads to a
quantitative difference between instabilities in the crust and core of the star. For isotropic mutual friction, we
find no unstable branches of the dispersion law and speculate that instabilities in a straight vortex array may
be linked to glitching behavior, which then ceases until the turbulence has decayed.
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I. INTRODUCTION

Describing the inner structure of a neutron star (NS)
requires theoretical methods consistent with astronomical
observations. Despite the recent detection of gravitational
waves emitted during an NS merger [1], which delivered
interesting constraints on the equation of state of matter at
high densities [2], direct data from the deep layers of an NS
are inaccessible.
To date, most of the signals we receive from NSs consist

of electromagnetic radiation emitted by the star, which
carries mostly information on the processes in the mag-
netosphere or outermost, low density, layers. However, in
some cases, the electromagnetic spectra allow to constrain
the surface temperature controlled by the heat conduction
and neutrino emission, which in turn depends on the
physics of deep layers, i.e., whether the interior contains
superfluid components or not [3]. In fact, neutrons can pair
and form a superfluid in the inner crust and core of an NS,
with protons also expected to be superconducting in the
core (see Haskell and Sedrakian [4] for a recent review).
Superfluidity and superconductivity profoundly alter the
dynamics of the internal components that can now flow
relative to each other with small dissipation for extended
periods of time.
In particular, the presence of superfluid matter in the

outer core and inner crust of an NS is believed to be
connected with glitches, sporadic, and small increments of
the rotational frequency of a pulsar [5].

In fact, glitches are generally assumed to be due to the
sudden recoupling of the interior superfluid neutrons and
the normal crust, which is tracked by the electromagnetic
emission [6,7]. Glitches allow for an indirect probe of the
NS interior and can be used to obtain constraints on
physical parameters of the star [8–12]. The superfluid
component, however, also has a strong impact on the
spectrum of global oscillations of the NS, as the increase of
degrees of freedom leads to an increase in the number of
modes [13,14]. Furthermore, the presence of a superfluid
may affect the oscillation modes of an NS as also
Tkackenko waves in the vortex array could be excited
[15,16]. This in turn will have observational consequences,
as global modes of oscillation can lead to gravitational
wave emission [13,14,17,18] and may be at the heart of the
observed quasiperiodic oscillations in the tail of magnetar
giant flares [19–21].
The hydrodynamics of coupled superfluid and normal

fluid systems plays a key role in the analysis of not only
NSs, but also laboratory superfluids. In particular, it is well
known that thermal counterflow of the normal fluid with
respect to the superfluid can generate turbulence, and that
the vortex array will be disrupted by the so-called
Donnelly-Glaberson (DG) instability [22]. Many experi-
mental and theoretical studies have recently investigated
counterflow turbulence and the link between the motion of
the normal fluid and that of the superfluid [23–26]. The
instability is a general feature of superfluids with vorticity,
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and is thus likely to operate in NS interiors [27,28], as
phenomena such as precession and Ekman flow can lead to
large scale motions along the rotation axis [29]. The DG
instability is not stabilized by the magnetic field and could
play an important role in an NS [30].
Very few experiments (see, e.g., Swanson et al. [31],

Finne et al. [32]), however, have dealt with instabilities due
to counterflow coupled to rotation, which is a setup
reminiscent of the neutron star interior, in which the normal
component can rotate at a different rate with respect to the
neutron superfluid. A notable exception is represented by
the experiment of [33], who considered rotating spherical
containers of superfluid He II, that abruptly changed
angular velocity, and studied the relaxation of the fluid
(see Eysden and Melatos [34] for a recent analysis of the
experiment).
To make progress in the neutron star problem, we adopt a

hydrodynamical approach similar to that used in the study
of superfluid He II, the so-called Hall-Vinen-Bekarevich-
Khalatnikov (HVBK) two-fluid model [35,36], and based
on the multifluid neutron star hydrodynamics proposed by
Andersson and Comer [37]. This allows us to study the
dispersion relation of waves propagating in the coupled
fluids and investigate not only their spectrum, but also
which branches of the dispersion relation may be driven
unstable by the counterflow of the superfluid and normal
components. Such instabilities may signal the transition
to a turbulent state and may both trigger a glitch and affect
the response of the fluid after the event. An example
of such trigger is the Kelvin-Helmholtz instability on the
isotropic-anisotropic interface between the 1S0 and 3P2

neutron superfluids close to the crust-core transition [38].
Another group of instabilities, namely two stream instabil-
ities, may also be related to glitches since the entrainment
effect could provide a sufficiently strong coupling for
the instability to be astrophysically plausible [39–42].
Instabilities in pinned superfluids have been studied by
Link [43,44], who considered a regime in which vortices are
pinned either to nuclei in the crust, or to superconducting
fluxtubes in the core of the star, with only a small number of
them “creeping” out. On a larger scale, the global flow in an
NS may also be susceptible to various instabilities in
spherical Couette flow [45–47], and such instabilities
may also be related to timing noise in radio pulsars [48],
and precession of the rotational axis of NSs [49,50].
In the present work, a local three-dimensional plane

wave analysis of equations of motion for a multiconstituent
fluid [37] is performed. We consider two fluids, the
superfluid neutrons and a normal charge neutral fluid that
consist of electrons and protons [51]. Dissipative coupling
between the fluids is given by mutual friction, while a
nondissipative coupling is due the entrainment effect, that
accounts for the reduced mobility of neutrons especially in
the crust [52,53]. We start from the analysis of Sidery et al.
[28], who analyzed the oscillations of such a system,

assuming the fluids to be locked in the background
configuration, and in our calculation also allow for a
velocity difference between the constituents in the back-
ground, and explicitly account for entrainment. Physically,
such a background velocity difference will be built up if
vortices are pinned in the crust or core of the star and is
crucial for our analysis.

II. TWO-FLUID HYDRODYNAMICS

Our starting point will be the multifluid formalism
of [37]. We consider the hydrodynamical equations of
motion for two dynamical degrees of freedom, the super-
fluid neutrons, and a charge neutral fluid consisting of
protons and electrons locked together by electromagnetic
interactions on timescales shorter than those of interest for
our problem. The momentum equations take the form� ∂

∂tþ vjx∇j

�
p̃x
i þ εxw

yx
j ∇iv

j
x þ∇iðΦR þ μ̃xÞ

þ 2ϵijkΩjvkx ¼ fxi : ð1Þ
Indices x and y label the constituents, and the inequality
x ≠ y is always understood to be true. The proton-electron
fluid will be denoted as p (and often referred to as the
“proton” fluid, as electrons ensure charge neutrality, but
only carry a small fraction of the inertia of the fluid) and
superfluid neutrons, labeled as n. Indices i, j, k label the
spacial coordinates. Summation over repeated indices is
implied (excluding the summation over constituent x and y
indices). The velocity of constituent x is vxi while wyx

i ¼
vyi − vxi is the difference between velocities of components.
The angular velocity of the star in the background con-
figuration is given by the vector Ωi, and we have included
the centrifugal term in the potential ΦR, that in spherical
coordinates can be written as

ΦR ¼ Φ −
1

2
Ω2r2 sin θ2; ð2Þ

where Φ is the gravitational potential which is given by the
Poisson equation

∇2Φ ¼ 4πG
X
x

ρx: ð3Þ

μ̃x ¼ μx=mx is the chemical potential per unit mass, and ρx
is the density of the x constituent. In the following, we
make the approximation mp ¼ mn ¼ m. Finally, the
momentum per unit mass p̃x

i , which due to entrainment
is not aligned with the velocity vix, is

p̃x
i ¼ vxi þ εxw

yx
i ; ð4Þ

where εx is the entrainment coefficient. Assuming
that individual species are conserved, the continuity
equations are
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∂ρx
∂t þ∇jðρxvjxÞ ¼ 0: ð5Þ

The force fxi on the right-hand side of Eq. (1) is the vortex
mediated mutual friction [35], and it represents an average
of individual interactions between vortices and the normal
fluid on the subhydrodynamical scale. As such its form
depends strongly on the properties of the vortex configu-
ration within the fluid. For straight vortices and laminar
flow, vortex mediated mutual friction force takes the
form [54]

fxi ¼
ρn
ρx

nvB0ϵijkκjwk
xy þ

ρn
ρx

nvBϵijkκ̂jϵklmκlw
xy
m ; ð6Þ

where hats represent unit vectors, and the vector κi ¼ κΩ̂i

points along the vortex array, which is colinear with the
rotation axis, and κ ¼ h=2mn is the quantum of circulation.
The vortex density per unit area, nv, can be linked to the
average large scale vorticity ωi of the superfluid as

κinv ¼ ωi ¼ ϵijk∇jp̃n
k þ 2Ωi; ð7Þ

which for two fluids rotating rigidly around a common axis
with angular velocities Ωp and Ωn reduces to

κinv ¼ 2Ωn
i þ 2εnðΩp

i −Ωn
i Þ: ð8Þ

For vanishing entrainment, or if the two fluids corotate, the
above expression reduces to the standard Feynman-
Onsager relation for rotating superfluids, κinv ¼ 2Ωi

n.
The mutual friction parameters B and B0 in (6) can be

expressed in terms of dimensionless drag parameter R as

B ¼ R
1þR2

; and B0 ¼ R2

1þR2
; ð9Þ

where R encodes the microphysics of the dissipation
processes that give rise to mutual friction in the stellar
interior.
Theoretical calculations provide values for the drag

parameter R ≈ 10−4 for electron scattering on the magnet-
ized vortex cores in the NS core [55] and R ≈ 10−10 for
phonon scattering in the crust [56] (however, see [57] for
the discussion of additional dissipation mechanisms in the
case of type-I superconductor in the core).
Higher values ofR ≈ 1 are expected due to Kelvon in the

crust [58,59], if vortices are moving rapidly past pinning
sites. Using the two-fluid model of Khomenko and Haskell
[60], that allows for vortex accumulation in the presence of
differential rotation and based on the observational data of
glitches in Vela and Crab pulsar, Haskell et al. [12] have
recently derived values of B in the ranges B ≈ 10−4–10−3

for the Vela core and B ≈ 10−5 − 10−4 for the Crab crust.
Similar results have been obtained by [61], who also

calculated the density dependence of the Kelvon mutual
friction parameter.
In the presence of turbulence, however, the vortex array

is disrupted, and a vortex tangle is likely to develop. In this
case, the form of the mutual friction in (6) will no longer be
appropriate. The form of the mutual friction to be used in
the case of a polarized turbulent tangle in a neutron star is
highly uncertain [62]; however, in analogy to the cause of
homogeneous isotropic turbulence in He-II, we will con-
sider the form proposed by Gorter and Mellink [63]

fix ¼ −
ρn
ρx

AGMw2
xywi

xy; ð10Þ

where the parameter AGM has the dimensions of the inverse
of a circulation and w2

xy ¼ wi
xyw

xy
i . As discussed by [62],

this form is essentially phenomenological and its relevance
for neutron stars is still unclear. However, it is interesting to
use this form of mutual friction as a completely different,
physically motivated, alternative to (6), to investigate the
effects of fully developed turbulence on the mode structure
of the star.

III. PERTURBED EQUATIONS OF MOTION

We begin our analysis by linearizing the equations of
motion in a frame rotating with angular velocity Ω ¼ Ωp.
Formally, we expand a generic quantity Q in a neighbor-
hood of a certain position r as

Qðr; tÞ ¼ QBðrÞ þ δQðr; tÞ; ð11Þ

where QB is the background (time independent) value of
the field, and the perturbation is assumed to be such that
jδQj ≪ jQBj. With this in mind, the perturbed continuity
equation follows from (5) and is

∂δρx
∂t þ∇jðvxjδρx þ ρxδvxjÞ ¼ 0; ð12Þ

while from (1), we obtain

ð∂t þ vjx∇jÞðδvxi ð1− εxÞ þ wyx
i δεx þ εxδv

y
i Þ þ δvjx∇jp̃x

i

þ δðεxwyx
j ∇iv

j
xÞ þ∇iðδμ̃x þ δΦRÞ þ 2ϵijkΩjδvkx ¼ δfxi ;

ð13Þ

where δfxi is a perturbed mutual friction contribution. In
order to keep our equations tractable, we apply the Cowling
approximation, taking δΦR ¼ 0. Using Eq. (4), we can thus
expand (13) to write

ð∂tþvjx∇jÞðδvxi ð1− εxÞþ εxδv
y
i þwyx

i δεxÞþδvjx∇jvxi

þ εxδv
j
x∇jw

yx
i þ εxðδwyx

j ∇iv
j
xþwyx

j ∇iδv
j
xÞþδεxw

yx
j ∇iv

j
x

þ∇iδμ̃xþ2ϵijkΩjδvkx¼ δfxi ; ð14Þ
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where

δwxy
i ¼ δvxi − δvyi : ð15Þ

A. Thermodynamical relations

As it is clear from the form of the perturbation equations
in the previous section, to compute the effect of a velocity
perturbation we need to calculate perturbations of the
chemical potential and of the entrainment. For a charge
neutral two-fluid system, it is known that a complete
thermodynamic description in the zero temperature limit
can be achieved by considering the two densities ρx, the
squared velocity lag between the two species w2

yx and the
related intensive variables, namely the two chemical
potentials per unit mass μ̃x and a dimensionless parameter
α which regulates the strength of the conservative entrain-
ment coupling between the two species [52]. In particular,
the first law of thermodynamics can be expressed as [54,64]

dE ¼ μ̃xdρx þ μ̃ydρy þ αdw2
yx; ð16Þ

where E is the energy density of the fluid mixture, while the
intensive variables are given by

μ̃x ¼
∂E
∂ρx

����
ρyw2

yx

and α ¼ ∂E
∂w2

yx

����
ρxρy

: ð17Þ

The parameter α has the dimensions of a mass density and
is related to the usual dimensionless entrainment param-
eters εx via [52,65]

εx ¼
2α

ρx
: ð18Þ

Therefore, the variation δεx is related to the variations of the
more basic thermodynamic quantities α and μ̃x as

δεx ¼
2δα

ρx
−
εxδρx
ρx

: ð19Þ

While for the chemical potential, we need to calculate

δμ̃x ¼
∂μ̃x
∂ρx δρx þ

∂μ̃x
∂ρy δρy þ

∂μ̃x
∂w2

yx
δðw2

yxÞ: ð20Þ

The derivatives of chemical potential with respect to the
squared background velocity may be computed using the
first law of thermodynamics in (16), which leads to

∂μ̃x
∂w2

yx
¼ ∂2E

∂w2
yx∂ρx ¼

∂
∂ρx

� ∂E
∂w2

yx

�
¼ ∂α

∂ρx ; ð21Þ

which, from (18) gives

∂μ̃x
∂w2

yx
¼ 1

2
εx þ

1

2
ρx

∂εx
∂ρx : ð22Þ

We are now ready to calculate perturbations of the entrain-
ment and chemical potential. To do this, we introduce the
sound velocities cx, the chemical couplings Cx [66], and
two additional parameters related to the dependence on the
lag of α and the chemical potentials,

c2x ¼ ρx
∂μ̃x
∂ρx

Cx ¼ ρy
∂μ̃x
∂ρy ¼ ρy

∂μ̃y
∂ρx

Ax ¼
4

ρx

∂α
∂w2

np

αx ¼ 2
∂α
∂ρx ¼ 2

∂μ̃x
∂w2

np
¼ εx þ ρx

∂εx
∂ρx : ð23Þ

Note that our definition of c2x coincides with the one used
by [28]. In our more general analysis, we let the entrain-
ment vary according to the thermodynamic relations, which
forces us to introduce also Ax and αx, at least at this formal
level. There are no estimates in the literature for the
parameters Ax in a neutron star, so in the following we
will neglect it and set Ax ¼ 0 in practical examples [67].
The parameter Cx is also highly uncertain and generally
computed from phenomenological models [39], while for
αx one can obtain an estimate in the inner crust, shown in
Fig. 1, by assuming that the ratio between the densities of
the two species is frozen at its chemical equilibrium value.
In this case, one has that

FIG. 1. Estimate of the quantity αx as a function of the total
baryon number density nB in the inner crust of a neutron star. We
interpolate the orange crosses, that indicate the entrainment
parameters εx in the inner crust calculated by Chamel [68].
The green dashed line is a rough estimate of αx, the red dotted line
quantifies the absolute error that arises by considering αx ≈ εx,
according to Eq. (24).
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εx þ ρx
∂εx
∂ρx ≈ εx þ nB

∂εx
∂nB ; ð24Þ

where nB represents the total baryon number density.
This rough argument gives a plausibility interval for the
unknown values of α.
Thanks to the fact that δw2

xy ¼ 2ðvxi − vyi Þðδvix − δviyÞ,
the variation of the chemical potentials can be conveniently
written as

δμ̃x ¼
∂μ̃x
∂ρx δρx þ

∂μ̃x
∂ρy δρy þ

∂μ̃x
∂w2

yx
δw2

yx

¼ c2x
δρx
ρx

þ Cx
δρy
ρy

þ αxw
yx
i δwi

yx: ð25Þ

Following the same procedure, we can write for the
entrainment

δα ¼ ∂α
∂ρx δρx þ

∂α
∂ρy δρy þ

∂α
∂w2

yx
δw2

yx

¼ αxρx
2

δρx
ρx

þ αyρy
2

δρy
ρy

þ Axρx
2

wyx
i δwi

yx: ð26Þ

which, combined with Eqs. (25) and (26) with (19), leads to

δεx ¼ Axwi
yxδw

yx
i þ ðαx − εxÞ

δρx
ρx

þ αy
δρy
ρx

: ð27Þ

B. Perturbing the mutual friction

The next step is to perturb the mutual friction. Let us start
by considering the anisotropic form valid for a straight
vortex array, given in (6). In this case, it is

δfxi ¼ δ

�
ρn
ρx

�
½nvκjB0ϵijkwk

xy þ nvκlBϵijkκ̂jϵklmw
xy
m �

þ ρn
ρx

nvκjB0εijkδwk
xy þ

ρn
ρx

nvκlBεijkκ̂jεklmδw
xy
m

þ ρn
ρx

δðnvκjÞB0εijkwk
xy þ

ρn
ρx

δðnvκlÞBεijkκ̂jϵklmwxy
m

þ ρn
ρx

nvκlBεijkδðκ̂jÞεklmwxy
m ; ð28Þ

where we have assumed that δB ¼ δB0 ¼ 0. In principle,
one could vary also these quantities, but given the large
uncertainties on these coefficients, and to simplify our
analysis, we choose to ignore their perturbations. In order
to discuss the terms in a more tractable form, and keep track
of their physical origin, we separate the expression above in
the following way:

δfxi ¼ ðδfiÞsound þ ðδfiÞw þ ðδfiÞnvκ þ ðδfiÞκ̂: ð29Þ

The first term ðδfiÞsound connects sound waves and the
mutual friction and takes the form

ðδfiÞsound ¼
�
δρn
ρx

−
ρn
ρ2x

δρx

�
ðnvκjB0ϵijkwk

xy

þ nvκlBϵijkκ̂jεklmw
xy
m Þ: ð30Þ

The term, containing the perturbations of the background
velocity, which would exist also if the fluids corotate in the
background, is

ðδfiÞw ¼ ρn
ρx

nvðκjB0ϵijkδwk
xy þ κlBϵijkκ̂jϵklmδw

xy
m Þ: ð31Þ

The final two terms ðδfiÞnvκ and ðδfiÞκ̂ depend on variations
of the vorticity, both in magnitude and direction, and to
calculate them we need to perturb the vorticity ωi ¼ κinv,
so that

δðκinvÞ ¼ δωi ¼ ϵijk∇jδp̃n
k; ð32Þ

which using

δp̃i
x ¼ ð1 − εxÞδvix þ εxδviy þ wi

yxδεx ð33Þ

gives

δωi ¼ ð1 − εnÞϵijk∇jδvnk þ εnϵ
ijk∇jδv

p
k

þ ϵijk∇jðδεnÞwpn
k : ð34Þ

We also need to perturb the vorticity unit vector κ̂i ¼ ω̂i,
which can be done readily in terms of a projection operator⊥
that projects orthogonally to the vortex lines,

δκ̂i ¼ δω̂i ¼ 1

jωj⊥
i
aδω

a ¼ 1

jωj ðδ
i
a − ω̂iω̂aÞδωa: ð35Þ

We can thus write

ðδfiÞnvκ ¼−
ρn
ρx
B0ðwk

xy∇kδp̃i
n−wk

xy∇iδp̃n
kÞ

þρn
ρx
Bðκ̂mwxy

m ϵith∇tδp̃h
n −wxy

i κ̂lϵlth∇tδp̃h
nÞ ð36Þ

and

ðδfiÞκ̂¼
ρn
ρx
Bκ̂iðws

xyϵslm∇lδp̃m
n −wxy

q κ̂qϵtlmκ̂
t∇lδp̃m

n Þ; ð37Þ

which, together with (33), completes our calculation of the
perturbed mutual friction. Before moving on, let us remark
that we could have obtained our expression directly in terms
of the perturbed vorticity δωi, by noting that the term
ϵijkω̂

jϵklmωlw
yx
m in the expression in (6) for the mutual
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friction, can be written in terms of the projection operator in
(35) as

ϵijkω̂
jϵklmωlw

yx
m ¼ −jωj⊥j

iw
yx
j ð38Þ

and that

−δðjωj⊥j
iw

yx
j Þ¼ δωiðω̂jwyx

j Þþ ω̂iðwj
yxδωjÞ

þ−ðω̂jδωjÞð⊥k
i w

yx
k Þ− jωjð⊥k

i δw
yx
k Þ: ð39Þ

We consider also perturbations of the isotropic mutual
friction force in (10), proposed for the case in which we
have fully developed turbulence and an isotropic vortex
tangle. In this case, the perturbations of the vorticity play no
role and from Eq. (10), we have

δfxðGMÞ
i ¼ −

ρn
ρx

AGMfjwxyj2δwxy
i þ 2ðwj

xyδw
xy
j Þwi

xyg

þ −δ
�
ρn
ρx

�
AGMjwxyj2wi

xy: ð40Þ

IV. PLANE WAVE ANALYSIS

We are now ready to derive the dispersion relation for
waves propagating in a neighborhood of the position r
inside the star. To do so, we use a plane wave ansatz into the
linearized hydrodynamical equations derived in the pre-
vious section. Let rþ x be a vector in the neighborhood
of r, so that we can write

Qðrþ x; tÞ ¼ QBðrÞ þ δQrðx; tÞ; ð41Þ

with

δQr ¼ Q̄eiðkjxj−ωtÞ: ð42Þ

We assume that jxj ≪ jrj and R−1 ≪ jkj, so that all
gradients of background quantities (that vary on length
scales comparable to the stellar radius R) are ignored in our
perturbation equations. We use a local cartesian coordinate
system, as sketched in Fig. 2, which is taken to be
corotating with the normal component, such that Ω¼Ωp

and vp ¼ 0 in the following. This naturally implies that

wi
np ¼ vin: ð43Þ

Each perturbed quantity δQ can be expressed in terms of
the two fields δvin and δvip by means of the continuity
equations and of the thermodynamic relations and it will be
convenient to express the amplitude Q̄ as

Q̄ ¼ Qn
av̄an þQp

av̄ap: ð44Þ

Following this procedure, the perturbed version of the
Euler-like equations (1) can be used to define a linear
system of six equations for the six independent amplitudes
v̄ix which has the form

X
y0¼n;p

Mxy0
ij v̄

j
y0 : ð45Þ

The only way to have nontrivial solutions of the above
equation is to impose that det ðMÞ ¼ 0. The determinant of
(45) is in general a high degree polynomial in the
components of the wave vector k and of the frequency
ω and requires a numerical analysis. Particular cases that
can be studied analytically will, however, be presented in
the following sections.
To calculate the components of the matrix in (45), first of

all we insert the plane wave ansatz in the continuity
equation (12) to obtain

FIG. 2. Sketch of the geometrical definitions used: the vector r
indicates the central position of a small sample of matter inside
the star, whereas rþ x identifies the points in a neighborhood
of r. The local Cartesian system of coordinates is chosen to
be right-handed in such a way that the z-axis is parallel to
the direction identified by Ω, the x-axis defines the direction of
the cylindrical radius, and the y-axis is locally parallel to the
azimuthal direction. In this way, the coordinates x, y and z
identify the position x introduced in Eq. (41).

V. KHOMENKO, M. ANTONELLI, and B. HASKELL PHYS. REV. D 100, 123002 (2019)

123002-6



ρ̄x ¼ ρxxi v̄ix; where ρxxi ¼ ρxki
ω − kivix

: ð46Þ

We also need the plane wave perturbations of the chemical
potential and entrainment, which from (25) and (27) are

μ̄x ¼
�
c2x

ρxxi
ρx

þ αxvixy

�
v̄ix þ

�
Cx

ρyyi
ρy

− αxvixy

�
v̄yi ð47Þ

and

ε̄x¼
�
ðαx−εxÞ

ρxxi
ρx

þAxvixy

�
v̄xi þ

�
αy

ρyyi
ρx

−Axvixy

�
v̄yi : ð48Þ

With the above expressions at hand, we can now
compute the plane wave perturbations of the Euler

equations in (14). The full result is complex, but a
procedure to obtain all the variations in the presence of
a background lag and with no approximations is given in
Appendix. It is, however, instructive to study the case in
which we neglect perturbations of the entrainment and set
δεx ¼ 0 and also neglect terms involving ∂εx=∂ρx, so that
one has αx ≈ εx in (47). In this case, the Euler equations can
be written as

iðkjvjx − ωÞ½v̄xi ð1 − εxÞ þ εxv̄
y
i � þ 2ϵijkΩjv̄kx

− iki

�
c2x

kjv̄
j
x

kjv
j
x − iω

þ Cy
kjv̄

j
y

kjv
j
y − iω

− εxv̄
j
yw

yx
j

�
¼ δfi;

ð49Þ

where defining p̄k
n ¼ v̄kn þ εnw̄k

pn, we have

δfi ¼
�
ρ̄n
ρx

−
ρn
ρ2x

ρ̄x

�
nvκjB0ϵijkwk

xy þ
�
ρ̄n
ρx

−
ρn
ρ2x

ρ̄x

�
nvκlBϵijkκ̂jϵklmw

xy
m

þ ρn
ρx

nvκjB0ϵijkw̄k
xy þ

ρn
ρx

nvκlBϵijkκ̂jϵklmw̄
xy
m −

ρn
ρx

B0ðiwk
xykkp̄n

i − iwk
xykip̄n

kÞ

þ ρn
ρx

Bðiκ̂mwxy
m ϵithktp̄h

n − iwxy
i κ̂lϵlthktp̄h

nÞ þ
ρn
ρx

Bδzi ðiws
xyϵslmklp̄m

n − iwxy
z ϵzlmklp̄m

n Þ: ð50Þ

V. WAVES IN THE ABSENCE
OF MUTUAL FRICTION

In this section, we consider some simple examples where
progress can be made analytically, before moving on to the
numerical results for the full set of equations. In particular
we will first consider sound waves and inertial waves in the
limit of vanishing mutual friction, and show how mutual
friction can damp or drive some of the modes instable.
The approximations will be outlined for each case as we
proceed.

A. Sound waves

Let us begin by considering pure sound waves. If we set
Ω ¼ εx ¼ wnp ¼ vn ¼ 0 in (49) and (50), the dispersion
relation follows from

ω2ðc2pk2 − ω2Þðc2nk2 − ω2Þ ¼ 0: ð51Þ

Here and in the following calculations we will not consider
the stable and trivial solutions. Using the dispersion
relation, we recover two branches of sound waves, one
for each fluid

ω ¼ �kcn ð52Þ

ω ¼ �kcp: ð53Þ

Including a background flow, still with Ω ¼ εx ¼ 0 does
not couple the fluids, and simply introduces a correction, so
that the nontrivial branches of the dispersion relation are

ω ¼ �kcn þ ðvni kiÞ ð54Þ

ω ¼ �kcp: ð55Þ

1. Chemical coupling and entrainment

We now move on to considering the chemical coupling
between the two fluids in the regime in which wnp¼vn¼0
and Ω ¼ 0. In this case, the dispersion relation follows
from

ω4ξ − ω2k2ðCε þ c2εÞ þ k4ðc2nc2p − CnCpÞ ¼ 0; ð56Þ

where we have defined

Cε ¼ Cnεp þ Cpεp ¼ 4α
∂2E

∂ρn∂ρp ð57Þ

and

c2ε ¼ ð1 − εnÞc2p þ ð1 − εpÞc2n; ð58Þ

as well as the dimensionless parameter

HYDRODYNAMICAL INSTABILITIES IN THE SUPERFLUID … PHYS. REV. D 100, 123002 (2019)

123002-7



ξ ¼ 1 − εn − εp: ð59Þ

The roots of (56) are organized in four branches that have
the form

ω ¼ �kc1 ω ¼ �kc2; ð60Þ

where the constants c1 and c2 are two velocities for
entrainment-coupled sound waves

c21 ¼
c2ε þ Cε þ Δ

2ξ

c22 ¼
c2ε þ Cε − Δ

2ξ
; ð61Þ

with

Δ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðc2ε þ CεÞ2 − 4ξðc2nc2p − CnCpÞ

q
: ð62Þ

It is immediate to see that, in the limit of no entrainment
and no chemical coupling, c1 and c2 are exactly equal to cn
and cp of pure one-component sound waves. To grasp the
physical effect of chemical coupling, we furthermore
require that c2x ≫ Cx, Cy. In this limit, it is useful to define
Δ0 as the limit of Δ when Cx ¼ 0,

Δ0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2ε − 4ξc2nc2p

q
; ð63Þ

so that the limit of weak chemical coupling can be equally
seen as Cx=Δ0 ≪ 1. In this case, the velocities in (61) can
be expanded up to the second order in the chemical
couplings as

c21;2 ¼
c2ε þ Cε � Δ0

2ξ

�
1� Cε

Δ0

�
þ ð64Þ

�CnCp

Δ2
0

c4ε − 4ξc2nc2p
Δ0

∓ C2
ε

Δ2
0

c2nc2p
Δ0

þOðC4
xÞ: ð65Þ

In the limit of εn ¼ εp, and using the relation Cp ¼ ρp
ρn
Cn,

we recover the result [28]

ω ¼ �kcn

�
1þ ρp

2ρn

C2
n

c2nðc2n − c2pÞ
�

ð66Þ

ω ¼ �kcp

�
1þ ρp

2ρn

C2
n

c2pðc2p − c2nÞ
�
: ð67Þ

However, retaining the entrainment terms, the lowest order
correction to the dispersion relation comes the term that is
linear in Cε: when entrainment is considered, the effect of
the chemical coupling on sound waves is enhanced. Note
that this result is independent of the assumption δεx ¼ 0

and remains the same also in the more general case in
which perturbations of the entrainment are considered.

2. Including rotation

We now consider the effect of rotation on the sound
waves, in the limit of no chemical coupling, i.e., we take
Cp ¼ Cn ¼ wnp ¼ vn ¼ 0 in the background. In this case,
the dispersion relation is still too complex to solve for a
general case. However, if we consider sound waves with a
dispersion relation of the form ω ∼ cxk, we expect that
ω ≫ Ω even for the smallest possible k, which is of the
order of the inverse of the stellar radius R−1 (i.e., the
sound velocity in nuclear matter is such that cx ≫ ΩR).
Therefore, it is a very good approximation to expand the
two branches of ω2ðkÞ to the lowest order in Ω,

ω2ðkÞ ¼ k2c21;2 þ f1;2Ω2 þOðΩ4Þ; ð68Þ

where

c21;2 ¼
c2ε � Δ0

2ξ
Δ0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c4ε − 4ξc2nc2p

q
; ð69Þ

where c1 corresponds to the upper sign choice. The
quantities f1 and f2 are

f1;2 ¼
2

ξ2Δ0

½ðξ2 þ 1ÞΔ0 ∓ 2ðc2n þ c2pÞðξ2 þ ξÞsin2ðθÞþ

ð70Þ

∓ c2εðξ2 þ ξþ 1Þ cosð2θÞ � c2εξ�; ð71Þ

where f1 corresponds to the upper sign choice and θ is the
angle between Ω and k. Finally, combining the above
expressions, we find that the correction to the four branches
of the dispersion relation for sound waves produced by the
Coriolis force is

ωðkÞ ¼ �
�
c1;2kþ

f1;2Ω2

2c1;2k

�
; ð72Þ

which, neglecting entrainment (εn¼εp¼0) reduces to [28]

ω ≈ cnk

�
1þ 2Ω2

c2nk2
ðsin θÞ2

�
ð73Þ

ω ≈ cpk

�
1þ 2Ω2

c2pk2
ðsin θÞ2

�
: ð74Þ

B. Inertial waves

We now continue to focus on the effect of rotation,
but search for solutions that are inertial waves, for
which the dispersion relation is not linear in k. If we set
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cn ¼ cp ¼ Cn ¼ Cp, we find, as expected, families of
inertial modes such that

ω ¼ �2Ω cos θ ð75Þ

ω ¼ � 2Ω cos θ
ð1 − εn − εpÞ

: ð76Þ

In this case, we still have two families of modes, but these
do not correspond to oscillations in the single fluids as in
the sound wave case, but rather represent an inertial mode
where the two fluids flow together, which represents the
standard inertial mode of the system, and a mode in which
the two fluid oscillate relative to each other, the frequency
of which is affected by entrainment [69].

VI. INCLUDING MUTUAL FRICTION

So far it has been assumed that the two fluids can
oscillate without any dissipation mechanism. The mutual
friction will couple the two fluids and generally tend to
damp any relative motion. To study this problem, we
consider a selection of analytically tractable cases and
defer the reader to Sec. VII for the full analysis. We begin
with a discussion of inertial waves, as it is known that
inertial modes may be dynamically unstable in the presence
of a background flow [28,30,52].
Let us start our analysis of inertial waves by considering

the weak drag regime, such that R ≪ 1, which results in
B0 ≪ B. We thus take B0 ¼ 0, and also set cn ¼ cp ¼ Cn ¼
Cp ¼ 0 as we are interested in inertial waves. In the case in
which there is no background flow, i.e., wi

np ¼ vin ¼ 0, the
dispersion relation follows from

½ð4ðΩ cos θÞ2 − ω2Þð4ðΩ cos θÞ2 − ð2BkiΩið1þ ρ̃Þ
− ið1 − εn − εpÞωÞ2� ¼ 0;

where ρ̃ ¼ ρn=ρp. The solutions are still an undamped
inertial mode, which we identify with the comoving mode,
as in this case there is no relative motion and no mutual
friction (note that in a full spherical analysis rotation
couples the two motions at higher order and results in
mutual friction damping even for the standard comoving
mode, see Haskell et al. [69]), and the damped counter-
moving mode, modified by entrainment.

ω ¼ �2Ω cos θ ð77Þ

ω ¼ 2Ω cos θ
1 − εn − εp

ð�1 − iBð1þ ρ̃ÞÞ: ð78Þ

Note that the denominator is always positive, 1−εn−εp>0,
as required by stability on a microscopic scale [65]. The
mode is therefore always stable, but we see here that our
study of large scale hydrodynamical instabilities, such as

the one that would arise if 1 − εn − εp < 0, successfully
captures a more general physical instability of the system.

A. Background flow

We now consider the physically realistic case in which
the fluids are not corotating in the background, for example
due to vortex pinning in the crust. The analysis is now more
involved, so we will consider two cases separately: counter-
flow along the axis of the vortex array (the DG instability)
and counterflow perpendicular to the axis.

1. The Donnelly-Glaberson instability

To study the instabilities that arise due to counterflow
along the vortex axis, we specialize our setup, and consider
only modes propagating along the vortex axis, which is
taken to be aligned with the rotation axis along z. We thus
have kx ¼ ky ¼ 0. To begin our analysis, we consider the
simplified case with no entrainment, i.e., εx ¼ εy ¼ 0 and
also start from the assumption ρ̃ ¼ ρn=ρp ¼ 0, which
corresponds to assuming that the mutual friction only acts
on the neutrons. This not only simplifies the calculations,
but it corresponds to assuming that the protons and
electrons are “clamped” to the normal fluid (e.g., their
motion is entirely dictated by the magnetic field). In this
case, the dispersion relation is

ωðkzvzn þ ωÞð4Ω2 − ω2Þðð2Ω − iBkzvznÞ2
− ð2BΩþ iðkzvzn − ωÞÞ2Þ ¼ 0; ð79Þ

which, apart from the trivial solutions corresponding to the
choice of coordinate system, has solutions

ω ¼ �2Ω ð80Þ

ω ¼ ∓2Ω − 2iBΩ� iBkzvzn þ kzvnz : ð81Þ

The first solution corresponds to standard inertial waves
(the factor cos θ ¼ 1 due to our choice of direction of k),
the second corresponds to the DG instability and is
generally unstable as long as jvnj > 2Ω=jkzj. If we consider
a standard pulsar such that 2Ω ≈ 100 rad= sec and hydro-
dynamical scales such that jkzj < 1 cm−1, then we have an
instability if jvnj > 102 cm=s, which corresponds to a lag
of ΔΩ ≈ 10−4, in the outer layers of the star, which is easily
sustainable by pinning forces in the crust [70]. Such an
instability is thus always likely to be present, as vortex
bending and large scale flows in the normal fluid, coupled
to the superfluid, will always induce counterflow along the
vortex array. The fact that the instability exists even if ρ̃ ¼ 0
and mutual friction is not acting on the protons, suggests
the instability will exist even in the presence of strong
magnetic fields, as suggested by the analysis of van Eysden
and Link [30].
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If we relax our approximations, and take ρ̃ ≠ 0 and
include entrainment in our analysis, the full solution is
intractable. We thus consider the weak drag case, for which
R ≪ 1, and we can take B0 ≈ 0. Furthermore, we consider
two limiting cases, the small entrainment limit, which is
relevant for the core of the star, and the large entrainment
limit, relevant for the crust. For small entrainment
εn < εp ≪ 1, we have

ReðωÞ ¼ �2ð1þ εpÞΩ

þ B2ðkzvzn � 2ΩÞ
ðkzvznÞ2 þ B2½ðkzvznÞ2 � Ωkzvzn þ 4Ω2� ð82Þ

ImðωÞ ¼ ∓ 4BεpΩ2kzvzn
ðkzvznÞ2 þ B2½ðkzvznÞ2 � Ωkzvzn þ 4Ω2� ð83Þ

and

ReðωÞ ¼ �2ð1þ εnÞΩþ kzvzn

−
4B2εpΩ2ðkzvzn � 2ΩÞ

ðkzvznÞ2 þ B2½ðkzvznÞ2 �Ωkzvzn þ 4Ω2� ð84Þ

ImðωÞ ¼ −B½kzvzn þ 2Ωð1þ εn � εpÞ�

∓ 4BεpΩ2kzvzn
ðkzvznÞ2 þ B2½ðkzvznÞ2 � Ωkzvzn þ 4Ω2� : ð85Þ

We see that in the presence of a background flow entrain-
ment modifies also the comoving mode, which is now
potentially unstable. For weak drag, if we expand to first
order in B, we see that the mode is always unstable for

1

jkzj
>

jvnj
4BεpΩ2

; ð86Þ

which means that in the presence of a lag, due to core
pinning (e.g., of neutron vortices to proton fluxtubes), the
vortex array is generally unstable on all hydrodynamical
length scales for standard parameters (B ≈ 10−4, Ω ≈ 100,
εp ¼ 0.6, jvnj ¼ 104 cm=s).

2. Two stream instability

Let us now consider the case of a two stream instability,
in which there is a counterflow perpendicular to the vortex
axis, which we take to be aligned with the rotation axis such
that κ̂i ¼ Ω̂i ¼ ẑi. We thus have vnx ≠ 0, with vny ¼ 0,
vnz ¼ 0, and to keep the calculation tractable we consider
the case in which εx ¼ 0 and take the protons to be clamped
to the normal fluid (ρ̃ ¼ 0). The dispersion relation is

ωðkxvxn − Bkyvxn − ωÞð4Ω2 − ω2Þ
× ð4ð1þ B2ÞΩ2 − 2iBΩð−kxvxn þ Bkyvxn þ 2ωÞ
− ðkxvxn − ωÞðkxvxn − Bkyvxn − ωÞÞ ¼ 0: ð87Þ

Apart from the trivial solution, we now have solutions of
the form

ω ¼ 2Ω − 2iBΩþ kxvxn �
1

2
Bkyvxn

� 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − i

Bkxvxn
2Ω

þ B2k2yðvnxÞ2
16Ω2

s
: ð88Þ

This mode can be unstable due to the induced flow in the y
direction caused by the background flow in the x direction.
An expansion for B ≪ 1 reveals that the criterion for
instability is

−ImðωÞ ¼ 2BΩþ 1

2
Bkxvxn < 0: ð89Þ

This gives the condition for the instability to develop

vnx >
4Ω
jkxj

; kx > 0 ð90Þ

vnx < −
4Ω
jkxj

; kx < 0: ð91Þ

Note, this condition does not contain dependence on ky. To
obtain this, we need to expand the second order in small
parameter jvnj=Ω, which leads to

−ImðωÞ¼2BΩþB
2
kxvxn−

B3k3xðvxnÞ3
64Ω2

−
B3kxk2yðvxnÞ3

64Ω2
: ð92Þ

As we can see mutual friction does not affect the critical
velocity for the instability to set in, but affects its growth
rate, with higher mutual friction causing a faster rise of the
instability with increasing velocity.

B. The strong drag regime

We now move on to consider the case of a strong drag,
that corresponds to R ≫ 1, in which case the parameter B0
can no longer be neglected. This case may be applicable in
regions with strong pinning [71–73] and may have impor-
tant consequences for the development of the r-mode
instability [41,69]. Let us begin our analysis by the
equivalent of the DG instability, in which the relative flow
is along the vortex axis, taken to coincide with rotational
axis, or vnx ¼ vny ¼ 0 and vnz ≠ 0, and we also take εx ¼ 0.
We consider the limit R ≪ 1 for which B ≈ 0 and B0 ≈ 1.
In this case, the spectrum is given by
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ω¼2Ω−B0Ωð1þ ρ̃Þ−1

2
kzvznþ

1

2
B0kzvzn�

1

2

ffiffiffiffiffi
T1

p
ω¼−2ΩþB0Ωð1þ ρ̃Þþ1

2
kzvznþ

1

2
B0kzvzn�

1

2

ffiffiffiffiffi
T2

p
; ð93Þ

with

T1 ¼ B02ð−2Ωð1þ ρ̃Þ þ kzvznÞ2
þ 2B0kzvzn½2Ωð−1þ ρ̃Þ þ kzvznÞ� þ ðkzvznÞ2

T2 ¼ B02ð2Ωð1þ ρ̃Þ þ kzvznÞ2
þ 2B0kzvzn½2Ωð1 − ρ̃Þ þ kzvzn� þ ðkzvznÞ2: ð94Þ

For standard neutron star parameters, these modes are not
unstable, and in fact if we expand for B0 ≪ 1, we obtain

ω ¼ 2Ωþ 2B0Ωþ kzvzn � B0kzvzn
ω ¼ −2Ωþ 2B0Ωþ kzvzn � B0kzvzn; ð95Þ

which are stable, modified inertial modes.

C. Sound waves and mutual friction

To study the effect of mutual friction on sound waves, we
can consider an expansion in Ω around the Ω ¼ 0 solution
ω ¼ �cnk. Let us consider the modes of the superfluid, in
the clamped proton approximation. Defining θ to be the
angle between the wave vector and the rotation axis, we
find that for εx ¼ Cx ¼ wxy ¼ vn ¼ 0, we have

ωðkÞ¼�cnk− iBΩ2 sin2 θ

�Ω2 sin2 θ
2cnk

ð4−8B0 þ4B02−5BþB2 cos2θÞ: ð96Þ

The effect of the mutual friction disappears when the wave
vector is alignedwith thevorticity, i.e., θ ¼ 0; in this case, the
velocity perturbation is parallel to the vortex array and there
cannot be any mutual friction effect (all the cross products in
28 are zero). Things are very different if a background
velocity lag is present (even if this lag is parallel to the vortex
array) because vorticity perturbations enter the game: this
will be investigated numerically in the next sections.
In the weak drag limit, we may set B0 ≈ R2 and B ≈ R

and the relevant terms become

ω ¼ �cnk − iRΩ2sin2θ � Ω2sin2θ
2cnk

ð4–5RÞ: ð97Þ

D. Isotropic (Gorter-Mellink) mutual friction

We now consider the Gorter-Mellink form for the mutual
friction in (10) to investigate if and how the presence of an
isotropic vortex tangle modifies the previous results. In the
limit kcn ≫ AGMjvnj2, it is possible to write the exact
implicit form of the dispersion relation, which is

ωðkÞ¼�2Ωjcosθj− iα�I AGMjvnj2
�
1−

f�I Ω2

cnk2

�

ωðkÞ¼�
�
cnkþ

2Ω2

cnk2

�
− iα�S AGMjvnj2

�
1−

f�SΩ2

cnk2

�
ð98Þ

for inertial and sound waves, respectively. Here, f�I ∼ 1 and
f�S ∼ 1 are four involved functions of the angles between
the vectors vn, k, and Ω, as well as the two positive
functions α�I > 0 and α�S > 0. Irrespectively of the mutual
orientation and magnitude of the three vectors (provided
that kcn is always much bigger than Ω and AGMjvnj2), we
are always in a damped regime in which the damping
timescale is of the order of A−1

GMjvnj−2 for both inertial and
sound waves.
It would thus appear that a rectilinear vortex array is

rapidly destabilized as unstable inertial modes develop due
to counterflow. If an (approximately) isotropic vortex
tangle develops this remains stable, at least until the
turbulent tangle decays. Once a rectilinear array is restored,
the system is again unstable, leading to a recurrent
mechanism that may be linked to the trigger of pulsar
glitches. A more detailed analysis in the case of a polarized
turbulent tangle should be the focus of future work.
Note that as the modes in (98) are stable, we will not

consider isotropic mutual friction in the numerical analysis
in the following section.

VII. NUMERICAL RESULTS

All the machinery needed to derive the general
dispersion relations for the various modes of oscillation
of the two-fluid system is presented in Appendix. The final
result is the matrix M in (A25), which depends on some
basic local quantities that define how the system responds
to a perturbation in the velocity fields: the full matrix (or its
determinant) can be seen as a function of ω and k and
depends on several parameters, namely

M ¼ Mðω;k; vn;ω;Ω; εx; ρx; αx; Ax; Cx; cx;B;B0Þ: ð99Þ

Leaving aside the obvious dependence on the pulsation ω
and on k, the other parameters (that describe completely
the hydrodynamic state of the background configuration
when there is no turbulence and magnetic field) have been
formally divided into three sets, which helps us to discuss
their role.
The first set comprises the variables vn, ω, and Ω: they

define the state of motion of the background configuration
in which the normal component rotates rigidly. We allow
for a stationary nonzero local velocity lag vn ¼ wnp, which
is expected to be nonconstant on the stellar radius length
scale. Therefore, in a purely local analysis, the background
vorticity field ω is not expressible in terms of the local
(constant) value of wnp: only a true solution of the
unperturbed equations of motion would lead to locally
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consistent values for wnp,ω, andΩ, but would prevent us to
test the more general case in which the local direction and
magnitude of these vectors are chosen at will.
The second set of parameters describes the local state of

matter in the stationary configuration. It can be further
divided into two subsets. The four parameters εx and ρx are
defined by considering the first law of thermodynamics
(16) and their unperturbed value can oscillate: indeed, we
introduced the linear combinations (46) and (48) to express
their amplitudes in terms of the perturbed velocities (the
same is valid for the chemical potentials μ̃x, with the only
caveat that the unperturbed value of the chemical potentials
does not enter into the explicit expression of M). The
second subset comprises αx, Ax, Cx, and cx, that are related
to second order derivatives of the internal energy E; in a
first-order analysis, these quantities are fixed to their
unperturbed value and allow, together with the unperturbed
values ρx and εx, to express the fundamental thermody-
namic perturbations δρx, δεx, and δμ̃x, as described in
Sec. III A.
Finally, the two parameters B and B0 define the “state” of

the vortex array (note again, that we only consider the
standard, anisotropic form of the mutual friction, and not
the Gorter-Mellink form, as we have found modes to be
stable for this form of the mutual friction). We do not
consider variations of these parameters and their value has
to be fixed according to the mutual friction scenario that we
are interested to test. In the subsequent numerical analysis,
we consider different possibilities, listed in Tables I and II.
From the analytic point of view, writing down the full

matrix M is of little interest, but its complete and explicit
form in components can be easily obtained with the aid of
any software for symbolic computation, as outlined in
Appendix. Although extremely complex, also the full and
exact determinant of M can be obtained as well. At this

point, we substitute a particular choice for the background
parameters into the complete expression of the determinant;
the roots of det Mðω;kÞ ¼ 0, which is a high degree
polynomial equation in the pulsation ω, can be computed
numerically for different values of k. By varying k and the
parameters, some branches of the dispersion relation ωðkÞ
may result in a positive imaginary part. The associated
instability timescale is then defined as

TðkÞ ¼ 2π

ImðωðkÞÞ : ð100Þ

Since we worked within a purely hydrodynamic frame-
work, it is important to stress that not all the values of jkj
are physically meaningful. As also discussed in [30], the
wave vector should be much smaller than the inverse of
the stellar radius, otherwise the effect of stratification is
expected to modify the dispersion relation (namely, the
background quantities have spatial dependence on such
length scales and cannot be considered uniform, as in the
present local analysis). Since the stellar radius is about
R ∼ 10 km, we should consider jkj ≫ 10−6 cm−1: there-
fore, we expect the present analysis to be valid for jkj ∼
10−3 cm−1 since significant density changes are expected
to occur on the length scale of about 10 m, especially at the
core-crust interface.
On the other hand, the definition of the superfluid

momentum and vorticity needs a suitable average on a
macroscopic sample of matter containing many vortex
lines, in which average separation is expected to be of
the order of ∼10−3 cm. Therefore, we expect the present
analysis to break down when the wave vector reaches the
critical value jkj ∼ 103 cm−1. For this reason, the region
outside the physically interesting range 10−3 < jkj cm <
103 is shaded in the plots of the instability timescales.
Considering the relative orientation of four different

vectors (vn, Ω, ω, and k) leads to a huge parameter space;
therefore, in the numerical analysis we stick to the case in
which Ω ¼ Ωẑ and ω ¼ 2Ω, while vn and k are chosen to
be aligned with one of the three directions x̂, ŷ, or ẑ, for a
total of nine combinations [74]. However, for simplicity,
only the interesting cases that allow for unstable modes are
shown in figures and discussed.
First of all we consider the DG instability, for strong and

weak drag and in the “pinned” scenario, which we mimic

TABLE I. The two prototype cases, for the crust and core of the star, that have been tested in the numerical analysis of the determinant.
For each of these five cases, we consider nine different relative orientations of the local lag vn and k and the three mutual friction
scenarios listed in Table II. Each of these cases has been investigated by considering two relative velocity speeds between neutrons and
the normal component jvnj ¼ 1 cm=s and jvnj ¼ 104 cm=s.

Case ρn cn cp εn εp Ω jωj ω̂ An;p Cn;p

Crust 4ρp 109 cm=s 0.51cn −10 −40 100 rad=s 200 rad=s ẑ 0 0
Core 4ρp 109 cm=s 0.51cn 0.15 0.6 100 rad=s 200 rad=s ẑ 0 0

TABLE II. The mutual friction scenarios considered in the
numerical analysis: for each case listed in Table I, we consider
these four mutual friction regimes.

Description B0 B R

Pinned vortices 1 0 ∞
Free vortices 0 0 0
Strong drag 0.5 0.5 1
Weak drag 10−4 10−2 ≈10−2
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by taking B0 ¼ 1, but B ¼ 0. In Figs. 3 and 5, we plot the
instability timescale for strong drag (weak drag is quali-
tatively similar) and for pinned vortices, for varying values
of the background lag. In general, we confirm the results of
the analysis in Sec. VI A 1, there exists a family of mixed
inertial and sound waves, that are unstable on dynamical
timescales, both in the core and crust. Mutual friction has
little effect on damping the instability (in fact it is at the
heart of driving it), and rather it is the lag that plays a role in

determining the onset of the instability. For small values
of the lag of vzn ¼ 1 cm=s, corresponding to ΔΩ ≈ 10−5 in
the outer core or inner crust, assuming a radius of
R ≈ 10 km, only the shortest length scales are unstable.
For higher lags (vzn ¼ 104 cm=s, ΔΩ ≈ 10−2), all the
dynamical range is unstable, and we can thus assume that
once pinning allows for a significant enough lag to develop,
the array will go unstable, possibly playing a role in
triggering pulsar glitches or contributing to timing noise.

FIG. 3. Instability timescale TðkÞ versus wave-vector k for the DG instability, in which the counterflow and k are along the vortex axis
in the z direction. The color coding expresses the real part of the oscillation frequency (note that the rotation rate of the star, i.e., of the
“normal” component, is taken to be Ω ¼ 100 rad=s). We consider the strong drag case with B ¼ B0 ¼ 0.5 and two values for the
background lag, a low value of vzn ¼ 1 cm=s (left), and a high value (corresponding approximately to the maximum that pinning forces
can sustain), of vzn ¼ 104 cm=s (right). In general, we see that there are always mixed inertial-sound waves, that are unstable on
dynamical timescales, and are increasingly unstable on small length scales, and that for large enough background velocity lags, the
whole dynamical range is unstable.

FIG. 4. Dispersion relations (real part of ω vs kz) for the crust (left) and core (right) of the neutron star, for a lag of vzn ¼ 104 cm=s in
the case of strong drag (B ¼ B0 ¼ 0.5), for the DG instability in which we consider the background lag along the vortex axis, i.e., the
z axis. We can see that there are mode crossings between families of inertial and sound waves, and in red we have the unstable modes,
which are modified sound-inertial waves. In the crust, in the presence of large entrainment, an additional unstable inertial mode is
present for negative values of kz. The shading identifies the region in which the scale of the horizontal axis is linear.
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In Figs. 4 and 6, we plot the dispersion relation for both the
strong drag and pinned case. We see that the nature of the
unstable modes changes: in the pinned case, inertial modes
are unstable, while in the strong drag case (and we have
verified that the same is true for weak drag), the unstable
mode is a modified sound wave.
In Fig. 7, we consider the two-stream instability, in

which the background counterflow is taken perpendicular
to the vortex (and rotation) axis. Here again we confirm
our analytical results from Sec. VI A 2. There are
mixed sound-inertial waves (as can be verified from the

dispersion relation in Fig. 8) that are unstable on dynamical
timescales, and the unstable range depends strongly on
the magnitude of the background counterflow velocity.
For high values, as may be expected from strong
pinning, vxn ¼ 104 cm=s, the whole dynamical range is
unstable, with the instability developing on similar time-
scales at all scales. For vxn ¼ 1 cm=s, on the other hand,
only the smallest length scales are unstable, and the
instability develops on longer timescales, that may be
affected by other viscous mechanisms, such as shear
viscosity.

FIG. 6. Dispersion relations (real part of ω vs kz) for the crust (left) and core (right) of the neutron star, for a lag of vzn ¼ 104 cm=s for
the pinned case (B ¼ 0, B0 ¼ 1), in the case of the DG instability in which we consider the background lag along the vortex axis, i.e., the
z axis. Unlike in the strong drag case in Fig. 4, the unstable modes (in red) are now clearly inertial waves. The shading identifies the
region in which the scale of the horizontal axis is linear.

FIG. 5. Instability timescale versus wave-vector k for the DG instability, in which the counterflow and k are along the vortex axis in
the z direction. The color coding expresses the real part of the oscillation frequency (note that the rotation rate of the star, i.e., of the
“normal” component, is taken to be Ω ¼ 100 rad=s). The setup us the same as in Fig. 3, but here we consider the “pinned” case with
B ¼ 0 and B0 ¼ 1, again two values for the background lag, a low value of vzn ¼ 1 cm=s (left), and a high value of vzn ¼ 104 cm=s
(right). We see that we still have unstable modes, although if one observes the dispersion relation in Fig. 6, it is clear that these are now
inertial waves and not mixed sound-inertial waves as in the strong drag case (the weak drag case is qualitatively similar to the strong
drag one).

V. KHOMENKO, M. ANTONELLI, and B. HASKELL PHYS. REV. D 100, 123002 (2019)

123002-14



VIII. CONCLUSIONS

We have studied the modes of oscillation of a superfluid
neutron star, accounting for background counterflows and
including entrainment. We have considered the effect for
both standard HVBK mutual friction that arises if the
vortex array is straight, and the Gorter-Mellink isotropic
form, relevant for fully developed turbulence.
We find that for standard mutual friction there is always a

fast instability in the case of counterflow along the vortex
axis (which may arise, for example, if the star is precessing,

or if vortices bend on a large scale), which is the neutron
star analog of the Donnelly-Glaberson instability that is
observed in laboratory studies of superfluid helium. We
also confirm the existence of a rapid two-stream instability
when the background counterflow is perpendicular to the
vortex axis (as is expected if a difference in angular velocity
between the superfluid and the normal fluid arises due to
pinning).
We find that entrainment plays an important role in the

instability, and its effect is twofold. On the one side, it

FIG. 7. Instability timescale versus wave-vector k for the two-stream instability, in which the counterflow and k are taken
perpendicular to the vortex axis, in this case in the y direction. The color coding expresses the real part of the oscillation frequency (note
that the rotation rate of the star, i.e., of the ‘normal’ component, is taken to be Ω ¼ 100 rad=s). As in previous cases, we consider the
strong drag case with B ¼ B0 ¼ 0.5 and two values for the background lag, a low value of vyn ¼ 1 cm=s (left), and a high value
(corresponding approximately to the maximum that pinning forces can sustain), of vyn ¼ 104 cm=s (right). In general, we see that there
are always mixed inertial-sound waves, that are unstable on dynamical timescales, and that for large enough background velocity lags,
the whole dynamical range is unstable.

FIG. 8. Dispersion relations (Real part of ω vs ky) for the crust (left) and core (right) of the neutron star, for a lag of v
y
n ¼ 104 cm=s for

the strong drag case (B ¼ B0 ¼ 0.5), for the two-stream instability in which we consider the background lag perpendicular to the vortex
axis, i.e., the y axis (the vortex is taken to be aligned with the z axis). The unstable modes (in red) appear to be sound-inertial waves. Note
that for the pinned or weak drag case, no instabilities are present. The shading identifies the region in which the scale of the horizontal
axis is linear.
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extends the dynamical range over which inertial modes are
unstable in the crust, but on the other it significantly
shortens the growth time in the core of the star.
When we consider isotropic Gorter-Mellink mutual

friction, we find that the previous instabilities are stabilized.
This suggests that once a large enough lag sets in, the
instabilities we have presented will disrupt the straight
vortex array and a turbulent tangle will develop. At this
point, the system is stable until the turbulence decays and
the process will start again. It is thus very likely that
transitions to turbulence play a role in triggering pulsar
glitches and in timing noise [48,75].
An important effect that we have not considered is that of

the magnetic field. The problem is complicated, as the
interior field configuration of a neutron star is generally
unknown, but van Eysden and Link [30] found that for
simple field geometries the two-stream instability can be
stabilized, while the Donnelly-Glaberson instability is
always present. We have mimicked the effect of the
magnetic field by studying a setup in which the proton
fluid is “clamped” and not affected by the mutual friction
(to imitate the situation in which it is held in place by
magnetic stresses) and find that the two-stream instability is
still present in the weak drag regime when entrainment is
present. Future work should focus on the full problem,
accounting also for superconductivity in the core and the
interaction between neutron vortices and superconducting
flux tubes [76].
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APPENDIX: DERIVATION OF
THE DISPERSION MATRIX

In this appendix, we provide a more self-contained
description of how to perform the local variations by using
directly the planewave ansatz and find the dispersionmatrix
of the two-fluid system. In the following, the indexes x and y
are always meant to be different (x ≠ y), while x and y0 can
assume the same value.
For clarity, let us list all the quantities that appear into the

Euler equations (1) as the entries of a vector Q, namely

Q ¼ ðvix; ρx; μ̃x; εx; pi
x;ωi; ω̂iÞ: ðA1Þ

Note that the gravitational potential Φ is not included into
the set of variables that we perturb, as well as the mutual

friction parameters B, B0, and AGM. The angular velocity Ω
is also kept constant and defines the rotating frame in which
k and the pulsation ω of the plane wave ansatz (42) are
measured. Since the quantities inQ are not all independent,
it is convenient to calculate their variation following the
order in the list. Once the quantities in Q have been
expressed in terms of the velocity fields only, the vector is
expanded at the first order as

Q½vx þ v̄xeiðk·x−ωtÞ� ≈QB þ
X
y

∂Q
∂v̄jy v̄

j
y: ðA2Þ

Hence, the generic amplitudes Q̄ introduced in Eq. (44) are
obtained by means of the coefficients

Qy
j ¼ e−iðk·x−ωtÞ

∂Q
∂v̄jy

����
B
¼ ∂Q̄

∂v̄jy
����
B
: ðA3Þ

For ρx, μ̃x, and εx, the result has already been given in
Sec. IV. From the continuity equation, we find the diagonal

elements ρxxj of the three 2 × 2 matrices ρxy
0

j ¼ δxy0ρ
xx
j ; see

Eq. (46). Now, the thermodynamic relations of Sec. III A
allow us to calculate the explicit form of

μ̄x ¼ μxna v̄an þ μxpa v̄ap ðA4Þ

and

ε̄x ¼ εxna v̄an þ εxpa v̄ap; ðA5Þ

where the matrices μxy
0

j and εxy
0

j have been given in

Eqs. (47) and (48), respectively. Using the result for ρxy
0

j ,
the final expressions read

μxxi ¼ c2xki

ω − k · vx
þ αxwi

xy

μxyi ¼ Cxki

ω − k · vy
− αxwi

xy ðA6Þ

for the specific momentum and

εxxi ¼ ðαx − εxÞ
ki

ω − k · vx
þ Axwi

xy

εxyi ¼ αyρy
ρx

ki

ω − k · vy
− Axwi

xy ðA7Þ

for the entrainment parameters.
At this point it is immediate to address also the variations

of the momenta and of the vorticity. To give a concrete
example of how the linear combination (44) looks like
when applied to vectorial quantities, we start by formally
writing the momentum amplitude as
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p̄i
x ¼ pxn

ia v̄
a
n þ pxp

ia v̄
a
p: ðA8Þ

Performing the expansion (A2) on the momenta defined in
(4) immediately gives

p̄i
x ¼ ð1 − εxÞv̄ix þ εxw̄i

y þ viyxε̄x: ðA9Þ

The last term can be expanded thanks to (A5), and (A2)
tells us that

pxx
ia ¼ ð1 − εxÞδia þ wyx

i εxxa

pxy
i ¼ εxδia þ wyx

i εxya : ðA10Þ

When the entrainment coefficients (A7) are inserted into
the above formulas, we see that the momentum perturba-
tions have a correction which depends on the coefficient Ax.
Not surprisingly, these terms are of the second order in the
background velocity lag; it is not particularly convenient to
neglect them here, but from the numerical point of view
these terms are expected to have little effect on the
calculated dispersion relation.
The last ingredient that we need is to write the vorticity

perturbation in the same fashion of (44), namely

ω̄i ¼ ωn
iav̄

a
n þ ωp

iav̄
a
p: ðA11Þ

Starting from Eq. (34), or applying directly (A2) on the
definition of vorticity together with (A5), it is straightfor-
ward to check that

−iωn
ia ¼ ð1 − εnÞϵijakj þ ϵijlkjvlpnεnna

−iωp
ia ¼ εnϵijakj þ ϵijlkjwl

pnε
np
a : ðA12Þ

Alternatively, the above result can be found directly from
(A9) by observing that ω̄i ¼ iϵiabkap̄b

n. Similarly, the
variation of the vorticity versor can be easily obtained
by means of the projector in Eq. (35).

1. Left-hand side of the Euler equations

Let us define the right-hand side of Eq. (1) as

Ex
i ¼ ð∂t þ vjx∇jÞpx

i þ εxw
xy
j ∇iv

j
x þ∇iμ̃x þ 2ϵijkΩjvkx;

ðA13Þ

where the gravitational potentialΦ and the centrifugal term
have been ignored: we are interested in the variation δEi

x
and these two terms only contribute to define the back-
ground configuration. We extend the notation (42) to Ex

i ,
namely

δEx
i ¼ Ēx

i e
iðk·x−ωtÞ; ðA14Þ

where

Ēx
i ¼ Exx

ia v̄
a
x þ Exy

ia v̄
a
y: ðA15Þ

Using systematically the results obtained so far, a small
amount of algebra gives

iExx
ia ¼ ðω−k · vxÞ½ð1− εxÞδia þwyx

i εxxa �− kiðεxwyx
a þ μxxa Þ

þ 2iϵijaΩj ðA16Þ

and

iExy
ia ¼ ðω − k · vxÞ½εxδia þ wyx

i εxya � − kiμ
xy
a : ðA17Þ

In a dynamical regime in which the mutual friction is zero
(i.e., in the rather ideal situation in which the vortex lines
can be considered free and no drag nor pinning interactions
act upon them), this result is sufficient to build the matrixM
of Eq. (45). More explicitly, the six equations of the full
linear system (45) can be also be written as

Mnn
ia v̄

a
n þMnp

ia v̄
a
p ¼ 0

Mpn
ia v̄

a
n þMpp

ia v̄
a
p ¼ 0; ðA18Þ

where the indexes i and a run over the three spatial indexes
(the summation over a is understood). Therefore, it should
be clear that each block of the full matrix M can be
obtained as

Mxy0
ia ¼ Exy0

ia ðA19Þ

in the free vortex limit.

2. Perturbing the mutual friction

In order to treat consistently the mutual friction term, it is
convenient to start from the case x ¼ n in (6), namely

fn ¼ B0ω × vnp þ Bω̂ × ðω × vnpÞ: ðA20Þ

Once the variation δfn has been obtained, the reaction on
the normal component will just be given by

δfp ¼ −
�
δρn
ρp

−
ρn
ρ2p

δρp

�
fn −

ρn
ρp

δfn: ðA21Þ

Note that this last equation is valid also for the Gorter-
Mellink mutual friction (10). In complete analogy with
what has already been discussed for Eq. (A15), we may
write

f̄xi ¼ fxnia v̄
a
n þ fxpia v̄

a
p: ðA22Þ

The calculation leading to an explicit form of the coef-

ficients fxy
0

ia is laborious, and the final expression is
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complex enough to be useless in an analytic approach.
However, it is possible to implement an exact procedure
that can be solved by any software for symbolic
calculus. First, the amplitude in (A23) can be formally
obtained as

f̄xi ¼ e−iðk·x−ωtÞ
X
Q

Q̄
∂
∂Q̄ f̄xi ½QB þ eiðk·x−ωtÞQ̄�; ðA23Þ

where the derivative is evaluated on the background
configuration. Therefore, the matrices in (A23) are com-
puted as

fxy
0

ij ¼
X
Q

∂f̄xi
∂Q̄

∂Q̄
∂v̄jy0

����
B
¼

X
Q

Qy0
j
∂f̄xi
∂Q̄

����
B
: ðA24Þ

In this way, it is possible to find the complete matrix M of
Eq. (99): not surprisingly, its form is defined in terms of the
four 3 × 3 blocks

Mxy0
ij ¼ Exy0

ij − fxy
0

ij : ðA25Þ

The determinant of this 6 × 6 matrix is a huge rational
function of complex coefficients, which numerator defines a
high degree polynomial inω and in the components ofk. The
roots of this polynomial define the dispersion relation ωðkÞ
of the oscillation modes of the two-fluid system. In Sec. VII,
the dispersion relations relative to some physically interest-
ing cases are studied numerically within the simplifying
assumptions that Cx ¼ αx ¼ Ax ¼ 0. Notice that, according
to (A7), this does not imply that entrainment variations are
null [as it has been assumed in particular in (49) and (50)].
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