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Inflation is considered as the best theory of the early universe by a very large fraction of cosmologists.
However, the validity of a scientific model is not decided by counting the number of its supporters, and,
therefore, this dominance cannot be taken as a proof of its correctness. Throughout its history, many
criticisms have been put forward against inflation. The final publication of the Planck cosmic microwave
background data represents a benchmark time to study their relevance and to decide whether inflation
really deserves its supremacy. In this paper, we categorize the criticisms against inflation, go through all
of them in the light of what is now observationally known about the early universe, and try to infer and
assess the scientific status of inflation. Although we find that important questions still remain open, we
conclude that the inflationary paradigm is not in trouble but, on the contrary, has rather been strengthened

by the Planck data.
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I. INTRODUCTION

Inflation refers to a period of accelerated expansion of the
universe [1-12]. It is a paradigm aimed at overcoming the
various difficulties associated with the conventional hot big
bang model of Friedmann and Lemaitre, such as the horizon
problem and the flatness problem. Furthermore, the infla-
tionary scenario also provides a natural mechanism for
generating primordial perturbations that subsequently act as
seeds for the formation of large-scale structures. According
to inflation, they are the unavoidable quantum fluctuations
of the inflaton and gravitational fields, amplified by gravi-
tational instability and stretched by the cosmic expansion.

Although no sociological data are available, it seems fair
to say that inflation is viewed as the best paradigm for the
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early universe by a vast majority of scientists working in the
field of cosmology. However, the validity of a scientific
theory shall not be decided by a democratic vote but by a
careful study of its content and predictions. Throughout its
history, inflation has received various criticisms on its
different aspects. This is certainly sound since a healthy
scientific process for validating a theory implies a skeptical
and critical approach. Recently, the final Planck cosmic
microwave background (CMB) data have been released,
and it therefore seems especially timely to take stock of
these criticisms and to assess the status of inflation in light
of these new CMB measurements. This is the main goal of
this article.

Let us mention that other works have addressed this topic
from various perspectives; see, for instance, Refs. [13-16].
The present paper aims at being exhaustive and presents
various new results that shed new light on some of the
commonly discussed issues. The article is organized as
follows. We have identified nine different broad classes of
criticisms that we discuss one by one. The first type
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concerns the initial conditions needed to start inflation
in a homogeneous and isotropic situation. In particular,
Ref. [17] has argued that the Planck data precisely single
out models for which this issue is most problematic. This
question is treated in Sec. II. The second type of criticisms,
addressed in Sec. III, concerns the ability of inflation to
make the universe isotropic and homogeneous, the question
being whether inflation requires some extent of homo-
geneity to begin with. In Sec. IV, we briefly mention the
trans-Planckian problem of inflation, which is also an initial
condition problem but, this time, for the perturbations.
In Sec. V, we discuss how the inflationary mechanism for
structure formation is impacted by foundational issues of
quantum mechanics. In Sec. VI, we consider another type
of criticisms related to the likeliness of inflation. It is
sometimes argued that, if the extended phase space is
endowed with a “proper” measure, there is very little
chance to start inflation. This requires first to define what
“proper” exactly means, and, in this section, we discuss this
issue. In Sec. VII, we consider a related question, namely
how the choice of a measure in the field phase space affects
the initial condition problem of Sec. II. In particular, we pay
attention to how the existence of an attractor depends on
what we assume about the measure. In Sec. VIII, we
summarize the model building question. Implementing
inflation in high-energy physics indeed presents important
challenges. In Sec. IX, we discuss another class of
criticisms consisting in challenging the basic motivations
of the inflationary scenario, i.e., the hot big bang model
problems. We focus on the flatness problem since this point
has been recurrently pushed forward in recent years.
Finally, in Sec. X, we briefly comment on a criticism of
a different nature, namely the supposedly unavoidable
presence of a multiverse. In the last section, Sec. XI, we
present our conclusions and summarize the current status of
inflation. Throughout this article, we consider single-
scalar-field implementations of inflation only, both for
simplicity and for this framework in which the criticisms
we will address are usually formulated.

II. INITIAL CONDITIONS BEYOND INFLATION

As mentioned in Sec. I, the first class of criticisms
against inflation concerns the initial conditions that are
needed to start a phase of accelerated expansion. It has
indeed been argued in various works that, generically, it is
difficult to start inflation and that, consequently, inflation is
unlikely. Notice that this initial condition problem is a
multifaceted question. One can indeed study it in the most
general setup, but one can also specify the microphysics of
inflation as being that of, e.g., a self-gravitating single field
¢, with standard kinetic terms, in an isotropic, homo-
geneous, and spatially flat Friedmann-Lemaitre-Robertson-
Walker spacetime (FLRW). In this section, we mostly
investigate this case since this is the one considered in
many articles on the subject. In fact, the criticisms put

forward in this context are well exemplified and summa-
rized in Ref. [17] and, in this section, we therefore consider
this paper as representative of this type of arguments. The
impact of anisotropies, inhomogeneities, and initial spatial
curvature on the initial conditions, which is a much more
difficult problem, is discussed in Sec. IIL.

A lexical warning is also in order before we start. In this
section, by “fine-tuned” initial conditions, we mean a set of
initial conditions that occupies a tiny fraction of phase
space. Of course, this implicitly assumes a measure on
phase space. The papers discussing the initial conditions
problem usually do not specify any measure; hence they
implicitly assume the “naive,” or “flat,” one, namely
proportional to the field and its velocity. This is why we
also assume the flat measure in this section, before
examining in Sec. VII how the results derived below
depend on the choice of the measure.

In the next subsection, we introduce the tools needed to
discuss phase-space trajectories outside the slow-roll
regime. Our approach differs from the seminal work
[18,19] and, we argue, is more efficient. Then, endowed
with these appropriate tools, we apply our formalism to
well-known examples and discuss in detail the criticisms
put forward in Ref. [17].

A. Phase-space trajectories

By definition, (slow-roll) inflation requires the kinetic
energy stored in the inflaton field to remain (much) smaller
than the potential energy. In this section, we exhaustively
explore single-field dynamics on flat FLRW spacetimes
and determine the conditions under which a suitable
inflationary phase takes place.

1. Equations of motion

In an isotropic and homogeneous situation, the system is
controlled by three equations, namely the Friedmann-
Lemaitre and the Klein-Gordon equations

H? = ar M2 + 2V(¢)]. (1)
M- - 6;4}%1 21T - 2V(4)). 2)
ﬁ+3HH+d‘c/1—fZ)):O’ (3)

where IT = ¢, a dot denoting a derivative with respect to
cosmic time ¢, and My, is the reduced Planck mass. The
quantity H is the Hubble parameter, V(¢) is the potential
function. One of these three equations is redundant as
imposed by the stress tensor conservation. As such, the
Cauchy problem is solved by setting initial conditions
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on (¢ini, Iy ), from which there is a unique solution ¢(¢),
I1(z), and H(1).

The system of equations (1)—(3) can be decoupled by
changing from the cosmic time variable to the number of
e-folds N =Ina, where a(t) is the FLRW scale factor.
In that situation, one can define a dimensionless field
velocity, measured in e-folds, by

do  1.dp Il
r=d®_14_

= =— " =___ 4
dN  MpdN MpH (4)
where we have defined
o="" (5)
Mp

The field dynamics is equivalently described in the phase
space (®@,I"). From Egs. (1) and (2) one obtains

o 2 V(@)

dinH 1
M 6-T% -

— 12

The Hubble parameter is thus completely determined from
V(¢) and I'. The quantity €, is the first Hubble-flow
function [20,21]. Because inflation requires d > 0, i.e.,
€, < 1, this translates into the condition I'> < 2. Let us
notice that slow roll would further require I'? < 1.
Moreover, assuming that V(¢) >0, Eq. (6) shows that
the field velocity is always bounded by

-V6 <T < 6. (7)

In the limit T2 — 6, a regime that we refer to as “kination,”
the kinetic energy of the field becomes infinite, such that
the condition (7) encompasses all the possible kinetic
regimes for a single scalar field. Expressing the Klein-
Gordon equation (3) in terms of e-folds, and using the first
of Eq. (6), gives

2 dr dlnV
L .
6—T2dN dd ®)

This equation is much easier to deal with than the original
coupled system. Moreover, the field trajectory in the phase
space (¢, I1) can always be explicitly recovered from
Egs. (4) and (6), which yield

I1=

2V(¢)
o (9)

The functional form of Eq. (8) already gives an answer to
the question of whether a large kinetic energy may prevent
inflation from occurring. It is indeed similar to the differ-
ential equation describing a relativistic particle of speed I,
accelerated by a force deriving from the potential

W =1InV, in the presence of a constant friction term
(the equivalent of the speed of light would be ¢ = 6).
For all initial velocities, and for a force term not varying too
fast, after a transient acceleration, the particle settles at the
friction-driven terminal velocity, namely

dlnV

'~l'y = D

(10)

The above expression is actually the approximation used
within the slow-roll inflationary regime.

In the following we show that kination is indeed a
repeller for not-too-steep potentials. New nonperturbative
solutions for the transition from kination to inflation
are derived, and we also recover the ultra-slow-roll regime
[22-24] together with the usual slow roll.

2. Sustained kination?

All of the field dynamics are described by Eq. (8), which
we can rewrite in a more convenient way:

\/%% {m (%)} +T = —d(%v =T,(®). (11)

This expression shows that large deviations from slow roll,

defined as I' ~ ', are present as soon as |['| ~ V6, ie., in
kination. The first question we address is whether a field
starting deeply in the kination regime can sustainably
remain in this state.

To this end, we solve Eq. (11) perturbatively. Assuming

that T,; > 4++/6, one can define
0<y=v6-I<1. (12)

Remarking that d/dN =I'd/d®, and plugging Eq. (12)
into Eq. (11) gives

1 dy dinV
L - 1
y d® V6 do (13)
at leading order in y. The solution reads
Voo
eVPV (D
@) = (V6= Tiy)—r &) (14)

()

As a result, y is always positive and, because the system
evolves toward larger field values (I';,; > 0), the exponen-
tial term in the numerator implies that kination is generi-
cally arepeller and cannot be sustained. In order for y(®) to
be a decreasing function, one would need
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i.e., the potential function would have to decrease faster

than e~V84/Mr_ Such a potential is too steep to support
slow-roll inflation at all.
The symmetric situation obtained when kination comes

from an initial negative field velocity, I',;; ~ —v/6, gives the

same result: defining y = /6 — [T, one finds at leading
order

e VoY (@)

7(®) = (V6 - V(@)

|Finil) (16)

Again, kination toward decreasing field values is sustained

only if the potential function increases faster than V60 Mn

We conclude that, in any potential region allowing for
inflation to settle, kination is a repeller and cannot be
sustained [19]. In the next section, we discuss the relaxation
from kination toward inflation.

3. Relaxation toward inflation

There is no exact analytical solution of Eq. (11), but the
two terms in the left-hand side of this equation encode all
the effects coming from the kinetic term and the friction
term while the right-hand side is the “force term” that will
be driving slow roll. In the previous section, we have
studied the regime I'>~6 for which the kinetic term
dominates everything else. Let us now study the transition
regime in which the field leaves kination and enters into
inflation. If we assume that the potential is flat enough,
then, for most of the transitional phase, the force term
remains small with respect to the kinetic and friction terms;
1.e., we have

[T > [Tg]. (17)

Let us stress again that inflation occurs for [I'| < /2,
whereas slow-roll inflation occurs only for I'~T.
Therefore, the inflationary regimes explored under this
approximation are necessarily non-slow rolling and
Eq. (11) becomes

\lfrdcb[ (:;f)] +T 0. (18)

This equation admits two exact solutions in phase space,

- ini f 6 tanh [ ( mi)]
R oy Tt

(19)

and I' = 0. This is a new nonperturbative solution of the
field dynamics in phase space that describes the transition
from kination, in which T2 ~ 6, to inflation when I'? < 2.

The inflationary regime reached for |[I'| <+/2 and
IT| > |Ty;| partially encompasses various Kkinetically

driven inflationary regimes discussed in the literature
[25,26]. The field excursion and the number of e-folds
can actually be derived when Eq. (17) is satisfied. If we
define the field excursion by

AD =D — D, (20)

given (@, [y), one can immediately derive A®, such
that I" relaxes from I';; to a given value Iy, (still assuming
that || > |[y|). Solving for I' =T, in Eq. (19) yields

1_><

L (1
I'x

V6 w T
\/_1 Ferl

(21)

The logarithmic dependence shows that, in terms of
Planckian field excursion, the relaxation from kination to
inflation is relatively “short.””' Because I' = d®/dN, the
number of e-folds associated with a field excursion A® is
obtained by a direct integration of Eq. (19) and reads

In[1 4 cosh (V6A®)]

ini

s — VB tanh (? so)[|1

(22)

1
ANEN—Nini = 6{ln(2F2 )

—ZIH{

Plugging the value of A®, given by Eq. (21) into
Eq. (22) gives

1\ 2
e (e
6
]V>< - Nini = gln l—ll:—x 3 . (23)
(1 - l_rXiI‘Jiini>
6

The logarithmic dependence of AN, with respect to I,; is
again showing that the field trajectory usually spends only a
very few number of e-folds in this regime. However, with
some amount of tuning, the number of e-folds spent in the
transitional regime from kination to inflation can become
large. To boost the number of e-folds spent in kination, I5;

AN,

can be taken very close to +/6. Similarly, the number of
transitional inflationary e-folds can be increased by push-
ing ', to very small values. There is indeed a logarithmic
divergence of the denominator in Eq. (23) for 'y — 0,
which corresponds to AN, — o0 and A®, - AD,,, with

'If a sub-Planckian vacuum expectation value (VEV), say, u,
fixes the typical scale of ¢, or the size of the inflating domain,
then Eq. (21) may actually correspond to a large-field excursion
in terms of u. This is further discussed in Sec. II B 3.
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AD 1 (1 i rméi) (24)
max n Iﬂini :
Ve -

Notice that taking the limit I'y, — O while ensuring our
working hypothesis in Eq. (17) requires |[';| — 0; namely
the potential should be extremely flat.

In fact, the transitional inflationary regime taken in the
small |T'| limit, while enforcing the condition |I'| > [Ty,
is the so-called ultra-slow-roll regime [22-24]. Again,
it is contained in Egs. (19), (22), and (23). This can be
explicitly shown by Taylor expanding Eq. (19) at field
values for which |I'| < /6, namely for ® ~®_,.. One
gets T'=-3(®-®,,)+O[(®-D,,)% and, thus,
D - P, xexp[-3(N — Np)]. Following Ref. [27],
one can define the field acceleration parameter (in cosmic
time) f = —¢/(3H¢), which, in terms of I" simplifies to

f:1—%%ﬁ—§) (25)

This parameter is close to unity in kination, but also in
inflation when |['| > |T|. Therefore, if |I'y| is very small,
the transitional inflationary regime lands on ultra—slow roll.
The question of knowing if inflation can remain locked
within the ultra-slow-roll regime has recently been
addressed in Ref. [27]. For some potentials, and for a
set of particular initial conditions, this can indeed be the
case; see below.

In the next section, we show that this transitional
inflationary regime, when not locked into ultra—slow roll,
actually evolves and relaxes to slow roll.

4. “Nonrelativistic” inflationary regimes
To discuss the field evolution in the regime for which
IT;| can no longer be neglected, one must go back to the
exact Eq. (11). However, this time, assuming that ? <6,
we can take the nonrelativistic limit, namely Taylor
expanding the kinetic term in I'/+/6, without neglecting
the friction term and the right-hand side I'y,(®). One gets

1dIl’
——+I'=T,. 26
3an T (26)

This equation can be exactly solved by remarking that,
forI' # 0,

1 dlnV

One gets a nonhomogeneous first order differential equa-
tion with constant coefficient

ar? dlnV
v T = (28)

whose solution reads

[2(N) = T2e5N-N.) _ 6 / Y gty 410V
Ny n

dn. (29)

Here, we have started the integration at an e-fold number
N, for which I'(N,) =T, assuming only |I',| < V/6.
We have used the same notation as in the previous section,
precisely because this value can be chosen to match
both regimes (see next section). To explicitly show the
attractive behavior of slow roll, one can integrate by part
Eq. (29) to pull the potential derivative out of the integral.
Defining

AN=N-N,, (30)

after some algebra, one gets

dinV v dlnV
I?(N) = <F§ + >e‘6AN -
dN |y dN
AN o d2nV
+ / 820 & 27 g, (31)
0 dn

The first term in the right-hand side is a transient associated
with the initial conditions. It is damped by the exponential
term. The second term is precisely the slow-roll solution
since —dInV/dN = IT,, so I'> ~ —dIn V/dN implies that
I'~T, for I' # 0. We recover the well-known result that
slow roll is the attractor provided the last integral remains
negligible. As discussed in Ref. [27], there are situations in
which this is not the case. The integral

AN o d?’InV
C(N) E/ e01=AN) 7_112 dn (32)
0 dn

is a convolution of a damped exponential kernel with the
second logarithmic derivative of the potential. Therefore, it
is possible to have C larger than I, by approaching a point
of vanishing gradient, but not vanishing curvature in
W =1InV. The precise conditions for this to happen are
derived in Ref. [27], where it is also stressed that, because C
is a convolution, it necessarily retains some dependence on
the initial conditions. So even when this regime is stable, it
is not an attractor in the dynamical sense.

If W = InV is sufficiently regular, one can also keep on
integrating by part Eq. (31) to infinite order. One gets for
the convolution integral the following expression:

2 1\ k-1d¥InV -
= [8 ()],

k; 6 dNF |y

<2 1 k=1 dkn Vv (33)

=\ 6 dnk
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The first summation features the initial conditions, as
announced.” The second summation shows that, in princi-
ple, any higher-order derivative of the potential can take
over the slow-roll term —d In V/dN. Let us stress, however,
that in practice, this can happen only around peculiar points
in a potential for which the gradient vanishes while one, or
more, higher-order derivatives are large.

Finally, because Eq. (29) only assumes I'> < 6, it can
also be applied to not so flat potentials. In that case, an
expansion in logarithmic derivatives may no longer be well
defined but, demanding only an integrable logarithmic
potential, one can integrate Eq. (29) by parts by pulling the
exponential term out of the integral. One gets another
(equivalent) expression for the solution, which reads

I2(N) = (T2 +6InV,)e N _6InV

AN
+36 / e =AN) In Vdi. (34)
0

This expression makes explicit that the field actually
evolves in the effective potential W =InV as opposed
to V. In particular, Eq. (34) is relevant to describe the end of
inflation. Indeed, the slow-roll regime does not last forever,
the field rolling along the potential’s gradient, and it will
ultimately reach larger slopes for which || is no longer a
small quantity and thereby builds again kinetic energy. This
is the graceful exit of inflation that occurs for I'> = 2 and
for which Eq. (34) is still valid. Past this point, one has to
use a full numerical integration to describe the field
evolution around the potential minimum, and this is
discussed in Sec. II B 1.

5. Matching solutions

From the previous discussion, the field trajectory can be
separated into two regimes. The initial regime is transi-
tional, from kination to inflation. The field trajectory in the
phase space (®,I") does not depend on the potential and is
given by Eq. (19). The trajectory ®(N), with respect to the
e-fold number, can be explicitly obtained by inverting
Eq. (22).

The second regime is described by Eq. (31), which
relaxes to slow roll if one can neglect the convolution
integral C(N). As a result, the complete trajectory I'(®) can
simply be obtained by matching the two regimes at a
crossing value I',, that should verify

T, | < [Ty | < V6. (35)

In view of the previous results, we conclude that if the
initial field velocity is not strongly fine-tuned to ++/6, and

*There is an infinite number of terms and, although each is
exponentially damped, one should be careful in their evaluation.
For some very peculiar potentials, the sum may not converge or
could be dominated by very high-order terms.

if the potential supports slow-roll inflation, the field
trajectory generically relaxes toward the slow-roll attractor.
The only other alternative would be a relaxation toward
ultra—slow roll, but this requires specific potential shapes
and initial conditions. In all cases, however, the initial
kinetic energy stored in a homogeneous field cannot, alone,
prevent inflation to start.

When ultra—slow roll is not present, one can neglect
C(N) in Eq. (31), and the terms depending on I', are
exponentially damped. As a result, there is a cruder, but still
good approximation of the whole phase-space trajectory
that consists in choosing ', = +|T';| depending on the
sign of I'. If I" and I'; are of the same sign, this boils down
to extrapolating Eq. (19) directly onto the slow-roll
attractor I' = 'y (®). If " and Ty, are of opposite signs,
it means that we extrapolate I" until it matches —I';, and the
transition from —I'y, to I’y is performed at a constant @
value. This is again a very good approximation provided
IT;| < 1 because |T'| < 1, and thus ®(N) can only remain
constant (this does not say anything on the number of
e-folds spent in that regime—it could be large).

In the next sections, these findings are confirmed
by exact numerical integration of the field trajectory in
various potentials. We also numerically explore the
situation in which the initial kinetic energy is very large
in domains where the potential is steep enough not to
support inflation, which our previous approximations did
not allow us to study. This allows us to discuss how the UV
completion of the various inflationary models could affect
the initial conditions necessary to trigger inflation.

6. Comparison with previous works

In the previous sections, we have shown how the
trajectories of the system can be worked out in the entire
phase space (hence, possibly, outside the slow-roll regime).
In fact, the first systematic study of this question was
performed, long ago, in the article [19], a classic reference
on the subject. It is therefore interesting to compare the
methods of Ref. [19] to our approach. Reference [19] starts
with rewriting the Hubble and Klein-Gordon Egs. (1) and
(3) in the following manner:

HZ

H>=——
2Mpe,

(36)

d I1
— (In—- 311 +P(¢p,11)] =0, 37
3 (nggr) 301+ P60 )
where the quantity P(¢, 1) is defined by the following
expression:

V(/, _1 €1y

P(¢’H)E3HH7§ 6—1(3—€1)» (38)

el = M3 (V,/V)?/2 being the first potential slow-roll
parameter. The functional dependence of P(¢,IT) on IT is

083537-6



ASSESSING THE SCIENTIFIC STATUS OF INFLATION ...

PHYS. REV. D 100, 083537 (2019)

fixed while its dependence on ¢ relies on the potential, that
is to say, on the model. From the Klein-Gordon equation,
we see that one can define two regions in phase space,
depending on whether |P| < 1. However, the situation is, in
fact, slightly more complicated since P can be small for
two reasons: either €; — 3, namely -6 (of course, it is
implicitly assumed that €y does not go to infinity in such a
way that it compensates for the smallness of ¢; — 3), or
ery/€; < 1 with €, not necessarily close to three. This
leads Ref. [19] to define, not two, but, in fact, three regions:
region I is the region where |P| < 1 and ¢; > 3/2 (meaning
2V/I1? < 1), region II is the region where |P| < 1 and
€, < 3/2 (meaning 2V/II> > 1), and, finally, region III is
where |P| > 1. In each of these regions, one can find an
approximate solution to the equations of motion. Notice
that one of the two boundaries between region II and region
II, namely P = —1, exactly corresponds to the slow-roll
trajectory.

In region I, the condition |P| < 1 implies that Eq. (37)
can be integrated once to obtain

I = IT, ;e 3N=Nini) | (39)

where IT;; is the initial value of the scalar field velocity at
the initial e-fold N;,;. The corresponding evolution of the
field can be deduced from the equation

d¢ I—[ini 3(N=Niyi)
— = — > W=Nini) 40

N H ¢ (40)
But since ¢, > 3/2 by definition of region I, the kinetic
energy is dominant and the Friedmann equation, in this

regime, is given by H? ~I1?/(6M3,). Thereupon Eq. (40)
can easily be integrated to obtain

b = pini £ MpV6(N = Niy). (41)

The remarkable feature of those solutions is that they are
model independent, that is to say, independent of the form
of the potential. It is also interesting to notice that
combining Eq. (39) and H? ~I1?/(6M3) exactly leads
to I'? ~6.

This regime is included within the phase-space trajectory
of Eq. (19). This can be seen by expressing H in terms of I1
from Egs. (6) and (9). One gets

HZ

2 _
2T’
Mg Il

(42)

which immediately gives H* ~I12/(6M3,) for > — 6. The
same limit implies Eq. (41) from the very definition of I'.

Let us now consider region II. Since P is small, it is clear
that Eq. (39) is still valid. But, now, one has ¢; < 3/2; as a

consequence, we can write H> ~V/(3M3,), and Eq. (40)
can be solved to obtain

1 3 ¢
N = Ny — = In | e 3Ne=Nu) V3 \ /V((;S)dq’)] ,

3 Mp i g,
(43)

where N, is the number of e-folds at the transition
between regions I and II and ¢, is the value of the
scalar field at N,. Evidently, this time the equation
describing the dependence of the scalar field amplitude
on the initial conditions would vary based on the specific
inflationary potential under consideration. However, for
practical applications, Ref. [19] assumes that the potential
can be taken as constant V(¢) ~ M* during phase II. In that
case,

—\/?_’l—ilnl e_3<N_Nini)

M

@ 6_3(NII_N
M2

'~

~ ) = 3(® — D). (44)
This approximation seems to differ from ours because it is
made in terms of the variable II. As can be checked in
Eq. (19), I(®) in the same regime (I'? < 3, and |T'| > |T;|)
depends only on I',; and ®@,;. The term in \/V appearing in
Eq. (43) comes from the relation between II and I' [see
Eq. (9)], and this regime is again included within
our Eq. (19).

At the end of region II, the quantity P becomes larger
than one, and, a priori, the system enters the slow-roll
regime (possibly after a short transitory regime that cannot
be described analytically). In phase space, the slow-roll
trajectory reads

Vy
) ) 45
Vs, )
1 ¢ \%4
N = Ny = _—2/ dl// (W) s (46)
MPl start V'I/(l//)

where ¢, 1s the value of the field at the start of the slow-
roll phase or the final value of the field at the end of region
IL. In fact, Eq. (45) can also be written as P = —1. As a
consequence, the behavior of the system depends whether
one enters region III through the boundary P = —1 or
P =1. In the first case, the system directly goes from
region II to the slow-roll attractor while, in the second case,
the system spends time in region III before joining the
attractor. Unfortunately, this evolution cannot be described
analytically. It usually corresponds to the regime where the
field changes direction. Such a problem does not occur in
the approximation scheme developed in the previous
section.
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B. Application to well-known potentials

1. Exact numerical integration

To numerically integrate the system of Egs. (1) to (3), we
have used the public library FIELDINE (see refs. [28,29]).
Starting from a grid of initial conditions (®y,;,[},;), each
trajectory in phase space is integrated in terms of the
number of e-folds N and followed up to an ending point
that we choose in such a way that inflation would no longer
be possible afterwards. This point is numerically deter-
mined for each potential according to the following
method. A phase-space trajectory is numerically integrated
along the inflationary attractor to determine the field value,
®,, at which inflation stops; i.e., the equation I'?(®,) = 2
is numerically solved. If the potential supports n infla-
tionary separated regions, there are as many values of ®;,
with i € {1, ..., n}, which solve I'>(®;) = 2. Because of
the attractor nature of the inflationary domains, the values
of @®; do not depend on the initial conditions (see below).
Let us define

V(¢i)}. (47)

,,,,,,,,,, M3,

Because H and the energy density p are monotonic
decreasing functions of N, we use H(Ngyq) = Hepg as
the criterion to stop the numerical integration. This con-
dition ensures that we track all the trajectories exploring the
noninflationary domains of the potential with sufficient
kinetic energy to climb up the potential and inflate again
later on. Finally, along each trajectory, we store the number
of e-folds spent in an inflationary regime, i.e., having
[?(®) < 2. For various solutions ending up inflating, this
number can be very large, and for numerical efficiency, it
has been bounded to 103. As can be seen in Eq. (11), it is
important to stress that the trajectories in phase space
(®,II) do not depend on the absolute normalization of the
potential, say, M*.

Concerning the range of initial conditions, ®;,; is chosen
to encompass all the inflationary domains as well as regions
much farther away in order to study their effects. The initial
field velocities fill the full range of mathematically allowed
values T2, < 6. Such a condition actually allows initial
kinetic energies to be higher than the Planck scale. Indeed,
requiring the total energy density of the field to be sub-
Planckian, p < M‘P‘,l, translates into the constraint

I, <6|1-Y ).
MP]

ini =

1-—

(48)

This limit depends on the overall normalization of the
potential, M*, which in turn depends on the amplitude of

*http://curl.irmp.ucl.ac.be/~chris/fieldinf html.

the CMB anisotropies. A precise determination of these
numbers being outside the scope of this work, we have
chosen the worse case scenario in which there is no bound
on the initial kinetic energy.

In the following, we present our results for various
specific potentials.

2. Large-field models
Let us first examine the case of large-field inflation
(LFI,) with potential V(¢) = M*(¢p/Mp,)?, where p > 0.

The slow-roll solution for positive field values can easily be
derived and reads [30]

2
O(N) = J”Z— 2P(N = Neng). (49)

The transitional phase described by Eq. (19) reaches this
solution after a field excursion A®. As discussed in Sec. II
A5, in all regions where || < 1, one has

AD ~ AD, ~ AD,,,, (50)

where A®, . is given in Eq. (24). Here, as described
before, we use I',, = +|T';|. From the above trajectory (49),
a total number A,,; of e-folds is realized in the slow-roll
regime if the field reaches the attractor at a vacuum

expectation value given by Mp\/p?/2 +2pNiys. As a
consequence, requiring slow-roll inflation to last more than

N e-folds means @, > +/p?/2 + 2pN iy, or

1 l—i—i\/“g‘ »?
(I)ini + %111(1 Fini> > 7 + szinf ~2 30[),
Ve
(51)

where the last equality comes from choosing Ni,; = 60
e-folds. For even values of p, the potential is symmetric
with respect to ® =0 and negative initial field values
verify the opposite of the above bound. From Eq. (51), we
see that no fine-tuning of the initial field values is required
to start inflation. On the contrary, only an extreme fine-

tuning of T'; close to -6 might demand to push @, to
larger positive values to start inflation.

This is confirmed in Fig. 1, which shows the number of
e-folds of inflation achieved for p = 2, starting from a grid
of 20482 initial conditions. Almost the whole phase space
produces inflation, without any fine-tuning of the initial
conditions. The inverted “S” shape of the contours of equal
e-foldings is well described by Eq. (51). This may appear
surprising as, strictly speaking, Eq. (51) is valid only for
IT| > |T;|. However, as explained in Sec. IT A 5, for small
values of |I'y,|, this inequality can only be violated (namely
I' <T) at small values of |I'|. Since I' x d®/dN, this
happens only in regions where the field value is nearly
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FIG. 1. Number of e-folds of inflation for LFI, achieved along

phase-space trajectories starting from 20482 initial conditions. No
fine-tuning is required as almost all initial conditions lead to
inflation, independently of the initial kinetic energy stored in the
inflaton. At a fixed value of ®;; > 0, we notice that the number
of e-folds is less if I'y;; < O than it is for I';,; > 0. This effect is
especially clear when I'yy; is close to its extremal value ++/6 and
@,; is not too large. This is because, if I';;; < 0, then the field is
initially pushed toward the minimum of the potential, while if
Iy > 0, it initially climbs up the potential (the situation is
symmetric for @;; < 0).

constant, and Eq. (51) is essentially valid almost every-
where in phase space.

In order to compare the analytical approximations
presented in Sec. IIA2 to the exact results, a few
trajectories have been represented in Fig. 2. The upper
panel shows trajectories in the phase space (®, ") while the
lower panel is for (¢,IT). The blue region encompasses
values of I'> < 2 corresponding to an accelerated expansion
of the universe. The orange region (contained within the
blue one at large-field values) represents values of
IT'| < |T;|. The solid curves are two numerical integrated
trajectories starting deeply in the kination regime, i.e., with
I'? fine-tuned to 6. They rapidly relax toward the boundary
between the blue and the orange regions where they match
the slow-roll attractor I' = T',.

The dashed red curves represent the simplified analytical
solution discussed in Sec. Il A 5, made of Eq. (19) extrapo-
lated till it crosses I', = +|T'y;| and, eventually, extrapo-
lated again to I, at constant @. In other words, we have
neglected both C(N) and the relaxation terms in Eq. (31).
Even with such a crude extrapolation, we find good
agreement with the exact numerical result almost every-
where. For the purpose of illustration, we have extended by
a fraction of e-folds the exact trajectories in the regime
H < H.,4 in order to show a few oscillations around

LFL,

11/(Mp,H)

I'=

&/ Mpi

10
@/ Mp)

FIG. 2. Phase-space trajectories for LFI, (solid curves) starting
deeply in the kination regime and relaxing toward slow roll. The
blue line corresponds to a situation where the field initially climbs
up its potential while the green line represents a case where it rolls
it down. The upper panel displays the phase space (®,T") while
the lower panel corresponds to (¢, IT). The analytical approx-
imations of Egs. (10) and (19) are represented as dashed red
curves. In the upper figure, the horizontal blue region corresponds
to I'? < 2, i.e., inflation. The orange region narrowing at large-
field values is the domain for which |T'| < |['y;|. Both regions are
also represented in the lower panel.

the minimum of the potential. Let us notice that, in the
oscillatory domain, 'y (®) blows up and none of the
analytical approximations presented before can be used.
A more detailed investigation of these regions is presented
in Sec. IID.

We conclude, as is well known, that no fine-tuning of
initial conditions is necessary for large-field inflation.

3. Small-field inflation

We now consider the case of the small-field inflation
models SFI,, with potential
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vip - 1= (1)) (52)

U

where p is a mass scale and p > 2 a power index. This
potential has no minimum and becomes negative if ¢ > pu.
For this reason V(¢) can be trusted only if ¢ < pu.

The slow-roll solution for SFI can be found in Ref. [30]
and reads

M> 2
2p . (Nend - N) = ( 2P — xanp) +x2 - xgnd’
p—2
(53)
where we have defined
N M
x(N) = ¢N) _ —o(N), (54)
Hu H

and X,q is the slow-roll solution I'Z(x,q) = 2 for the end
of inflation,

=1 (55)

The above equations are also valid in the limit p — 2 and
can be used to study SFI,. Let us, however, stress that
consistency of slow roll within SFI, imposes the additional
constraint u > Mp; see Ref. [30].

As above, using Eq. (24) to approximate the transitional
regime before reaching slow roll, one has

D

1+ D
! MP11n< r“g) (56)
\/_ H —

— N, > Ny e-folds of inflation

Xy = xinl

Slow roll produces N yq
provided x, satisfies

p +x>< > 2]7 Pl-/\/mf_" d +xend (57)

p 2 en
Plugging Eq. (56) into Eq. (57) gives the necessary
condition for a trajectory starting at (x;,;, ['jy;) to produce
Ny e-folds of slow-roll inflation. As it is obvious from
these expressions, the amount of fine-tuning strongly
depends on the ratio p/Mp.

Let us first assume that 4 < Mp;. As can be seen in
Eq. (56), this regime amplifies the effect of [';; in the actual
value of x, at fixed x;,;. Moreover, from Eq. (55), one has

VZ o\ M
Xend = <_—>
p Mp

and the whole slow-roll region x < x.,q4 is confined in a
small domain at the top of the potential. The terms in x2
and x2_, in Eq. (57) can be neglected in this limit (recall that

p > 2). One finally gets, for p > 2,

<1, (58)

1 M 1 + ini
xim = Pll ( 1:/_>
V6 ~

<{p<p—2> o1 0+ (2]‘2”_ (59)

The right-hand side of this expression is a very small
number for 4 <« Mp;, showing that x;,; and I';;; should be
fine-tuned along a narrow band in phase space to produce a
successful inflationary era. Let us stress, however, that such
a fine-tuning is not only related to the presence of an initial
kinetic energy. Setting I';,; = 0 in the previous equations
does not solve the issue as x;,; still has to be tuned at the top
of the potential. The fine-tuning comes from the small field
extension of the domain allowing for long-enough inflation
when y <« Myp,.
Taking the opposite limit, namely u > Mp,, one gets

MP]

Xend = 1 — \/_—2/4 (60)
while, at leading order in Mp/u, Eq. (57) becomes
M 1
X < 1= /24 2Ny (61)
u V2

Long enough inflation is therefore triggered for any initial
conditions satisfying

1 Mp +¢' Mp /1
Xipi +—=—1n <1——1/z+ 2Ny, (62
o ( iy uoV2 o (62)

NG

and there is no fine-tuning for yu > Mp.

These findings are confirmed by the numerical results of
Fig. 3 where the case of SFl, is presented. For y = 0.5Mp,
(top panel), one recovers the thin, fine-tuned band as
predicted by Eq. (59), but its shape is distorted for
¢ini/p Z 0.1. This is expected because I'y,(®) is no longer
a small quantity in these regions and the hypothesis
IT| > |T;| ceases to be accurate. For u = 10Myp, (bottom
panel), the contours of equal e-foldings are in perfect
agreement with the functional shape of Eq. (62), and no
fine-tuning is necessary to trigger inflation. The situation
is at all points similar to the large-field models discussed
in Sec. II B 2. Phase-space trajectories for SFI, are repre-
sented in Figs. 4 and 5.

4. Initial conditions problem in hilltop models

The small-field models discussed in the previous section
are also referred to as “hilltop models” in the literature
[31-33], and the previous results allow us to discuss
various claims made in Ref. [17] about them.

Reference [17] argues that, on general grounds, the
Planck data disfavors the large-field LFI, models com-
pared to SFI,, postulated to be all fine-tuned. In other
words, Planck would have shown that inflation is in trouble
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SFI, With y=0.5Mp,
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FIG. 3. Number of e-folds of inflation for SFI, achieved along
phase-space trajectories starting from 2048 initial conditions.
Some fine-tuning is required for 4 < Mp (upper panel) while
almost all initial conditions lead to inflation for y > Mp; (lower
panel). We see (upper panel) that if the field is not initially extremely
close to the origin and starts at, say, positive values, then the only
way to obtain a large number of e-folds of inflation is to tune its
velocity such that it initially climbs up the potential (namely
I < 0) and reaches the maximum with almost vanishing velocity.

since the data favor a class of models for which the choice
of initial conditions is unnatural. However, we have just
seen that this is not the case. All SFI, models with p > Mp
are free of fine-tuning issues, at least in the very same
manner as the LFIp models are.* Moreover, as can be

*If one is ready to accept the large-field models as theoretically
“viable,” then one cannot argue that letting the scale y be super-
Planckian is problematic given that the field is also super-
Planckian in the LFI, scenarios.

SFI, With 1 =0.5Mp,
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SFI, with ;=0.5Mp,

FIG. 4. Phase-space trajectories for SFI; (solid curve) in the
fine-tuning regime for ¢ < Mp, in the space (®, I'). The lower
panel is a zoom in the region around ¢ = 0. The analytical
approximations are represented with dashed-red curves and
match well the exact result displayed with the green curve.
The agreement with the blue curve is less compelling since the
initial value of |I"/T'y;| is not so large in that case. The analytical
formula thus hits slow roll (the boundary of the orange region) on
the wrong side of the potential, i.e., at ¢» < 0 instead of ¢ > 0,
and hence cannot be used subsequently. Notice that in both cases,
the inflationary exit is not well described by slow roll, precisely
due to the steepness of the potential for ¢» approaching . Because
V() ~ M* in the limit 4 < Mp,, trajectories in the space (¢, IT)
are almost identical and have not been represented (see also
Fig. 5).

checked in Ref. [34], although the Planck data indeed make
the Bayesian evidence of LFI smaller than the one of SFI,
within the SFI models, they slightly disfavor the SFI
scenarios having y < Mp; compared to the ones with
u > Mp. Let us stress that the CMB data are blind to
the initial conditions of inflation and this result only comes
from the observable values of the tensor-to-scalar ratio and
the spectral index. It means that, even for p # 2, the models
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FIG. 5. Phase-space trajectories for SFI; (solid curve) with
1> Mp. As for the large-field models, almost all initial con-
ditions relax toward slow roll and no fine-tuning is needed to
start inflation. The upper panel displays the phase space
(®,I') while the lower panel corresponds to (¢, I1). Our
analytical approximations have been plotted in dashed red.
The blue region corresponds to I'? <2, ie., inflation, while
the orange region widening toward ¢/u = 1 is the domain for
which || < |y

SF1,,., favored after Planck actually have fewer problems
with regards to the initial conditions than the models
favored before Planck.

Even if the previous argument is clearly in favor of
inflation, it is, in fact, anecdotal since the SFI models are
not belonging to the most favored models. In terms of
Bayesian evidence, the most probable models are the
plateau models [34]. These plateau models are very
different (in particular, with respect to the initial con-
ditions problem) from hilltop/SFI models and should not
be confused. The terminology of Ref. [17], which includes
them in the same category, is therefore problematic from
that perspective. The typical example of plateau inflation

SI

Fini = Hini/(MPIHini)
log(1+ N)

-20 -15 -10 -5 O 5 10 15 20
¢ini/MPl

FIG. 6. Number of e-folds of inflation for SI achieved along
phase-space trajectories starting from 20487 initial conditions.
Plateau-like models are very different from hilltop models.
Almost all positive field values lead to slow-roll inflation, even
for large kinetic energies.

is the Starobinsky model that we discuss in the next
section.

C. Plateau is not hilltop

In this section, we consider the Starobinsky model (SI)
which exemplifies plateau inflation. As we will see,
contrary to small-field inflation, no fine-tuning is required
to start inflation. The potential is given by [30]

V(g) = M* {1 —exp <—\/§AZ])]2, (63)

and the slow-roll solution reads

20(N 2
eV >_\/§<p(zv)
4 2 2
:§(Nend—N)+l+7§—ln<l+%) (64)

As before, matching the kinetically driven regime to slow
roll at ®, gives the condition for (®;;, ;) to produce

Nenda — Ny > Nipye e-folds of slow-roll inflation. One gets
¢ 1—‘ml 3 ini 3 n 1 1—‘ml
-7k ~

4 2
>§Ninf+1+_ (65)

2
—-In(1+—).
50 5)
No fine-tuning is necessary to satisfy such a condition.
Compared to LFI, see Eq. (51), the presence of the
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exponential ensures that slow-roll inflation always occurs
even for relatively low values of ®;,. The numerical
integration of the number of e-folds is shown in Fig. 6
and matches well Eq. (65). The relaxation toward slow roll
of a few trajectories starting deeply in the kination regime is
represented in Fig. 7.

The results of this section are probably the most
important ones regarding the initial conditions problem.
In short, Planck favors models, namely single-field plateau
potentials, for which there is no initial conditions problem
at all. This is why inflation is not “in trouble” after Planck
but, on the contrary, is rather reinforced.

SI

1/ (MpH)

1

10

0 2 4 6 8
@/ Mp)

FIG. 7. Phase-space trajectories for SI (solid curve) starting
deeply in the kination regime and relaxing toward slow roll. The
upper panel corresponds to the phase space (®, I') while the lower
panel is for (¢, IT). Our analytical approximations are represented
as dashed red curves. The slight shift between the analytical and the
exact upper trajectories comes from the fact that I, (the boundary
of the orange region) is not small compared to I';;. The steepness of
the potential toward its minimum slightly affects the kination
regime described by Eq. (19). Such an effect rapidly disappears at
larger field values, as can be seen for the lower trajectory.

D. The “‘unlikeliness problem of inflation”

Reference [17] also argues that inflation is “exponentially
unlikely according to the inner logics of the inflationary
paradigm itself” and that this problem is an additional issue
for inflation, independent of the initial conditions problem
previously discussed. The potential chosen by the authors to
exemplify this issue is V(¢) « [1 = (¢/¢y)?]? [the potential
was written V(¢) = A(¢* — $3)?; see Fig. 1(a) of that
paper], which possesses a hilltop domain, at ¢ < ¢by, and
a large-field one, at ¢p > ¢by. The “unlikeliness problem” is
the claim that inflation is more likely to occur in the latter,
whereas the data prefer the former.

The model is again referred to as a “plateau-like
model.” The leading-order expansion of the potential
in ¢ <¢y is Eq. (52) with p =2, M*= ¢!, and
i = ¢o/\/2. Equation (3) of Ref. [17] suggests that only
the regime y < Mp, is considered, while it is stated that
¢ < ¢y is required for inflation to occur. Their terminology
“plateau-like” is therefore unambiguously referring to
SFI, models with sub-Planckian VEV (which we have
shown in Sec. II B 3 suffer from an initial-conditions fine-
tuning issue).

As we have argued before, this terminology is inappro-
priate as “plateau” is not hilltop. More importantly, the
choice p = 2 is a very particular case. Because it is a hilltop
model with a nonvanishing mass, as discussed at length in
Ref. [30], SFI, with u < 2Mp; does not support slow-roll
inflation at all, the spectral index is very far from scale
invariance, and this model is ruled out by any CMB data.
Within all possible SFI, models, only the ones having
super-Planckian u > 2Mp; can be made compatible with
CMB measurements, and from Eq. (62), super-Planckian
SFI, models do not suffer from any fine-tuning issues.

In order to study the unlikeliness problem, Ref. [17]
needs, in fact, a model with a small-field part and a large-
field part, the latter being interpreted as a reasonable UV
completion of the former. Although the choice of V(¢) «
[1 = (¢/y)?]? is quite unfortunate, consistent slow-roll
models having this property exist and, in the following,
we study two explicit examples. It is worth noticing again
that these types of models are not plateaulike and, there-
fore, are not among the best models according to the Planck
data. This implies, as discussed at the end of Sec. I B 4,
that the unlikeliness problem, if it exists, can only affect
models that are not favored by the data. Nevertheless, let us
be exhaustive in our discussion of the criticisms raised
against inflation.

1. Generalized double-well inflation

In this section, we consider the generalized double-well
model (GDWI,,,), the potential of which can be written as

- [@ ]
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where ¢ is a VEV and p a positive power index. For
¢ < ¢y, Eq. (66) can be expanded as

V() ~ M* [1 ) <%) 2”] . (67)

The case p = 1 corresponds to the so-called double-well
inflation (DWI) studied in Sec. 4.14 of Ref. [30]. As
discussed in this reference, DWI can be viewed as a UV
completion of SFI, with u = ¢,/+/2. However, it is shown
in this reference that slow-roll inflation can only occur for
do > 2/2Mp,, for which there is no fine-tuning of the
initial conditions. This potential is therefore of limited
interest to discuss how the fine-tuning could be affected by
the large-field completion of the potential. As discussed
previously, DWI is the potential chosen in Ref. [17] to
supposedly illustrate the fine-tuning of hilltop inflation.

The power index p =2 is, however, of immediate
interest. As can be seen from Eq. (67), GDWI, provides
a large-field completion of SFI, with yu = 2~'/*¢,. For
¢ > ¢y, Eq. (66) behaves as the large-field model LFl,,.
The initial conditions to start inflation are given by Eq. (51)
and are not fine-tuned. In the small-field regime, they are
given by Eqgs. (59) and (62) and are either fine-tuned for
¢o < Mp; or not fine-tuned for ¢y > Mp,.

In Fig. 8, we have represented the number of inflationary
e-folds as a function of initial conditions for p =2 and
¢o = 273/*Mp,. This corresponds to the fine-tuning regime
of SFI; with gy = 0.5Mp,. In the central region, for ¢ ~ 0,
we recover exactly the same structure as in SFI,. The shape
and position of the narrow band in which inflation occurs
are the same (see Fig. 3). However, for ¢/¢g = 1, new
successful inflationary regions appear. They are extensions
of the central narrow band that are spiraling many times
into the steep parts of the UV-completed potential. Their
origin is evident from the example trajectory plotted in
Fig. 9. Starting with a large kinetic energy in a steep region
of the potential, the field may cross the local maximum at
¢ = 0 one or several times before falling into one of the
two minima. For some values of the initial kinetic energy,
the last crossing occurs with small enough velocity to enter
a phase of slow-roll inflation. This does not solve the fine-
tuning problem of SFI; with y < Mp,, since the regions of
successful initial conditions in phase space remain of small
size. Still, the presence of a large-field branch in the
potential increases the size of the successful regions of
inflation rather than diminishing them.

In Fig. 10, we have represented the number of infla-
tionary e-foldings in phase space for GDWI, in the regime
without fine-tuning, for ¢/, = 2'/4 x 5Mp,. The central
region matches the one of SFI; with y = 10Mp, (see
Fig. 3), and there is no fine-tuning. Interestingly, there
are no longer trajectories spiraling around the central
region. This is due to the fact that the potential is flat
enough, namely |[y| < 1, all over the region ¢/¢py < 1.

GDWI, with ¢y =2"%/* Mp,

=

Fini = Hini/(MI’lHini)
o

|
—

-20 -15 -10 -5 0 5 10 15 20
¢ini/¢0

GDWI, with ¢y =234 Mp,

Tin = Wins /(Mpy Hini)

-4 -3 -2 -1 1 2 4

0
Bini/ Po

FIG. 8. Number of e-folds of inflation for the fine-tuned
GDWI, model (¢py < Mp)) achieved along phase-space trajecto-
ries starting from 20482 initial conditions. The lower panel is a
zoom into the central region for which —4¢, < ¢ < 4¢,. The
light narrow band in the middle is identical to the one obtained for
SFI, in Fig. 3. However, the completed potential of GDWI,; now
allows for new successful initial conditions. The narrow band
expands and spirals into steep regions of the potential.

Therefore, even if |Ty,| is large, Eq. (62) applies: the
system relaxes toward slow roll and cannot cross the whole
hilltop region.

Let us now discuss the unlikeliness problem in the light
of these results. In a double-well potential with super-
Planckian well separation (¢, > Mp), the data strongly
support the hilltop region of the potential against the large-
field one, but there is no fine-tuning issue of the initial
conditions in either region; hence there is no unlikeliness
problem. If the well separation is sub-Planckian (¢ < Mp)
and the effective mass does not vanish at the top of the hill
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GDWI, with ¢y =234 Mp,
I .

11/ (Mp\H)

I'=

0
#/%0

FIG. 9. A phase-space trajectory for the fine-tuned GDWI,
model (¢pg < Mp), starting in kination and in a region of the
potential that is steep, I'y(®y;) > iy = v/6. Compared to SFI,,
the UV-completed potential allows for a complex bouncing
dynamics that makes this trajectory producing hundreds of
e-folds of hilltop inflation (around the green horizontal arrows
at ¢ ~ 0). These trajectories are responsible for the multiplication
of the successful inflationary regions in Fig. 8.

(p = 1 or GDWI,), both inflating regions of the potential
are strongly disfavored by the data and the entire potential is
excluded. There is therefore no unlikeliness problem in that
case either. Only if the well separation is sub-Planckian and
the hill mass vanishes does the favored region of the
potential, i.e., the hilltop one, suffer from initial-conditions

GDWI, with ¢, =24 x 10Mp,

2

d1

‘:’o

:—1

-2
1

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
Bini/ Po

Hnu/ MPIHlm
log(1+ N)

ini —

r

0.0

FIG. 10. Number of e-folds of inflation for the GDWI, model
in the non-fine-tuned regime (¢, > Mp) along 2048> phase-
space trajectories. The large inflationary band in the middle is
identical to the one obtained for SFI, in Fig. 3. The structure of
the successful domain is not affected by the UV completion.

fine-tuning, though this fine-tuning is not reinforced by the
UV completion (it is rather the contrary as discussed before).
It is the only situation where one could argue in favor of an
unlikeliness problem. This, however, corresponds to a very
specific choice of the inflationary potential, that is anyway
disfavored compared to plateau models [34].

2. Coleman-Weinberg inflation

Although discussed for GDWI, only, we expect the
previous findings to be a generic property of the hilltop
models. In this section, we indeed recover them in a
particle-physics motivated model: the Coleman-Weinberg
potential (CWI) [4]

V(p) = M* [1 +2e (2)4111 @—22)] (68)

The potential vanishes at its two minima for ¢p/Q = +e~'/4

and supports both hilltop inflation for |¢/Q| < e~'/* and
large-field-like inflation for |¢/Q| > e~'/*. Slow-roll sol-
utions have been derived in Ref. [30] and can be used
together with Eq. (24) to derive the initial conditions
required to get enough e-folds of inflation in the hilltop
region. The situation is very similar to Sec. II B 3, and we
do not reproduce the calculations here. The region |[y| <1
is very confined around ¢» = 0 when Q < Mp, and starting
inflation is fine-tuned in that case.

The full numerical integration of CWI in the fine-tuning
regime, with Q = 0.6Mp,, is presented in the upper panel of
Fig. 11. The situation is in all points similar to GDWI, (see
Fig. 8). The narrow region of successful initial conditions is
extended into a spiraling band exploring the steep parts of
the potential that slightly alleviates the fine-tuning problem.
For completeness, we have also represented in the bottom
panel of Fig. 11 the non-fine-tuned case Q = 50Mp;, where
the whole hilltop region ¢;,;/Q < 1 inflates.

A very interesting phenomenon appears for Planckian-
like expectation values Q = O(Mp,): the large-field region
becomes connected to the hilltop one. The kinetic energy
acquired by the field when exiting the large-field infla-
tionary regime may become large enough to climb into the
hilltop domain, thereby triggering a second inflationary era
(see Fig. 12). Such an effect is not generic of hilltop models
as it clearly depends on how the hilltop domain is UV
completed. For the Coleman-Weinberg potential, we find
that double inflation appears for Q ~ 1.4Mp, [35]. For such
a value of Q, even though the hilltop regime is still rather
fine-tuned, all large-field trajectories end up in the narrow
inflationary band at the top of the potential. As a result, the
fine-tuning of (®;,;, ;) to start hilltop inflation is now
alleviated by a percentlike condition on the fundamental
scale of the theory, here Q. When this condition is satisfied,
the universe may spend a long time in the large-field
inflationary regime, but ultimately, the last Nj,¢ e-folds of
inflation, the observable ones, are realized in the hilltop
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CWI with Q =0.6 Mp,
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FIG. 11. Number of e-folds of inflation in the CWI model for
2048 initial conditions. The upper panel is in the fine-tuning
regime Q < Mp; while the bottom panel is for Q > Mp.. The
situation is generic of hilltop inflation; see also Figs. 8 and 10.

domain. A typical trajectory in phase-space has been
represented in Fig. 13. Let us also notice that, in that case,
the precise number of e-folds in the hilltop regime becomes
a function of Q only and has been plotted in Fig. 14.
Although not generic, this example illustrates again that
UV completion can only help in alleviating the fine-tuning
problem in hilltop models, when present.

In conclusion, the properties of the Coleman-Weinberg
potential are very similar to those of GDWI,. The fact that
there is no unlikeliness problem in this type of scenarios
therefore seems to be generic.

E. UV-completion and initial conditions

In Sec. II C, we have established that there is no fine-
tuning issue for the initial conditions in the case of plateau

CWI with Q = 1.437 Mp,
33.0

12.7
12.4

12.1

Bini/ @

FIG. 12. Number of e-folds of inflation in the CWI double
inflationary regime, for Q ~ 1.4Mp,. All initial conditions in the
large-field regime, ¢;,;/Q > 1, produce trajectories climbing up
into the central hilltop narrow band. There is no fine-tuning of the
initial conditions anymore, and the observable window (i.e., the
last ~60 e-folds of inflation) is always in the hilltop domain of the
potential, even though this regime would appear fine-tuned
without the UV completion of the potential.

inflation. The reason is clear: the presence of a large plateau
in the potential ensures the relaxation of kination into slow
roll according to Eq. (65). Physically, however, the plateau
may not extend to infinitely large-field values due to the
presence of higher-order corrections. This is noticed in

CWI with Q = 1.435Mp,

1L/ (M, H)

I'=

FIG. 13. Example trajectories for CWI in the double inflation
regime, for Q = 1.435Mp,. The two trajectories represented as
solid lines start in the large-field inflationary region and end up
producing about 500 e-folds of hilltop inflation around ¢ ~ 0.
The dashed red curves are the analytical approximations in the
large-field regime and can be used only in that region.
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FIG. 14. Number of e-folds of hilltop inflation realized
within the CWI double-inflation regime. Because of the slow-
roll attractor in the large-field domain, it depends only on the
scale Q.

Ref. [17], which emphasizes that in the Taylor expansion
of V(¢), the desired flat behavior can be obtained only if a
precise cancellation order by order in ¢ occurs. Although
there are mechanisms that automatically produce such an
“exact” plateau (see, e.g., Ref. [36]), a legitimate question
is then to determine whether UV-completed plateau models
suffer from a fine-tuning problem.

Let us first notice that if the correction is of the large-
field type, e.g., in a potential of the type

o ¢corr _i
A

N

where Vg(¢) is the Starobinsky potential of Eq. (63) and
O(x) is the Heaviside function, no fine-tuning is required
since neither the plateau branch at ¢p < ¢, nor the large-
field branch at ¢ > ¢, suffers from a fine-tuning
problem.

More generically otherwise, Eq. (65) shows that the
plateau needs only to cover a field range larger than AD,,,
for relaxation to occur. Let us illustrate this property by
considering the cubicly corrected Starobinsky model
(CCSI), which is a type of correction more physically
motivated than the phenomenological form (69). It is a
modified gravity f(R) model given by [37,38]

2 R3
>

where p is a mass scale and a an expected small
dimensionless number. After a conformal transformation,
any f(R) theory can be cast into a scalar field theory, where
the scalar field ¢ is defined as [39]

¢= \/%Mmln(lFl), (71)

where

F(R) = % = exp <\/§Mip]) (72)

The corresponding potential can be written as

M3, |F|RF —
V(¢):7“|—F| F2f. (73)

Let us first consider the case where a = 0. Defining

2 ¢
=4/=—0, 74
Y 3 Mp, ( )

and solving Eq. (72) for R, one gets
e
R:?(ey—l). (75)

The potential (73) is then given by

2 .2
Vig) =" 1

— ™), (76)
which, as expected, corresponds to the standard
Starobinsky model of Sec. II C. Therefore, the higher-order
terms in Eq. (70) are natural gravity-motivated corrections
to SI. Notice that the potential of Starobinsky inflation
matches the one of Higgs inflation [40], where one assumes
that the inflaton field is the Higgs boson nonminimally
coupled to gravity. This picture could also motivate the
form of other possible corrections [41-43].

Let us now consider the case where a is nonzero. Solving
Eq. (72) for R gives

R R?
l+2—5+3a—F=¢, (77)
u u
whose roots are
e
R:3—[—1j: 1+ 3a(e’ = 1)]. (78)
a

We choose the positive sign in the above equation so that it
reduces to the expression (75) for the standard Starobinsky
model in the limit @ — 0. With this solution, the potential
reads
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2.2
Mg

V(g) = — (1—e™)?

X1+\/1+3a(ey—1)+2a(ey—1)

(14 /1+3a(e’ = 1)

. (79)

which matches Eq. (63) for @ = 0. For a > 0 (CCSI,), the
potential is always well defined at large-field values. The
plateau is distorted, and there is a maximum at

3 244
Gym = \/;MP1 In (%) (80)

above which the potential asymptotically goes to zero. For
a < 0 (CCSIy), the potential is only defined for ¢ < ¢y,

where
3 1
Doy = \/EMPl In (1 —5). (81)

At ¢, the potential is finite and its value is the one
on the asymptotic plateau (when a = 0) multiplied by
4/[3(1 = 3a)?].

The potentials of CCSI; and CCSI; have been repre-
sented in Fig. 15. Clearly, the correction breaks the
infinitely wide plateau that was present in SI. In Fig. 16,
we have plotted the number of e-folds of inflation in phase
space for these two potentials. As expected, inflation still
occurs in a large part of phase space and no fine-tuning is
required. These plots can be compared to Fig. 6. For CCSI;,
there is almost no change compared to SI, and the whole
large-field domain produces inflation. However, a crucial
change is that the number of e-folds in the region ¢ > ¢yma
is infinite and inflation never ends. For CCSIj; the situation
is reversed. The field being bounded by ¢ < ¢, the total
number of e-folds of inflation can be large but never
exceeds 103

Let us estimate how small the parameter a should be in
order to have Ny e-folds of slow-roll plateau inflation.
Approximating Eq. (64) in the large N, regime, one has
@, ~+/3/21n(4Ny/3). Requiring that ¢pyme > ®, Mp
in CCSI; then leads to a < (2N y/3-2)"2~1073 for
Ny = 50, and in CCSI;, the condition ¢, > ®, Myp, leads
to |a| < 1/(4N s — 3) =5 x 1073, No extreme fine-tuning
is thus required on the small expansion parameter «, and
plateau inflation is therefore rather robust to small correc-
tions that may eventually break the plateau.

>This highlights the sharp difference between UV-corrected
plateau potentials and hilltop models, since an arbitrarily large
number of e-folds can always be realized in the latter, regardless
of the width of the hill. This further shows why plateau models,
even with UV corrections, cannot be categorized jointly with
hilltop models; see Sec. 11 C.

1 T
i cest
08f §
3 0.6 C .
~ L
© L
= 0.4b a=-0.0001 -
0.2f N
i «=0.0001
O [ | | | |
0 5 10 15 20
FIG. 15. The potential (79) of the cubicly corrected Starobinsky

model, for @ > 0 (CCSI;) and a < 0 (CCSI;). The potential of
Starobinsky inflation (SI) is the middle plateau (M* = M3 u?/2).

F. Model simplicity

How natural the inflationary paradigm is can also be
discussed by considering whether the data can be explained
with simple models of inflation or if it forces us to consider
more complicated and contrived scenarios. For instance,
in Ref. [17], it is argued that the models ruled out by
Planck, such as LFl,, are among the simplest ones since
they require only one parameter, while “the plateau-like
models require three or more parameters and must be fine-
tuned,” and hence are much less simple. In this section, we
analyze this question.

Let us first notice that due to the nondetection of non-
Gaussianities, isocurvature perturbations or departures
from scale invariance, the minimal models of inflation
relying on a single scalar field in the slow-roll regime,
remain in excellent agreement with the data.

The main issue is then obviously in the definition of
“simplicity” for a model. Even if one accepts the naive
definition in terms of the number of free parameters, the
Starobinsky model SI is as simple as, say, LF],, since both
contain a single parameter and require only ¢ 2 SMp in
order to have hundreds or more e-folds of inflation.

A more objective meaning to the concept of simplicity
can be given in the Bayesian approach, which penalizes
wasted parameter space and rewards models that achieve a
good compromise between quality of fit and lack of fine-
tuning.® In this sense, plateau/hilltop inflation is no more
complicated than large-field models, as shown in Ref. [34].

Let us also notice that parameters counting can be
ambiguous. For instance, the same potential as in SI can
be obtained from the Higgs field action nonminimally
coupled to gravity, the so-called Higgs-inflation model

®The number of unconstrained parameters can also be ac-
counted for with the Bayesian complexity [44] or by counting
effective y> degrees of freedom (d.o.f.) [45].
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FIG. 16. Number of e-folds of inflation for the CCSI,; (a > 0,
upper panel) and CCSI; (a < 0, lower panel) models along 20482
phase-space trajectories. Even though the plateau is reduced
compared to SI, starting inflation does not require fine-tuning of
the initial conditions. At large-field values, the number of e-folds
is unbounded in CCSI; while the UV cutoff ensures that it
remains finite in CCSI;. The upper-right black corner in the lower
panel corresponds to cases where the field climbs up the potential
to ¢, where it stops being defined. In this case, the integration is
stopped and the corresponding forbidden region is simply
displayed in black.

HI [40]. In HI, one might argue that more than one
parameter is present: & the nonminimal coupling to
gravity and 4 the self-interacting Higgs coupling constant.
They nonetheless combine into a single quantity M* =
M3 A/ (4€%) to produce the one-parameter potential of
Eq. (63). The situation is exactly the same for LFl,: the
potential is V(¢) = A¢* but it can be justified from more
fundamental theories containing several parameters that all

combine to give A. This is exactly what happens if one
constructs supergravity models of LFI as discussed in
Sec. 4.2.1 of Ref. [30]; see Eq. (4.33). So a one-parameter
model in this context means a one-parameter model as far
as CMB predictions are concerned.

We conclude that, at this stage, the data are perfectly
compatible with the minimal and simplest implementations
of inflation.

III. INITIAL CONDITIONS BEYOND ISOTROPY
AND HOMOGENEITY

The results discussed above assume that the universe is
homogeneous and isotropic. This is evidently not satisfac-
tory since inflation is precisely supposed to homogenize
and isotropize the universe. This issue is clearly crucial for
inflation and is part of the general problem of initial
conditions. Technically, however, it is much more compli-
cated than the problem treated in Sec. II.

A. Beyond isotropy

A first step toward a more complete investigation of this
question is to maintain homogeneity and relax isotropy
only and see whether inflation isotropizes the universe
(see refs. [46-48]). This strategy can be exemplified by
considering the Bianchi I metric, which reads

ds? = —dr? + a?(r)(dx')?, (82)

where each direction in space now has its own scale
factor. The same metric can also be expressed as ds* =

a(t) = [a (r)ay(r)as(1)]' (83)
and
e 0 0
Vi = 0 e 0 |, (84)
0 0 ¥

with >"i=3 B; = 0. As before, we assume the matter content
of the early universe to be dominated by a scalar field ¢(¢),
with a potential V(¢). Then, the Einstein equations lead to

H2 - 1 ¢/2 2
3?_M—%{F+V(¢)]+—2, (85)
, 1 ¢/2 0.2
- 2(H2+2H)_M—%[ﬁ—v<¢)}+ﬁ, (86)
(5) +2Ho} = 0, (87)

where H = d’/a, a prime denoting a derivative with respect
to conformal time. In the above equation o;; is the shear,
defined as
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1 g0 0
0jj = Ey;j = 0 e 0 . (88)
0 0 pie

and 0 = 00" = Y 1=} pi? with 6} = y'*6;;. An isotropic
universe corresponds to a vanishing shear. Indeed, if the
p;’s are constant, one can always redefine the spatial
coordinates x; such that Eq. (82) reduces to the FLRW
metric.

To study the dynamics of the system, one has to solve the
Einstein equations (85), (86), and (87). This is especially
easy for Eq. (87), which does not directly depend on ¢(7).
The corresponding solution is given by o', = S’/a? where
S j is a time-independent tensor. As a consequence, one has
o> = §?/a* where §* = §'S] is a constant. This implies
that the shear is, in fact, equivalent to a stiff fluid with an
equation-of-state parameter w, = p,/p, = 1 and energy
density p, = M3,5?/(2a°).

Two situations must then be considered. If py > p,
initially, then the universe inflates and quickly isotropizes
since p, e ®V. If, on the contrary, the shear initially
dominates, p, > p,, then the universe expands as a o /3
and the expansion is not accelerated. In that case, initially
the field is slowly rolling, p, is approximately constant,
and, since p, « a~°, after a transitory period inflation starts
and isotropizes the universe; or, the kinetic energy of the
scalar field dominates over its potential energy, both p, and
p, decay as o a=®, and once the potential energy becomes
larger than the kinetic energy, inflation starts and also
isotropizes the universe.

We conclude that, generically, inflation makes the
universe isotropic, and the presence of initial shear is
not a threat for inflation.

B. Beyond homogeneity

Despite the previous analysis, which is clearly a good
point for inflation, the most difficult question remains to be
addressed, namely whether inflation can homogenize the
universe. Technically, this is a complex problem since one
must now consider a situation that is initially inhomo-
geneous (and also anisotropic).

An analytical approach that has been used in the
literature to investigate this problem is the so-called
“effective-density approximation,” which was studied in
Refs. [18,19] (for different methods and/or arguments, see
also Refs. [49-52] and refs. [53-55]). The idea is to
consider an inhomogeneous scalar field on an isotropic
and homogeneous FLRW background, assuming that the
backreaction of the field inhomogeneities does not modify
too much the FLRW metric and manifests itself only via a
new term in the Friedmann-Lemaitre equation that simply
changes the value of the Hubble parameter. Concretely,
one takes

¢(1.x) = o (1) + R[op(r)e™ /), (89)

and assumes that the corresponding Klein-Gordon equation
can be split into two equations for the zero mode and for the
inhomogeneous mode. This leads to

bo +3Hey + V(o) =0, (90)

2
5¢+3H5'¢+%5¢:0. (91)

Let us notice that, despite the notation, ¢(¢) needs not be
small compared to ¢(¢). The crucial ingredient of this
approximation scheme is that, in Eq. (91), the potential
does not appear. We therefore assume that the length scale
of the inhomogeneities is small enough for the potential
energy to be negligible compared to the gradients. As
mentioned above, the Friedmann-Lemaitre equation is then
expressed as

1
3M3,

K

2 1<sz+V(¢)+15'¢2+1k—25¢2 -
2 0 0 2 2 a? a’

(92)

This approximation should be valid if the wave number k is
such that the wavelength of the inhomogeneous part is
much smaller than the Hubble radius, namely k& > aH; see
Refs. [18,19]. If, on the contrary, it is much larger than the
Hubble radius, then this should just amount to a normali-
zation of the homogeneous field in our local Hubble
volume. In this framework, the energy density of the
inhomogeneities is defined by ps; = Psp T PV with p p =

5¢*/2 and py = k2592 /(2a*) while the energy density of
the homogeneous mode is, as usual, given by p, =
P2 + V(¢o). Then, the problem can be reformulated
in the following way: if, initially, ps4 > p, , namely if
initially the universe is strongly inhomogeneous, then can
Psy decrease such that py takes over and inflation starts,
thus making the universe homogeneous?

Initially, we can choose (}50 and ¢, such that, in the
absence of inhomogeneities, slow-roll inflation would start
(therefore, those values depend on the potential that we
assume). If, initially, the inhomogeneities dominate, then
Eq. (92) can be expressed as H* =~ p;;/(3M3,), or

3a*H? 156¢°a* 15¢*
K T 2MEKR 2ME

(93)

One can also include a nonvanishing initial curvature, but
as long as KC is not large enough to make the universe
collapse, its effects quickly disappear (see the red line in
Fig. 17). However, we stress that, if the initial curvature is
much larger, this picture could be drastically modified. As a
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FIG. 17. Evolution of the Hubble parameter and of the various

energy densities obtained by numerical integration of Egs. (90),
(91), and (92). The potential is chosen to be the Starobinsky one
[see Eq. (63) with a scale M = 0.001Mp ], which, roughly
speaking, matches the CMB normalization. The initial value
of the field is ¢y = 6Mp, and the initial velocity is taken to be
bo = =V (0)/ 3V (¢ho)] (which is the slow-roll velocity). In the
absence of inhomogeneities, with these initial conditions, in-
flation would start and would lead to more than ~100 e-folds.
The initial value of §¢ is taken to be 0.01Mp, (and is therefore less
than the Planck mass as required; see the main text) while the
initial velocity of 8¢(7) is given by 8¢y = 0. The scale k is
chosen to be k/a;,; = 107>Mpy, and the initial curvature has been
set to px=-5x10"""M}. This implies that H;,/Mp~
4 x 1073, Ppini = 10‘12M§], and pggin =5 X IO‘QMé]. Those
initial conditions are such that H.a2./k*~1.66 x 107 <« 1
and pyini/ Pspini = 2 X 10~*, namely the inhomogeneities largely
dominate initially.

matter of fact, we have checked that, if one increases its
contribution by 1 order of magnitude, the values of the
other parameters used in Fig. 17 being otherwise the same,
then the universe recollapses. Therefore, if it is not
necessary to assume that curvature is initially tiny, it is
nevertheless true that it should be subdominant. This is
the hypothesis that we make in the following and this is the
reason why it is ignored in the above equation. Then, the
condition that the wavelength of the inhomogeneities is
smaller than the Hubble radius implies that the left-hand
side of Eq. (93) is small. This results in the following initial
conditions: 6¢p < Mp and 6¢* /M3, < k*/d>.

In Fig. 17, we have numerically integrated Egs. (90),
(91), and (92). Initially, we see that ps; > p4, namely the
universe is strongly inhomogeneous. Then, Psp (brown

line), py (pink line), and, therefore, p;,, decrease (blue line)

as a* while py 1s approximately constant. During this
phase, the Hubble parameter is not constant, and we do not
have inflation.

The fact that p;s, behaves as radiation can be understood
from noticing that

/ Qi k0
5¢(Z) ~ N | Ohin; a([) e “iniHiniini (94)

provides a solution to Egs. (91) and (93) in that case.” This
implies that, very quickly, p, takes over, the universe
becomes homogeneous, the Hubble parameter settles to a
constant, and inflation starts. In this regime, Eqgs. (91) still
possesses an analytical solution, given by

Qi j—k  %ni
Sp(t) = N |S¢h; i —% o alt) , 95
¢( ) i ¢m1 a(t) e ( )

at leading order in aH /k. At that order, this implies that s

still decays as 1/a* during inflation, as can be checked in
Fig. 17. This is the case until k crosses out the Hubble
radius, at which point the entire effective-density approxi-
mation scheme breaks down.

We have reproduced the above analysis for the Coleman-
Weinberg potential [see Eq. (68) for Q = 10>Myp,] and
found the same qualitative behavior (the same result was
also found for LFI models), which seems to indicate that it
is independent of the potential chosen, in agreement with
Refs. [18,19].

We conclude that, in the previous setting, the presence of
large inhomogeneities cannot prevent inflation. However,
as also stressed in Refs. [18,19], this conclusion is obtained
assuming the size of the inhomogeneities to be much
smaller than the Hubble radius. This means that the
previous results are, in fact, limited and have a small
impact on our general understanding of how the universe
becomes homogeneous during inflation. As a matter of fact,
in the most general situation (in particular, if the size of the
inhomogeneous mode is of the order of the Hubble radius),
only a numerical integration of the full Einstein equations
can provide a correct answer.

This has been carried out by several authors. The first
numerical solutions [18,19,56,57] were obtained under
the assumption that spacetime is spherically symmetric.
This simplifies the calculations since then the problem
only depends on time and on one radial coordinate.
Nevertheless, the Einstein equations remain partial (as

"This solution is valid at next-to-leading order in Ha/k, and
generalizes the formula found in Ref. [19]; see Eq. (7.10) of that
reference, which is valid at leading order in Ha/k only. At that
order unfortunately, one cannot derive the overall scaling in a in
Eq. (94), which, however, determines the damping rate of
inhomogeneities. This is why one needs to work at next-to-
leading order.
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opposed to ordinary as in the situation treated before)
nonlinear differential equations. This analysis was
improved in refs. [58—60] in which the spherical symmetry
assumption was relaxed. More recently, Refs. [61-63] have
run new simulations (and seem to confirm the validity of
the behavior ps o a~* found above, even when k ~ aH).
All these works have technical restrictions, and, at this
stage, it is difficult to draw a completely general con-
clusion. However, it seems that LFI and plateau models
work better than SFI, and that although the size of the initial
homogeneous patch is an important parameter of the
problem, strong gradients may also help in starting inflation
(see also refs. [64,65]).

It is also worth mentioning that, speculating on what
quantum gravity could be, it does not seem unreasonable to
assume that a patch of Planck size should be homogeneous.
If this patch can be stretched to the observable universe
today, then the homogeneity problem would be solved.
However, without inflation, this is not possible. Indeed, in
the hot big bang model, the Planck energy density is
reached at redshift zp ~10%°. The Planck length,
£p~ 1073 m, at this initial redshift, is thus stretched to
~10~> m today, to be compared to the Hubble radius today,
ry ~10%° m. This is a generic feature of decelerated
expansion, which redshifts length scales by an amount
always smaller than the increase of the Hubble radius. But,
on the contrary, with a sufficient number of inflationary
e-folds, the initial Planck patch becomes larger than the
Hubble patch today and, within the above-mentioned
hypothesis, the homogeneity problem is solved. Notice
that this does not address, within quantum gravity, the
problem of starting inflation, which is a topic by itself
[66-68].

We conclude that the fundamental issue as to whether
inflation homogenizes the universe is still open, although
most recent numerical works on this topic seem to be
suggesting it does. Among all the potential problems that
have been raised against inflation, it is clearly the most
serious one.

IV. THE TRANS-PLANCKIAN PROBLEM

In the previous sections, we studied how inflation
depends on initial conditions. A similar question exists
for the perturbations. In fact, if one traces backwards in
time the length scales of cosmological interest today, they
are generically smaller than the Planck length at the onset
of inflation. It is in this regime that the initial conditions
(the adiabatic vacuum) are chosen. But one can wonder
whether this is legitimate and whether quantum field theory
in curved spacetime is valid in this case. Notice that the
energy density of the background remains much less than
the Planck energy density, so that the use of a classical
background is well justified, and it is only the wavelengths
of the perturbations that can be smaller than the Planck

length. This issue is known as the trans-Planckian problem
of inflation [69-72].

In the absence of a final theory of quantum gravity, it is
difficult to calculate what would be the modifications to the
behavior of the perturbations if physics beyond the Planck
scale were taken into account. But what can be done is to
introduce several ad hoc but reasonable modifications and
test whether the inflationary predictions are robust [69,70]
under those.

It has been shown that the inflationary power spectrum can
be modified if physics is not adiabatic beyond the Planck
scale. So, to a certain extent, the predictions are not robust.
However, if one uses the most conservative way of modeling
the modifications originating from the spacetime foam, one
finds that the corrections scale as (H/M_)?, where H is the
Hubble scale during inflation and M. the energy scale at
which new physical effects pop up (typically the Planck scale
or, possibly, the string scale); p is an index which, in some
cases, can simply be one [73]. Those corrections are therefore
typically small. In some sense, this result can be viewed as
decoupling between the Planck and inflationary scales.
However, there are other ways of modeling the new physics
(for instance, for some choices of modified dispersion
relations [74]) that could lead to more drastic modifications.

Notice that the form of these corrections is somehow
generic. Choosing the adiabatic vacuum consists in singling
out a specific Wentzel-Kramers-Brillouin branch in the
evolution of the cosmological perturbations, which is a
second order differential equation. Any deviation from this
will necessarily introduce interferences with the other
branch and, as a result, superimposed oscillations will
appear in the inflationary correlation functions [75].
Although the amplitude and the frequency of those oscil-
lations are model dependent, their presence have been
searched for in the CMB data but no conclusive signal has
been found so far [76-79].

In conclusion, it is fair to say that trans-Planckian effects
are, at least in their most conservative formulations, not a
threat for inflation. On the contrary, they should be viewed
as a window of opportunity [80,81]: if we are lucky
enough, one might use them to probe the Planck scale,
something that would clearly be impossible with other
means [69-72,82—-84].

V. INFLATION AND THE QUANTUM
MEASUREMENT PROBLEM

The inflationary mechanism for structure formation is
based on general relativity and quantum mechanics. As a
consequence, the behavior of inflationary perturbations is
described by the Schrodinger equation that controls the
evolution of their wave function. Initially, the system is
placed in its ground state, which is a coherent state, and
then, due to the expansion of spacetime, it evolves into a
very peculiar state, namely a two-mode squeezed state.
This state is sometimes described as “classical” since most
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of the corresponding quantum correlation functions can
be obtained using a classical distribution in phase space
[85-87]. However, it also possesses properties usually
considered as highly nonclassical. It is indeed an entangled
state, very similar to the Einstein-Podolsky-Rosen (EPR)
state, with a large quantum discord [87], which allows one
to construct observables for which the Bell inequality is
violated [88,89].

The above picture, however, raises an issue [90,91]: the
quantum state of the perturbations is not an eigenstate of the
temperature fluctuation operator. A nonunitary process
needs therefore to be invoked, during which the state
evolves from the two-mode squeezed state into an eigen-

state of 8T /T. In other words, the quantum state of the
perturbations is homogeneous and something is needed to
project it onto a state that contains inhomogeneities.

This problem is no more than the celebrated measure-
ment problem of quantum mechanics, which, in the
Copenhagen approach, is “solved” by the collapse of the
wave function. In the context of cosmology, however,
the use of the Copenhagen interpretation appears to be
problematic [92]. Indeed, it requires the existence of a
classical domain, exterior to the system, which performs a
measurement on it. In quantum cosmology, for instance,
one calculates the wave function of the entire universe and
there is, by definition, no classical exterior domain at all.
In the context of inflation, one could argue that the
perturbations do not represent all d.o.f. and that some
other classical d.o.f. could constitute the exterior domain,
but they do not qualify as “observers” in the Copenhagen
sense. The transition to an eigenstate of the temperature
fluctuation operator, which necessarily occurred in the
early universe (structure formation started in the early
universe), thus proceeded in the absence of any observer,
something at odds with the Copenhagen interpretation.

How is this problem usually addressed? One possibility
is to resort to the many-world interpretation together with
decoherence [93]. It can also be understood if one uses
alternatives to the Copenhagen interpretation such as
“collapse models”; see refs. [94-99]. In this case, one
obtains different predictions that can be confronted with
CMB measurements. Other solutions involve the Bohmian
interpretation of quantum mechanics [100-102].

In conclusion, let us stress that the quantum measure-
ment problem is present in quantum mechanics itself and is
not specific to inflation: any mechanism where cosmologi-
cal structures originate from quantum fluctuations would
have to face it. As for the trans-Planckian problem, inflation
can, however, be viewed as a window of opportunity that
could shed light on fundamental issues of quantum
mechanics using astrophysical measurements.

VI. THE LIKELIHOOD OF INFLATION

Another class of criticisms against inflation is based on
the idea that there exists a natural measure on the space of

classical universes and that, according to this measure, the
probability of having a sufficient number of e-folds of
slow-roll inflation is tiny. In this section, we examine these
arguments.

The main idea is the following. Let us consider a system
having n d.o.f. g; and described by the Hamiltonian
I (q;, p;) where p; = —0% /Oq; is the conjugate momen-
tum of g;. The evolution of the system can be followed in
the 2n-dimensional phase space endowed with the coor-
dinates (g;, p;). Then, there exists a natural symplectic
form given by w = > dp; A dg; which leads to the
Liouville measure, namely Q = (—1)"("=1)/2/nl@". This
measure is commonly and successfully used in statistical
physics.

In the context of inflation, where gravity is relevant, one
can also describe the system in terms of a Hamiltonian and,
therefore, attempt to define a natural measure. Indeed, the
Einstein-Hilbert action, in the homogeneous case, leads to
the mini superspace Lagrangian

M2 . a3¢2
L= _3W1>1aa2 + 3/\/M1%116a +W

- Na*V(p). (96)
Here, NV is the lapse and plays the role of a Lagrange
multiplier. The conjugate momenta read

aa I1
py =0, pa:—6M]%1W, p¢:a3ﬁ. (97)

Performing a Legendre transform, one obtains the

Hamiltonian
p: Py
H=N|-—2 —2 —3M3K 3V(p)|. 98
12M12>]a+2a3 Pl a+a (¢) ( )

The equation of motion for A/ sets it to be a constant, and
the variation of the Lagrangian with respect to N gives the
Friedmann-Lemaitre equation (1) provided A/ = 1, which
we choose to be the case in what follows. The Hamiltonian
equation of motion for ¢ is nothing but the Klein-Gordon
equation (3), while the Hamiltonian equation of motion for
a, combined with the Friedmann-Lemaitre equation, gives
the Raychaudhuri equation (2). In practice, the Friedmann-
Lemaitre equation can be deduced from the Klein-Gordon
and Raychaudhuri equations up to an integration constant
(which corresponds to fixing A).

As aresult, the dynamics is effectively Hamiltonian on a
four-dimensional phase space (¢, p,.a. p,), and this can
motivate the choice of the simplectic form

The associated measure is known as the Gibbons-Hawking-
Stewart (GHS) measure [103].
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At this point, however, the first difficulty arises. Since
general relativity is a constrained setup, the physical system
lives, in fact, on the surface # = 0 and not in the entire
four-dimensional phase space. One can nevertheless con-
sider the measure induced by the GHS form when pulled
back on this surface, which reads

WGHS.%#=0 — —6M1%1612dH A da
6M12,la3H
\/ 6H>M3, — 2V () + —F
32 (6H2M, — 2V() + Mok
( Pl (9)+ 2 da A dg.
V6H2M, -2V () + P2k

(100)

As detailed in Ref. [104], this measure is still not
satisfactory because it is degenerate, namely the determi-
nant of wgys o~ vanishes, and, as a consequence, it cannot
lead to a correct volume form. In order to fix this second
problem, the usual procedure consists in restricting the
natural measure, not to the constraint surface itself, but to a
surface within the constraint surface, (N, H,¢) = K.,
which intersects each trajectory only once. By considering
different values of K,, one describes a succession of
surfaces in the constraint surface, which can be viewed
as describing the “passage of time.” The standard choice is
to define & by H = H,, which leads to the form introduced
by Gibbons and Turok in Ref. [105], namely

2
, GH2M3 2V () +
WGHS, 7 =0,H=H, — 0 7 /cda A dg.
VJ6H2M3, 2V () + 2k

(101)

This measure, however, suffers from a number of draw-
backs as underlined in Ref. [104]. As discussed in great
detail in Sec. III of this reference, in statistical physics, the
use of the natural symplectic form is justified only if some
conditions are satisfied. Reference [104] shows that, in the
context of inflation, none of these conditions is actually
fulfilled. The physical motivations behind the GHS mea-
sure seem therefore elusive. Moreover, the measure (101)
is, in fact, infinite and needs to be regularized. As discussed
in Ref. [104], the physical conclusions that one may draw
unfortunately depend on the regularization scheme, and no
universal scheme has been found so far. A common
procedure is to introduce a cutoff a. in a and to take the
limit a. — oo. Then, the probability of having slow-roll
inflation lasting at least Ny, e-folds is given by

S, VOHIME, — V($)de
J6HIME, - V($)dgp

P(Niw) = - (102)

in agreement with Eq. (62) of Ref. [104]. In the numerator,
the ¢ integral is taken for initial values of the inflaton
leading to at least N,; e-folds and for values of ¢ such that
the square root is defined, the corresponding integration
domain being denoted by D(®;yi, Niy¢). In the denomi-
nator, the range of integration comprises all values such that
the square root is defined. Finally, we have also assumed
flat spacelike sections, namely K = 0.

Then comes the question of which value of H, should be
taken. The choice made in Ref. [105] is to choose H, as the
Hubble parameter at the end of inflation from which one
obtains [see also Ref. [104], Eq. (69)]

P(Nijp) o e=3Ninr, (103)
This result is at the origin of the claim that inflation is
extremely unlikely. It is, however, tightly related to the
choice of taking H, at the end of inflation, see
refs. [104,106]: since slow roll is an attractor in phase
space, it is clear that, measured at the end of inflation, the
volume occupied by the inflationary trajectories is very
small.

The presence of a dynamical attractor is, in fact, a
positive feature of inflation, as revealed by the result
obtained when taking H, “initially,” say, at the Planck
scale (or at scales slightly below if one wants to avoid
quantum gravity effects). This choice seems better justified
and leads to a completely different result. If one takes
V(¢) = m*>¢*/2, then refs. [104,107] have shown that

4m 2Ninf
PN ) = 1 — —— /200t
(Nmf) ﬂ'H* 3

which leads to P(60) ~ 0.99996, namely sufficient infla-
tion is almost certain. This number, however, depends on
the potential. For instance, it has also been evaluated for
natural inflation in Ref. [107] which finds P(60) ~0.171.
Given the Planck CMB data, what should be done is to
carry out this calculation for the best inflationary scenarios,
namely the plateau single-field potentials such as the
Starobinsky model. Using Eq. (63) together with Eq. (64)
expanded in the large-® limit, one arrives at

_ jiflo(4Nin1'/3) dx v 1- A(l B e_x)z

(104)

P(Niy) = , 105
W) J@dey/T—A(1 = e 10s)
where &/ is a dimensionless quantity given by
M4—
=———. (106)
6H2M3,

The upper limit of the integral is infinite because, in a plateau
model, 6H2M3, — V() is, in the slow-roll approximation,
always positive regardless of ¢. The two integrals present in
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the ratio (105) are infinite, but they can be regularized by
replacing the upper infinite limit with a finite cutoff xg,p,

upon which they behave as ~v1—dxg,. Letting
Xgp — 00, one then simply obtains P(Njy) = 1.
Therefore, if one were ready to accept the previous consid-
erations (with all the caveats mentioned), the conclusion
would be that Planck has precisely singled out the models
for which the probability of getting enough e-folds of
inflation is unity, and that would rather reinforce the status
of inflation. Let us also notice that Ref. [108] has remarked
that the use of the Liouville measure in the cosmological
context is often disputed but has argued that any other
approaches lead to the same conclusions. The previous
considerations, however, show that it is sufficient to take a
reasonable value for H, to completely change the
consequences.

Let us quickly review the results obtained in this section.
The claim that inflation is unlikely, which is expressed
mathematically by Eq. (103), is based on the use of the
GHS measure which, contrary to the case of statistical
physics, does not satisfy any of the conditions required for
the validity of the Liouville measure [104]. This measure
therefore lacks physical justifications, as other proposed
measures in the literature [109]. If one were to use it
anyway, the result would strongly depend on the regulari-
zation scheme. If one further insists and employs one such
scheme where a cutoff on the scale factor is introduced, if
one chooses H, at the beginning of inflation rather than at
the end, one finds that sufficient inflation is very likely (and
even certain for the plateau models that seem to emerge
from the data) rather than unlikely. This is due to the
presence of a dynamical attractor, namely slow roll, and
leads us to conclude that the claim that inflation is unlikely
can safely be discarded.

VIL. INITIAL CONDITIONS, ATTRACTORS,
AND MEASURES

The discussion in Sec. I about fine-tuning in the space of
initial conditions is crucially based on the existence of an
attractor, which appears to be a fundamental property of
inflation. However, as was emphasized in Ref. [110], the
presence of an attractor during inflation can be challenged.
First, there is the Liouville theorem, which states that
volumes are conserved in phase space and goes against the
intuitive meaning of what an attractor is. Second, an
attractor is a coordinate-dependent notion.

Concerning this second point, it was shown in Sec. II that
there is a convergence of inflationary trajectories toward the
slow-roll trajectory when plotted in the coordinates (¢, I1)
or (®,T"). However, as noticed in Ref. [110], if the same
trajectories are represented in terms of the coordinates
(¢.py), the attractor behavior is lost (see Fig. 2 of

Ref. [110]). The reason is that p, is related to gb by a
time-dependent function, namely a® as can be seen in

Egs. (97), and that, as we will see, the rate at which
trajectories approach the slow-roll attractor is precisely
given by 1/a’. In fact, the attractor behavior of any system
(not necessarily in cosmology) obtained with given coor-
dinates can always be erased by changing these coordi-
nates, in particular, by suitably multiplying them by some
time-dependent function. The presence of an attractor, and,
hence, the sensitivity to initial conditions, is therefore
intimately related to the choice of a measure in phase space.

In fact, among the measures that can be proposed, two
categories can be distinguished. The first category corre-
sponds to measures that can be written as f(x,y)dx A dy,
where x and y parametrize phase space and obey dx/dr =
X(x,y) and dy/dz = Y(x,y) (here = denotes the time label
used to formulate the equations of motion), namely the
equation of motion are autonomous; that is to say, they do
not explicitly depend on 7. The second category contains
measures that are not of type I, either because f explicitly
depends on the time label 7 or because the equations of
motion are not autonomous, or both. Measures of category
Il are a priori not well defined unless, using some addi-
tional prescription, one can reexpress the time label in
terms of the dynamical variables of the system.

In this section, we discuss alternatives to the flat measure
in (®,T) implicitly assumed in Sec. II, their motivations,
and their relevance for characterizing dynamical attractors
and the fine-tuning of initial conditions. We will specify the
category (I or II) of each measure and show that the
presence of an attractor is always found with measures of
category I.

A. Alternative measures

Let us introduce several measures that can be viewed as
“natural.” Our goal is by no means to be exhaustive (one
probably could define other measures) or to argue that one
measure is better than the others. The aim is rather to show
that the notion of an inflationary attractor is robust in the
sense that, given reasonable measures, and for various
attractor criteria, it is almost always present.

1. Field-space t measure

Since Egs. (1) and (3) give rise to a closed, time-
independent differential system in the space (¢, IT), where
we recall that [T = [p, a first natural choice for a measure is
one that is flat in this space, d¢p A dIl. Because this comes
from parametrizing trajectories with cosmic time # (in other
words the time label 7 is 7 = ), we will refer to this as the ¢
measure. This measure clearly belongs to category I
because the function f does not depend on time (it is
one) and the equations of motion are, as just noticed above,
autonomous since ¢ = IT and IT = —3[[12 + 2V(¢)]"/211/
(vV6Mp)) — V. This has to be contrasted with the case
where we choose to work with another time coordinate, say,
conformal time 7 = #, and consider the #-measure d¢ A dIT
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that is flat if phase space is parametrized by ¢ and
I1 = ¢’ = all. This measure is of category II because,
while the function f(¢,TI) is still one, the scale factor
explicitly appears in the differential system given by
Egs. (1) and (3), which is not time independent anymore:
P=TL T = =22+ 20V ($)) 2 (VEMR) - 2V,
Another way to see it is to work in the space (¢, IT) with
the measure d¢ A dIT = ad¢g A dI1. As mentioned above,
the equations for ¢ and Il are autonomous but now the
function f(¢, 1) = a becomes explicitly time dependent.
Since a is not a function of ¢ and II, it does not define a
proper form. A workaround is to remark that a can be
integrated along a given phase-space trajectory. As such, a
function a(¢, I1) can be defined along each trajectory, but
the relative values of the scale factor between different
trajectories is ambiguous, unless one defines an initial time
slice in phase space where, say, one imposes a = 1. This
illustrates the statement made above, namely that measures
of category II need an additional prescription to be fully
defined, and further shows that not all choices of time labels
lead to measures of category 1.

2. Hamiltonian measure

The t measure may not seem very natural since the
coordinates ¢ and IT are not canonical variables, in the
sense that they satisfy equations of motion that do not
derive from a Hamiltonian. However, the dynamics of the
full four-dimensional phase space, made of ¢, II, the scale
factor a, and its conjugate momentum p,, is Hamiltonian
since it can be obtained from the Einstein-Hilbert action, as
discussed in Sec. VII, where it is shown to lead to GHS
measure [103] (or its pulled-back version). This measure is
of category I but nonetheless suffers from the drawbacks
highlighted in Sec. VIIL

3. Hamiltonian induced measure

Even though ¢ and IT are not canonical variables, the
projection of the dynamics from the four-dimensional space
(¢.py.a. p,) onto (¢,11) has the remarkable property of
being well defined (trajectories do not cross) and second
order. In this sense one can perfectly consider the dynamics
in the plane (¢,IT) endowed with the measure induced
from the one in the four-dimensional “canonical” space,
that is to say, the form d¢ A dp,, = a’d¢g A dIT that is flat
in the space (¢, p,). However, f(¢,11) = a® and, as a
consequence, the measure belongs to category II.

In what follows, we will refer to this choice as the
Hamiltonian induced metric. Let us notice that it suffers
from the same flaw as the 7 measure (see Sec. VI A 1): one
needs to specify an initial time slicing in the field
phase space.

Let us also note that even though the dynamics in the
two-dimensional space (¢, ¢) is well defined and second
order, there is no guarantee a priori that it can be obtained

from a Hamiltonian. If the scalar field is a test field, it is the
case and the Hamiltonian is simply given by Eq. (98) where
a(?) is a fixed, i.e., nondynamical, function. If ¢y dominates
the energy budget of the universe and has a quadratic
potential, in Ref. [110] it is shown that this is also the
case, by virtue of Douglas’ theorem [111]. Otherwise the
question remains open.

4. Field-space N measure

The Hamiltonian measure of Sec. VII A2 may at first
seem more natural as stemming directly from the Einstein-
Hilbert action. However, one may question the relevance of
promoting the scale factor a into a dynamical variable as
important as ¢, since a, alone, is a nonmeasurable quantity.
If the spacelike sections are flat, only scale factor ratios are
relevant for astrophysics and cosmology, such as in redshift
measurements, or as in the Hubble parameter.

The Einstein-Hilbert action in the FLRW metric is
obtained by integrating Eq. (96) with N =1, i.e.,

_—
S = / a® {—3M§1a +§¢2—V(¢)]dt. (107)

02

This expression makes clear that, up to the a® term, a and
its derivative a only appear within the ratio precisely given
by the Hubble parameter H = &/ a. This remark suggests to
change the time coordinate from # to N = In a and one gets

H V(D
S = / N [—3M1%1H + 5 ML~ %} dN,  (108)

where I'=d®/dN and ®=¢p/Mp, as in Sec. IL
Therefore, the Lagrangian reads

H V(d
L(N.H.T,®) = e [_3M%1H n EM%FZ _ 5{ )] '

(109)

This Lagrangian is an explicit function of the time
integration variable, N, and describes a nonconservative
dynamical system. The Hubble parameter in this
Lagrangian has no dynamics and acts as an auxiliary field.
The only dynamical d.o.f. is @ (and its derivative I') such
that phase space is two-dimensional.

Let us check that Eq. (108) gives back the Friedmann-
Lemaitre and Klein-Gordon equations for a self-gravitating
scalar field. The Euler-Lagrange equation with respect to
o gives

iy
dN

while 8S/6H = 0 yields

1 dH 1
d) V_o  (110)

Hav) THML a0
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2 Vv

2 = ¥V
M3 6-1T7%

(111)

which matches the first of Eq. (6). Taking the logarithm of
Eq. (111) and differentiating with respect to N gives a first
order differential equation for I" which, combined with
Eq. (110), gives back the first Hubble flow function

1dH 1

2
Hav = 2F , (112)
which matches the second of Eq. (6).

Starting from the Einstein-Hilbert action, and having the
prejudice of considering only observable quantities in the
dynamical system, we reach the conclusion that the Hubble
parameter is an auxiliary field while the dynamics is
dissipative and two-dimensional in the phase space
(®,T). This is in contrast with the Hamiltonian measure
where, starting from the same action, the choice of the
dynamical variables was made to have a conserved
Hamiltonian at the expense of having a four-dimensional
phase space.

Recalling that I' = d®/dN, we refer to the measure
induced by d® A dI' as the field-space N measure. This
measure belongs to category I since f(®,I") = 1 and the
corresponding equations of motion are autonomous:
d®/dN =T, dI['/dN=—(3-T?/2)I'—=(6-I"%)V,/(2V).

B. Attractors as volume shrinkers

Dynamical attractors play an important role in cosmol-
ogy since they have the ability to erase the dependence on
initial conditions from the predictions of a given model.
The idea is that, if one starts from a set of initial points in
phase space, enclosed within a certain domain of phase-
space volume 7/, the trajectories stemming from these
points will all merge toward the attractor trajectory. One
may expect that the volume of the region they encompass
thus goes to zero as time proceeds, since the volume of a
one-dimensional line in a more-than-two-dimensional
space vanishes. For this reason, a first definition of a
“dynamical attractor” one may propose is a trajectory
around which phase-space volume decreases, d7” < 0.

1. Field-space t measure
Let us consider two vectors u#; and u, both attached at
time ¢ to the point (¢,¢) in phase space and with
components (5¢;,8I1;) for i =1, 2, respectively. The
volume spanned by these two vectors is given by
%(l) :u](t) /\uz([) :5¢15H2—5H]5¢2 (113)

In Appendix A, it is shown that this infinitesimal volume
evolves according to

din7
dr

= —3H<1 + (114)

)
6M2,H?)

In an expanding universe, H > 0, the entire phase space has
attractive properties, while in a contracting universe,
H < 0, the entire phase space is repulsive. Let us also
notice that the typical timescale associated with the con-
traction (respectively, expansion) of the phase-space vol-
ume is one e-fold.

2. Hamiltonian measure

If one uses the Hamiltonian measure to compute volumes
in the four-dimensional phase space (¢, py.a, p,), one
finds that the volume is always preserved, as a consequence
of the Liouville theorem (see Appendix B). This proves that
the volume is preserved according to this measure, and that
there is no phase-space attractor or repeller in this sense.

3. Hamiltonian induced measure

If one considers an arbitrary metric g;;, where i and j
are either 1 or 2, Eq. (113) needs to be replaced by
7'(t) = u,(t) A uy(t)det(g;;), and a new term appears in
Eq. (114), namely

din7 I det(g;
R ) —— ) (115)
dr 2MyH  det(g;)

For the induced Hamiltonian measure, one has det(g;;) =

a® and as explained in Sec. VII A 3, an initial prescription
for the scale factor is mandatory. One can take a to be
uniform inside the initial infinitesimal volume (neglecting
corrections suppressed by higher powers of 77), and one
obtains

dn7  ¢°
dt  2M3H’

(116)

The same conclusions as the ones reached in Sec. VIIB 1
thus apply here, namely phase space is attractive (repulsive)
in an expanding (contracting) universe. Let us, however,
notice that the typical timescale associated with the phase-
space contraction (expansion) is different, since Eq. (116)
gives rise to d7'/dN = —e,;7". The typical timescale is
therefore 1/€; e-folds and can be very long during inflation
if ¢ < 1. In this case, the Hamiltonian induced measure
induces quasiconservation of the phase-space volume.

4. Field-space N measure

For the N measure, the calculation closely follows the
one presented for the ¢ measure and is performed in
Appendix C. One obtains
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din7Z" 3

v ol -Tu@r-r(e). (117
where

[ (@) =+4/2+ _Ffrétb) + —F“éq)) - (118)

The right-hand side of Eq. (117) is negative only for I in
therange I'_ <I'<T7,.

In the usual situation where I'y (@) < 1, 7" decreases as
soon as |I'| < v/2, i.e., as soon as inflation takes place (and
independently of its nature: slow roll, transitional, ultra—
slow roll). In the slow-roll regime, I'~ T, one obtains
dIn7'/dN ~ -3, i.e., a behavior similar to Eq. (114).

In the kination limit, [ — 6, 7 decreases only if
[2.(®) > 6, i.e., the potential should be very steep, and
[ (@) > 0 implies that the field follows the gradient of its
potential. This is consistent with the stability analysis of
Sec. 1A 2.

C. Attractors as flow compressors

The fact that the Hamiltonian volume is conserved
simply means that if two flow lines get closer, the
dispersion of points along these lines must increase, such
that the volume is squeezed along the directions orthogonal
to the flow and stretched along the direction parallel to the
flow. This is not incompatible with the intuitive idea of
having an attractor, which simply involves compression of
flow lines irrespective of the way they are labeled by time.

This is why one could argue that what matters most is not
the distance between points in phase space per se, but the
distance between flow lines. One way to characterize the
flow evolution is by evaluating the Lyapunov exponents,
but their values are usually location and direction depen-
dent in phase space, and one has to consider a spectrum of
Lyapunov exponents [112].

Here we follow a different approach. Let € (M) denote
the orbit of M in phase space, i.e., the set of points in either
the past or the future of M under dynamical evolution. This
is the flow line that M belongs to or, said differently, the
equivalence class of M under the dynamical relation.
Starting from a distance measure d in phase space, we
then construct the quantity D, defined as
D(M.M,) =max{d[M,.€(M,)].d[M,,€(M,)]}, (119)
where d[M, €(M,)] = minyegu,)[d(M;, M)]. This is a
symmetric, non-negative function that vanishes if and
only if M, and M, are along the same trajectory.
However, it does not satisfy the subadditivity inequality,
ie., D(M,M,) + D(M,,M3) > D(M,,M5), in general.
This is therefore not a proper distance as mathematically
defined, but this does not matter for our purposes. One can
define an attractor as being a region where

dD < 0. (120)
This means that, considering a reference phase-space
trajectory (the attractor), starting from an initial condition
away from the attractor, one gets closer and closer to the
attractor as time proceeds, according to the phase-space
distance d. For the sake of clarity, we restrict the study of D
for the two-dimensional measures only.

1. Field-space t measure

Let us first notice that in order to bring the two field
coordinates to the same dimension, a mass parameter p
must be introduced, so that > = y?d¢? + dI1>. When we
had to calculate phase-space volumes above, this parameter
was irrelevant (if constant in time) but it does play a role
when computing distances a priori. One can take y to the
Planck mass, the mass of the inflaton field, or maybe the
Hubble parameter evaluated at a given time.

Let us now consider a point of coordinates ¢ and II in
phase space, together with another point of coordinates
¢ + 0¢ and I1 + 6I1. In Appendix D, it is shown that the
distance D between these two points obeys

dinD (% - 2/1?5}1)51_[ - (215,2?11 + V)¢
dr ST+ (ff + 3H)¢

(121)

Let us notice that the mass scale p has dropped off from
this result. However, the sign of the right-hand side in this
expression depends on the initial displacements 6¢ and
ST1.® We consider three possibilities.

The first one corresponds to a fluctuation in the velocity
direction only, d¢p = 0. One obtains

€
—an142).
5p=0 6

where the second Hubble flow function ¢,,,; = dlne,/dN
for n = 1 appears. An attractor behavior is then obtained
when ¢, > —6. The slow-roll regime, for which |e,| < 1, is
therefore in the attractive region. In the ultra-slow-roll
regime, €, = —6, the distance is preserved, in agreement
with footnote 8.

dInD
dr

(122)

0One can check that in the case where the flow lines are
straight lines in field space, this dependence cancels out. For
instance, if all flow lines are parallel straight lines, ¢(¢b, P) = Ad,
Eq. (D15) gives a vanishing result, in agreement with the fact that
the flow map is neither attractive nor antiattractive in that case. As
another example, in the case where the flow lines are straight lines
intersecting at the origin, ¢(¢. ) = ¢*/¢, one finds from
Eq. (D15) that dInD/dr =T1/¢, in which, as announced, the
dependence on d¢ and SI1 has canceled out, and which is in
agreement with the intuition that the flow map is attractive in the
antidiagonal quadrants and repelling in the diagonal quadrants.
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Let us now consider the case where the initial displace-
ment is along ¢ only, and 6I1 = 0. This gives rise to

2
dInD -2 2492
n _ —3H<1 T B L S ) (123)
dr|sp—0 = =3¢

Let us stress that, as for Eq. (122), this expression is exact
and does not assume anything about the Hubble flow
functions. In this case the situation is more complicated,
but in the slow-roll regime, one has dInD/dt =
—3H[1 + O(e)] so the same conclusions as above apply,
even though subtleties could arise in situations when
€, ~ 2¢; (see below). In the ultra-slow-roll inflation limit,
e, =—6 and |e;| < 1, |e3] < 1, the right-hand side of
Eq. (123) again vanishes.

Finally, let us consider the case where the initial field
displacement is orthogonal to the field-space trajectory,
WIS + T18I1 = 0, since it is the direction along which the
reduction in the distance is sought. One obtains

dInD
dr

3H € H22€1—€2
e —|———7
L1+ e -92L 6 w2

€ e 2 e  ee
X <—€1+32+?1—§€1€2+1—§+%):|.

(124)

The limits gy — oo and u — 0 allow one to recover
Egs. (122) and (123), respectively, and this result is, in
fact, the generic formula. For the three choices of values for

u mentioned above, p = H,, \/V.”, or Mp;, one can see
that the structure dInD/dr = =3H[1 + O(e)] is preserved,
so the slow-roll regime is in the attractive domain, with a
relaxation timescale of order one e-fold. The above
expression also makes the limit e, — 2¢; regular. In the
ultra-slow-roll inflation limit, the right-hand side of
Eq. (124) vanishes, and the distance is preserved.

2. Hamiltonian induced measure

In Appendix E it is shown that, compared to the ¢
measure, one gets an additional term for the distance
evolution, which does not depend on the initial displace-
ments 6¢p and O11,

dinD dInD 3H
= L (125)
t t f—measure ]+/7(€1 —j)

where the first term in the right-hand side is given
by Eq. (121). If the initial displacement is in the velocity
direction only, or in the field direction only, an attractor
behavior is obtained only if H/u is bounded by a certain com-
bination of the slow-roll parameters that can be obtained from
Eqgs. (122) and (123), respectively. In particular, if one

chooses the scale u to be much larger than the Hubble scale,
the same results as for the r measure are recovered.

However, if the initial displacement is orthogonal to the
field-space trajectory, one can see that the leading-order
term in Eq. (124) is exactly canceled, so that the attractor
behavior in the O(1) e-fold in the slow-roll regime is lost,
in agreement with Fig. 2 of Ref. [110]. Whether the
dynamics is attractive then depends on the choice of the
scale p with respect to the combination of the slow-roll
parameters appearing in Eq. (124).

3. Field space measure

The calculations are formally identical to the ones for the
field space ¢t measure, except that since ® and I" have the
same mass dimension, there is no need to introduce an
additional mass parameter. One gets

dinD _ (3 - %z)rsr,tbfsq) + (Fz - % -3 &)(()T‘

; - (126)
dN ST+ (3-0)(1 - )50
For initial displacements 6® = 0, one obtains
dinD r,r _T
- S 3 (127)
dN |s0—0 2 r

The sign analysis of the right-hand side can be performed
exactly but ends up being not particularly illuminating.
Let us focus instead on the relevant physical situations.
In the slow-roll regime, for which '~ T, and |T'y| < 1,

we have
1
-y
5O=0,I=T,, 2

and flow lines are always compressed. Interestingly, the
ultra-slow-roll limit, I'y, — 0 with [' > I', gives

dInD
dN

(128)

dInD
dN

~T2>0.
S0=0,>T,

(129)

As a result, ultra—slow roll induces flow lines expansion
when starting from 6@ = 0.
For initial displacements having 6I" = 0, one gets

dInD
dN

_ rTsr.lD
=0 I'-T

(130)

For slow roll, this expression becomes singular as I" — I';.
This means that I' must be calculated at next-to-
leading order in slow roll to evaluate the above equation.
Solving Eq. (8) perturbatively around I" ~ I, one obtains
'~ (1 -Tge/3) [in agreement with Eq. (22) of
Ref. [113]]. This leads to
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dInD

~ =3,
dN

ST=0.I'~T,

(131)

and flow lines are compressed as in Eq. (128). For ultra—
slow roll, one gets

d’InV
do? -’

dInD
dN

(132)

=0 <I'«l1

which means that only convex potentials lead to flow lines
compression, a result that is compatible with the stability
analysis performed in Ref. [27].

Finally, for initial displacements orthogonal to the
trajectory, one gets

:(3_%2)2(1_%)Fsr,d>+rz_311:sr_%‘ (133)
1 1+(3-0)*(1-1x)?

dinD
dN

In the slow-roll limit, I' — T'y,, we get the same behavior as
in Egs. (128) and (131), and flow lines are always com-
pressed. In ultra—slow roll, I' > Iy, and I <« 1, one gets

dInD
dN

- 9dmyv

1M, <I<l T10 10 do?

(134)

As before, flow lines can only be compressed for a convex
potential and provided that the field velocity in e-folds
remains low enough, I'? < 9(d*In V/d®?).

D. Slow-roll attractor

The above considerations lead to the conclusion that
slow roll is in the flow lines compressing region of phase
space with a relaxation timescale of order one e-fold. Let us
now show that slow roll is the actual attractor of that region
(see refs. [27,114] for other demonstrations).

In terms of (®,T"), the equation of motion is given by
Eq. (8). Since I'> < 6, this leads to dI'/dN « I'y, — I'. This
is why, if I' > I, then dI'/dN < 0 and I" decreases, while
if ' < T, dI'/dN > 0 and I increases. As a result, within
the whole phase space, I'(N) is attracted toward I',. Notice,
however, that I'y; is also varying with N such that this
attractor behavior does not necessarily imply that the slow-
roll solution I" ~ I, is adiabatically reached. In fact, stable
ultra—slow roll [27] is precisely an example in which slow
roll is never attained.

The stability of the slow-roll solution itself can be
studied by considering a small deviation from I' =T,
parametrized by

T(N) =T (N) + e(N). (135)

Plugging this expression into Eq. (8) gives

dlne
dN

(136)

r, I

2

Since it was shown above Eq. (131) that I' — ', receives a
correction of order I' Iy ¢ in the slow-roll regime, the
deviation e should be thought of as being much larger than
this correction [working at leading order in slow roll,
otherwise the expansion (135) would have to be carried out
around the corrected value of I'], while being much smaller
than I';. Provided I'y; and I'; ¢, remain much smaller than
one, one therefore obtains

€(N) = €(Niyi) exp [=3(N = Niyi)], (137)

and slow roll is stable, with a relaxation time of the order
one e-fold.

Equation (136) also shows that the second derivative of
the potential (the term I'; ¢) can play a role but only at the
expense of having I" > T, which is precisely the condition
to land in the ultra-slow-roll regime.

E. Information conservation

Finally, let us mention another possible way to character-
ize attractors: their ability to erase information about initial
conditions. A natural framework to define such a property
is the one of information theory. Consider two probability
distributions P;(x) and P,(x) in phase space (here
described by the vector x). The “information distance”
between these two probability distributions can be mea-
sured according to the Kullback-Leibler divergence

Pi(x)
Py(x)’

Dyw (Py||P>) = / dxP, (x)In (138)

Starting from either of two initial conditions in phase space
described by two probability distributions, the ability to
reconstruct which of the two initial distributions one started
from depends on the information distance between these
distributions. Therefore, if the information distance
decreases as time proceeds, the ability to reconstruct initial
conditions is getting washed away and one has an “eraser.”
In the opposite case, the sensitivity on the initial conditions
becomes more severe as time proceeds, and the dynamics is
repulsive, if not chaotic.

For the case of a scalar field, the classical evolution of the
system is continuous, and because Dy; is measure invari-
ant, this implies that the Kullback-Leibler divergence is
always conserved during the flow, for any continuous
measure.

For instance, assuming that the classical evolution of the
system maps x — y = F(x) uniquely (which is the case for
a dynamical system), one has
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Dy = / dyP,(y)In {P 1@)]

P.0)
- [ tseern ] G|

_ / dxP, (x)In [ﬁ;g;] .

(139)

As a result, for any measure, independently of the con-
traction of volume and flow lines in phase space, informa-
tion distance is always conserved during the classical
evolution of a self-gravitating scalar field. Let us notice,
however, that quantum diffusion may violate this result and
lead to further initial conditions erasure.

F. Discussion

In this section, various measures have been studied that
can be classified in two types: the field-space ¢ measure, the
Hamiltonian measure, and the field-space N measure
belong to category I, while the Hamiltonian induced
measure [110] or the field-space n measure (that was not
analyzed in details here but simply mentioned in Sec. VII
A 1) belongs to category II. Only the measures belonging to
the first category are properly defined in the strict math-
ematical sense. It is thus quite remarkable that, for all these
measures, regardless of whether an attractor is defined in
terms of volume shrinking or flow compression, it
was found that the slow-roll regime is always an attractor
(while the status of ultra—slow roll varies, and with the
Hamiltonian measure, phase-space volumes are conserved
by definition, but the flow-line compression is as large as
with the other measures) and that the convergence time
toward slow roll is given by one-third of an e-fold.

In fact, the result easily generalizes to all measures of
category I, since they are related through x’ = F(x, y) and
¥y = G(x,y), where F and G do not depend explicitly on
time (otherwise one would be considering a measure of
category II). The presence of an attractor is characterized by
the fact that, at late time, y asymptotes a given function of x,
which translates into y" approaching some function of x" as
well, at least if F and G are continuous, with the same
relaxation timescale.

Without specifying a physical mechanism that sets initial
conditions for the field-metric system, the choice of a
measure is a subjective prejudice. From a Bayesian
perspective, a phase-space measure plays no more role
than a priori. However, in the present case, we have found
that the attracting behavior of slow-roll inflation is robust
under theoretical prejudices as encoded by the phase-space
measure, if one restricts to measures that are unambigu-
ously defined (category I). This remarkable property is
what protects inflation from phase-space fine-tuning issues.

VIII. THE MODEL BUILDING PROBLEM

In most models that have been proposed so far, inflation
is driven by one (or several) scalar field(s). The physical
nature of this scalar field is still unknown, but implement-
ing inflation in high-energy physics is an important ques-
tion. In doing so, we face challenges that are very briefly
described below and that are sometimes used against
inflation. Before discussing them, one cannot help men-
tioning that a criticism that was very often made, namely
that inflation needs a scalar field (which is, by the way, not
completely true since there exist other mechanisms; see, for
instance, Ref. [115]) and that no fundamental scalar field
has ever been observed in nature, has been proven wrong
thanks to the Higgs boson discovery at the Centre Européen
de Recherche Nucléaire (CERN) [116]. It is, however, true
that, from a certain point of view, no uncontroversial UV-
complete model of inflation has been proposed so far,
which makes the model building problem an important one.

Two (related) questions are usually discussed. The first
one concerns the values of the parameters that one needs to
assume in order for a given model to fit the data. The
prototypical example is LFI, with V(¢) = 1¢*, 1 being a
dimensionless constant. When the CMB normalization is
taken into account, one obtains A ~ 10~'2, which violates
the standard lore that a model is “natural” if all dimension-
less quantities are of order one. For LFI,, one finds
m ~ 107°Mp,, which might be viewed as “better.” Since
these two models are disfavored, it is interesting to see what
happens for HI, where the nonminimal coupling constant

must be given by &~ 46000y/A. The fact that £/1/4 > 1
can be problematic for model building. Defining the
naturalness of the value of a parameter is a difficult
problem, and in any case, it should be done on a model-
by-model basis. In fact, as argued in Sec. I F, the only
“universal” and objective quantity that quantifies the fine-
tuning of a model is the Bayesian evidence. From the CMB
point of view, by definition, the best model of inflation is
therefore the least fine-tuned one.

The second approach to the model-building issue con-
cerns the flatness of the potential. Inflation requires flatness
in the logarithm of the potential in order for the effective
pressure of the system to be negative. But protecting the
flatness from corrections is usually challenging. Indeed, on
very general grounds, the mass m of the inflaton field
receives corrections given by

A
m?> — m? + gM?In <>, (140)
U

where p is the normalization scale, M > A the energy
scale of heavy fields, A the cutoff of the effective theory
in which the model in embedded, and ¢ the coupling
constant. We see that this can lead to m/H ~ 1 (unless g is
extremely small). This problem is known as the # problem
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of inflation [117]. It is fair to recognize that this issue is
quite generic and can be problematic. However, there are
also known methods to fix it, typically by requiring
symmetries to be preserved, the prototypical example being
shift symmetry; see Ref. [118].

The characteristic scale of the inflationary theory can be
as high as 10'® GeV, that is to say, 13 orders of magnitude
above what has been tested at CERN. Whether one prefers
to conclude that the questions mentioned above challenge
the “naturalness” of the inflationary paradigm, or that
inflation is an opportunity to learn about physics at those
scales, is, of course, subjective. However, it seems fair
to say that these challenges are most probably due to
our lack of knowledge of particle physics at high-energy
scales, rather than due to inconsistencies in the inflation
theory itself.

Another argument against inflation considers that it is so
flexible that it can account for any observations. It is true
that the standard predictions (spatial flatness, adiabatic,
Gaussian, and almost scale invariant perturbations) are
valid for the simplest class of models (single field with
minimal kinetic terms slow-roll models). If, say, a small
contribution originating from nonadiabatic modes is, one
day, discovered in the CMB, this will rule out the simplest
class of scenarios but not inflation itself. Indeed, models of
inflation with several scalar fields could easily explain the
presence of nonadiabatic modes. The worry is then that any
new observation could be explained in this way, thus
rendering inflation not falsifiable. Even the robust predic-
tion that the inflationary tensor power spectrum should
have a red tilt has been challenged in the context of more
complicated models; see, e.g., Refs. [119,120]. This sit-
uation is, however, not uncommon. In particle physics, for
instance, it seems difficult to rule out gauge theories in
general. It is only if one specifies the gauge group that one
comes with a version that can be falsified. Inflation is
similar in the sense that it is only by specifying a model that
one obtains a series of accurate predictions. In particle
physics, no one would discard gauge theories because a
choice of gauge group is needed and the same is true for
inflation.

IX. THE FLATNESS PROBLEM

Cosmic inflation predicts that the universe should be
spatially flat today, and this has been one of its first
successful predictions, well before any accurate measure-
ments of the actual curvature [3,4]. The current bound on
Q,, the density parameter of curvature today, is set by
Planck 2018 complemented with other cosmological
observables. From Ref. [121], it is

Q. = 0.0007 & 0.0037. (141)
In the past decade, various works have claimed that
measuring a very small curvature today should not be

considered as an argument in favor of cosmic inflation or its
alternatives, as it could also be “natural” in a purely
decelerating Friedmann-Lemaitre universe [122-124]. In
other words, there is no need for cosmological inflation to
solve the flatness problem because there is no flatness
problem at all.

Different reasons have been offered to support this
opinion. Let us, for instance, mention the claim that there
is no problem if the spatial curvature is exactly vanishing.
Although correct in principle, this idea is, however, hardly
reconcilable with the existence of curvature fluctuations on
Hubble scales.

Another claim consists in denying that there is a “fine-
tuning” issue based on the idea that one cannot compare
models of the universe because there is one universe only.
These are the issues of frequentist statistics. Model com-
parison is, however, standard routine in cosmology, by
means of Bayesian statistics [125-128]. It is possible to
compare models of the universe and quantify by how much
one is preferred by the data, using their Bayesian evidence.

Other works state that, in the absence of a well-motivated
measure for Qy , one cannot claim that a tiny curvature at
the onset of the Friedmann-Lemaitre epoch is unlikely.
Again, this objection is better addressed in the framework
of Bayesian statistics where it boils down to the usual issue
of choosing the priors.

To quantitatively address what is meant by the flatness
problem, let us consider the following simple model, where
the recent determination of the cosmological parameters is
ignored and only the measurement of €2 is considered. To
illustrate the method, we model Eq. (141) by a steplike
likelihood

L(DIQx,. I) = Lynax [0(Q, +0-) —O(Q, —0.)],  (142)

with 6_ = 6, = 0.0037. The likelihood is the probability
of measuring the data D given the theoretical value of €,
within some prior hypothesis /. This is precisely in / that
the choice of a model of the universe affects the inference
problem. Let us then consider only the homogeneous
cosmological model of Friedmann and Lemaitre (FL)
containing a gravitating fluid P = wp, plus spatial curva-
ture /C. The Friedmann-Lemaitre equations [already given
in Egs. (1) and (2) for the particular case of a scalar field
sourcing the geometry] read

2__P K
ST
Pl
H>+H= — e P+ 3P). (143)
Pl

Provided H? # 0, one can define
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K _ P
a*H*’ T 3MLH?

Q= (144)

which allows one to recast Eqs. (143) in terms of the
density parameters
1 dH

143w
Q+Qr =1, ———tl=-
+ ik Han + 2

Q. (145)

Here, N =1na is, as before, the e-fold time variable.
Because the spatial curvature C is constant, Eq. (144)
implies that

din(aH)  1dlIn|Qg|

dN 2 dN (146)

Plugging this expression into Eq. (145) gives a closed
equation for the curvature density parameter

dln | Q|

o = (1+3w)(1-Qp).

(147)

Let us define the absolute relative spatial curvature

| Qx|
-0’

w (148)

which, from Eq. (147), satisfies the trivial equation

(149)

This equation is valid as long as H? # 0 and for any w(N).
Because Q > 0, one has Qx < 1 and w > 0. However, the
distinction has to be made between a positively curved
universe, > 0, for which w €]0, 1], and, K <0, for
which @ €]0, +oo[. The case K = 0 is singular and will not
be considered. Let us notice that for all values of @ close to
the upper boundary of these intervals, the curvature is
initially dominating the energy budget. In this situation, the
universe remains curvature dominated, or recollapses, and
these situations are ruled out. As discussed in Sec. III B, for
all cosmologically viable models, one must assume that
curvature is not initially dominating.

A. Maximally uninformative prior distribution

Our theoretical model of the universe therefore involves
a parameter that is the initial value for the absolute relative
curvature w at some remote time within the radiation-
dominated era. Its prior probability distribution, p(w]|[),
could be chosen according to any theoretical prior knowl-
edge of the model, such as taking a flat prior distribution if
one expects this parameter to be of order unity. However, in
the absence of any theoretical prior knowledge, there is a
well-defined Bayesian way to choose a prior distribution,
which consists in maximizing ignorance. To do so, one
should first identify a transformation group that lets the
physical equations invariant and that represents our state of

ignorance [129]. The way we have written Eq. (149)
encodes all these desiderata. This equation is invariant
under both scale factor and curvature rescaling, N—N'+1
and Inw - Inw +u, 1 and p being any constant.
Therefore, an uninformative prior on the curvature is, for
any value of the scale factor (at constant w), a Jeffreys’ prior
on w, namely a flat prior on In w:

O(Inw—1InCp,) —O(Inw —1nC,yy)

p(inw|l)= InC,,.. —InC,,;

(150)

The boundaries C;, and C,,, must be provided as a
minimal state of knowledge, and the choice of the unin-
formative prior finally boils down to deciding what the
theoretically acceptable extreme values for @ are. Let us
stress that Eq. (150) matches the uninformative prior
derived by Evrard and Coles in Ref. [130].

Let us now consider two models, M;,; and Mg, . Both
scenarios assume that the expansion of the universe is
standard at energy scales below 10 MeV so as not to spoil
big-bang nucleosynthesis (BBN). However, M;,; assumes
that, in addition, there is a period of quasi—de Sitter
acceleration at larger energies lasting AN, e-folds.
In the inflationary model, the initial curvature has to be
set before inflation and will be referred to as wy,;. In the
model My, the initial curvature is set at pg/,;‘N =10 MeV,
and it will be referred to as wppy-

The value of w, today can immediately be solved from
Eq. (149) and reads

ln( il ) = <1 + 3V_Vrad)ANrad + (1 + 3Wmat)ANmat
TBBN

:ANtot"i_ANradENO’ (151)
where w stands for the mean equation of state parameter
during the epoch of interest, i.e.,

1 [P(N)

ey 132

Neglecting the recent domination of the cosmological
constant, one has w4~ 1/3 and w,, ~ 0, which leads
to the second line of Eq. (151). The quantity AN, =
AN, + AN, 1s the total number of e-folds of decelerated
expansion, starting in the radiation era from p]lg/gN till today.
Putting numbers together, one gets

AN > In (1 + zppn) = 25,

1
N <ﬂ) ~ 16,

153
1+zeq (153)

and N, ~41. The quantities zggy and z.4 are the redshifts
of BBN and equality between matter and radiation,
respectively.
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During the inflationary era in the model M., the
evolution of w is still described by Eq. (149) with
w =~ —1. We therefore have

T
In <ﬂ> = —2ANjpt + (1 + 3Wgep ) ANygp, + 2AN 3,

(154)

where we have included the terms coming from the
reheating era (AN,,,) after inflation [131,132] as well as
a possible radiation-dominated era after reheating and
before BBN (AN /3). Cosmic inflation is of cosmological
interest only when the total number of e-folds, AN;y,
dominates over the other terms in Eq. (154), and these act
as model-dependent corrections. We can therefore define an
effective number of accelerated e-foldings by

1+ 3"_Vreh

ANjyr = ANjy — >

ANy — ANy 5. (155)

Prior distributions for both @;,; in model M;,; and wggy in
model Mg are given by Eq. (150). For the inflationary
model, one can therefore derive what is the uninformative
induced prior on wgpyN

p(In wppn| Mips)

= / p(Inwypn, In @i Miye)d In @y

= / P(In @i M) p(In wgpn | In @15, Mips)d In @5

(156)

The evolution from @, to wggy being deterministic,
one has

p(Inwgpy| In @iy, Mins) = 6[In wgpy — f(In )],

(157)

where, from Eq. (154), f(x) = x — 2AN,,. Performing the
integral in Eq. (156) gives

1
I Coay — I Ciy
X [@(Inwgpy — In Cpyin + 2AN )
— O(In wppy — InCrrax + 2AN )]
(158)

p(In wppn| Mips)

As expected, one recovers the prior p(wggn|Mgr) by
setting AN;,; = 0 in the previous equation.

B. Bayesian evidence

The posterior probability distributions of the models
I =My and I = My, given the data D (here the
measurement of present-day curvature) are given by

p(D[N)=(1)

plIp) =P

(159)

where z(I) is the prior belief in model 7 and p(D) a
normalization constant. The global likelihood, or evidence,
p(D|I), is obtained by marginalizing the likelihood over
the model parameters, here In wppy:

p(DID) = [ £(DIRg, Dp(in myus|dn Ty, (160)

where Qi (In wgpy) is a deterministic function of In wgpy
given by Eq. (151).

Both models M;,; and Mg do not allow the curvature
Qi to change sign during its evolution, and they can be
partitioned into two submodels, M and M, for each
sign of Qi = :I:|Q,C|.9 For the inflationary model, plugging
Egs. (142), (151), and (158) into Eq. (160) yields

P(D|M$f>
Emax
—1In Cmin

In Cax

x {m( = > — Ny +2AN,; —In cmm}
1 :F o4

x {@ {m( k= ) — Ng+2AN,; —In cmm]
1 F oy

_ @[m( O > — No 4+ 2AN,; —In cm} }
1 F o4

+ L@ {ln( s
1 F oL

) - NO —+ ZANinf - lnCmax] .

(161)

Taking AN =0 in this equation gives p(D|MZ).
Within a given model, Eq. (161) shows that, even under
a maximally uninformative prior, the evidence depends on
Cunin> 0N Cpoax» and, for inflation, on AN;,¢. For the extreme
values of curvature, one can remark that, if IC > 0, there
is an absolute maximum for @ which corresponds to
Crmax = | (and Qx — —o0). For K < 0, @ is not bounded
when Qi — 1.

To simplify the discussion, let us add a minimal amount
of information and choose C,,,, = 1 for both cases. For all

9 . .
Therefore, the + represents open universes while the —
corresponds to closed universes.
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models, Mt and M3 , this bound corresponds to quite an
extreme case for which the universe has initially an
unreasonable amount of curvature and will never provide
a viable cosmological model. The two remaining param-
eters are C;, and AN, .

The dependence of p(D|M;) and p(D|Mjz ) with
respect to Cpi, and AN, has been plotted in Fig. 18. Black
regions in these plots correspond to vanishing evidence,
and the model cannot explain the current data, i.e., the
actual value of Q. For Mg, all values of Cy;, larger than

C,, with

InC, Elﬂ( ) — Ny~ -47, (162)

1:Fﬂi

are ruled out. For M, as soon as the number of e-folds
AN, is greater than

O+

ANbE% [N0—1n< )} ~24,  (163)

1:FO'i

the evidence saturates to its maximal value, L, inde-
pendently of C;,. The evidence for the submodel M;' . and
M{; has not been represented because 6. < 1 and they
are indistinguishable from the ones plotted in Fig. 18.

In Fig. 19, we have represented the logarithm of the

Bayes factor

Global likelihood of inflation

o
[e)]
) /‘Cmax

In (Cm'm )
Inf

o
»
P(DIM

AN, 0.1

1
1
1
1
1
1
1
1
1
1
:
1
1
100 »
30 40 50 60
A]Vinf

FIG. 18. Evidences p(D|Mp ) for the purely decelerating
Friedmann-Lemaitre model and p(D|M;,;) for the inflationary
model, given the spatial curvature Q. measured today (see text).
For the FL model, p(D|Mjy, ) is obtained for ANy = 0 and,
hence, corresponds to the vertical axis. The quantity C,, is the
lowest possible value associated with a maximally uninformative
prior on the initial absolute relative curvature w. The black
regions correspond to vanishing evidence for which the model
cannot explain the data. In the case of inflation, as soon as
AN;¢ > AN, the evidence saturates to p(D|M ) = L.

inf

Bayes factor for inflation

P(D| M) =0
P(D|Miy) =0

P(D|Mgy) =0

=20}

w
o
ln(Binf)

1n(cmin)

30
AN; inf

FIG. 19. Bayes factor B;,; = p(D|M;,)/p(D|Mgp) in favor
of inflation in the prior parameters plane (Cpyin, ANy ). Up to the
small upper-left corner where neither Mg nor M, are
compatible with the current measurement of curvature, inflation
is always favored. In the white region, inflation is compatible
with the data, whereas My is not and the Bayes factor for
inflation is infinite. For very small values of C,;,, In B¢ < 1 and
the evidence in favor of inflation becomes “inconclusive”
according to Jeffreys’ scale (see Table I).

B, = PPMi), (164)

p(D|Mz)
in favor of inflation. Starting with noncommittal model
priors, i.e., 7(M,yr) = 7(Mp), Byt is the factor by how
much inflation is more probable than the always decelerat-
ing FL. model. The correspondence between the values of
B;,¢ and the so-called Jeffreys’ scale is reported in Table 1.
As can be checked in Fig. 19, up to the upper-left corner in
which both models are ruled out, this factor is always
greater than one. In the white region for which C,;, > C,,
Bi; is infinite, and Mp; is ruled out. For C,;, < C,, the
evidence in favor of inflation rapidly decreases from
“strong evidence” around C, to weak and inconclusive
evidence around C;,, = ¢!,

One would obtain almost the same results for the other
sign of the curvature, and this is why we have not
represented the Bayes factor in favor of M. with respect
to My . Therefore, Fig. 19 is also what one would obtain

TABLE 1. Jeffreys’ scale in the strength of evidence in favor of
inflation (from Refs. [125,133]).

In B;y¢ Odds Strength of evidence
<1.0 <3:1 Inconclusive

1.0 ~3:1 Weak

2.5 ~12:1 Moderate

5.0 ~150:1 Strong
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by adding up the contribution of the two submodels and
represents the overall Bayes factor in favor of inflation.

C. Discussion

Let us stress again that the previous results are valid if
one only considers the measurement of € today. Some
values of @ in the previous plots are actually incompatible
with many other measurements, such as the age of the
universe and the density of matter. Moreover, the values for
Ny, AN, and C, reported before have been derived under
the very conservative hypothesis that Mg describes
energies lower than 10 MeV only. If one assumes instead
that the FL decelerated evolution starts at higher energies,
then C, would be pushed to much lower values while AN,
would be approaching its fiducial value, around 60, the
value usually reported for inflation to solve the flatness and
horizon problems.

Figure 19 shows that inflation is always a better model
hypothesis than a purely decelerating FL. model to solve the
flatness problem. Both models become equally probable
only when one has a theoretical prejudice in which
exponentially low values of w within Mp; are allowed.
In particular, taking a flat prior over w effectively consists
in taking C;, ~ O(1) where By is infinite.

Being agnostic, the prior maximizing ignorance is the
one derived in Eq. (150) and requires one to specify, at
least, one input parameter C,;, (in addition to AN,,). The
value of C,;, mostly determines the strength of evidence by
which inflation is solving the flatness problem compared to
standard FL decelerated eras. Let us remark that improving
the accuracy by which Q. is measured, namely reducing
the value of 6., pushes down the value of C,. However, this
will not change the evidence for inflation if one already has
a prior with Cp;, < Cy.

In short, if one believes that (or has a theoretical reason
why) having an initial curvature smaller than @wgpy =
e~'% is natural within FL cosmology, then the evidence for
inflation is indeed “inconclusive.” Otherwise, it seems
inevitable.

D. Other instabilities

In the previous section, we have seen that using the prior
(or measure) that maximizes ignorance, the Bayesian
evidence for inflation to solve the flatness problem still
depends on the minimal value allowed for the initial
curvature in the decelerating FL. model. This one has to
be very small, wppy < e'%, to put both models on an
equal Bayesian footing.

Various attempts have been made to justify other priors
that would render very low values of the initial curvature
more probable. As an illustration of this line of reasoning,
let us consider again the measure used in Ref. [105] and
given by Eq. (101). Following Ref. [107] and using the fact
that Q¢ = —K/(a*H?), this measure can be rewritten as

3 Mp
WGHS, 7#=0,H=H, — -3 EW

L 1-Qy 20,3
VI=Q, -0

in agreement with Eq. (39) of Ref. [107]. In the above
expression, one has defined Q, = V(¢)/(3H2M3,). This
measure has several problems, in particular, the fact that it
blows up when Qi — 0. In Ref. [107], a scheme of
regularization has been proposed that leads to [see their
Eq. (56)]

d|Q| A dg, (165)

s —3/2
WGHS, #=0,H=H, & ll_{%€ 2F S(QIC)

L 1-0y 20,3
JI-Q, -0

where the function F, tends to a Dirac delta function when
€ goes to zero. As a consequence, Ref. [107] obtains

WGHS, #=0,H=H, X \/ I- Qv5(91c)d¢~

Then, Ref. [107] concludes that there is no flatness problem
at all. Of course, this argument is based on the use of a
regularized GHS measure and, in Sec. VI, we have
explained why this is difficult to justify. But the point
here is different, and the previous considerations simply
illustrate that, if one is given a measure strongly peaked at
Q) = 0, then the flatness problem can be alleviated.

Let us, however, stress that, in principle, the curvature
parameter cannot be taken arbitrarily small due to the
presence of unavoidable quantum or backreaction correc-
tions [134,135]. To understand this point, let us use an
analogy with another unstable system, namely a pencil
balancing on its tip. If one comes up with a measure in
phase space that is peaked at a vanishing tilt angle and
initial velocity, it might be tempting to say that the pencil
never falls. One might even argue that, in the absence of a
well-justified measure, one cannot say whether it is
surprising to find a pencil balancing on its tip. In the real
world, however, there are always small fluctuations that
cause the pencil to fall. Even if one manages to completely
suppress thermal fluctuations, because of the Heisenberg
uncertainty principle, both the initial angle and velocity
cannot be set to zero simultaneously, which causes the
pencil to fall in a few seconds [136]. The same should
happen for the curvature parameter, although what value of
Cin quantum fluctuations or cosmological backreaction
imply remains to be determined.

d|Qc| A dg,  (166)

(167)

X. THE MULTIVERSE

There exists a last type of criticism that, so far, we have
not discussed, although it can play an important role in the
literature [17,108,137] (see also Ref. [13]). This criticism is
related to the claim that inflation necessarily implies the
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presence of a multiverse that, in turn, would imply a total
loss of predictive power.

Inflation might indeed create a multiverse structure
when it enters into the regime known as eternal inflation
[138-140]. Eternal inflation relies on the presence of
nonperturbative quantum fluctuations that could affect
the background geometry on scales much larger than the
Hubble radius. In this picture, our universe could be a small
part of an extremely large and inhomogeneous structure,
filled with self-reproducing inflationary bubbles. This
picture, combined with the effective-field-theory land-
scape, leads to a multiverse in which the landscape vacua
are populated by the eternal inflation mechanism [141], and
the fundamental constants could vary on the largest length
scales.

Let us first notice that, while eternal inflation occurs
in some inflationary models, it is not necessarily present
in all scenarios, as concretely demonstrated, e.g., in
Refs. [142,143]. Reference [108] argues that this type of
models is ultrasensitive to initial conditions. But, according
to the considerations in Sec. II, this should not be the case
since, even in the presence of corrections, there is no reason
not to join the slow-roll attractor solution on the plateau.

Second, the presence of eternal inflation is based on an
extrapolation of the inflationary potential very far from the
observational window: even if one has established that the
potential is, say, a plateau in a regime relevant for
cosmology (for which eternal inflation could occur),
assuming it remains a plateau everywhere appears to be
a strong assumption. If one expects the potential to receive
corrections at high energies, then the question becomes
whether these corrections allow the mechanism of eternal
inflation to occur, a difficult question since these correc-
tions are usually hard to calculate in detail.

Third, the fact that what we assume at the eternal
inflation scale could affect lower energy physics shows
(as it was already discussed for the model building
problem) that, to a certain extent, inflation could have
UV sensitivities. Although this can be seen as an undesired
feature of inflation, let us notice that the standard model of
particle physics also has some UV sensitivity (the hierarchy
problem for the Higgs mass) but is not discarded for this
reason.

Fourth, as explicitly shown in Refs. [144,145], there are
instances where super-Hubble quantum fluctuations
actually reinforce inflation’s predictiveness, by washing
away dependence on initial conditions that would other-
wise be present.

Fifth, in order to properly assess whether the predictive
power of inflation is increased or reduced once depicted in
the multiverse approach, one needs to justify a measure
across the spacetime manifold, and there is no clear
procedure for doing that [146—148].

Our view is that inflation should be thought of as an
effective theory that needs to be tested within its domain of

validity only. While the search for connections with higher-
energy physics is an interesting and necessary endeavor,
the fact that simple extrapolations might cause problems
(if they really do) cannot be used as an argument to dismiss
the entire model, for the same reason that discarding
particle physics on the basis that it is difficult to embed
it in a unified framework would appear quite radical.

XI. CONCLUSIONS

With the advent of high-precision cosmological data,
various observational predictions of inflation have been
confirmed, which makes it one of the leading paradigms
for describing the physics of the very early universe.
However, inflation has also received criticisms, and alter-
natives (matter bounce [149-152], ekpyrotic [153,154],
and cyclic models [155], string gas cosmology [156]—as
part of emergent universe theories [157]—etc.,) have been
proposed.

In this article we have reviewed these criticisms and
discussed how their status evolved (if it did) with the latest
Planck measurements of the CMB temperature and polari-
zation anisotropies. The punchline is that the class of
inflationary potentials now favored by the data, namely
plateau potentials, is precisely the one for which some of
the criticisms raised against inflation are alleviated. This is
notably the case for the initial condition problem, at least in
an homogeneous situation. We have also shown that this
conclusion is robust under UV completions of the models
and alternative phase-space measures, and we have under-
lined the crucial role played by the slow-roll attractor in
inflationary dynamics.

Although Planck favors the simplest implementations of
inflation, such as Higgs inflation where one does not need
to go beyond the Standard Model, or the Starobinsky model
where a R? correction is simply added to general relativity,
model building issues remain (such as the running of the
coupling constants within these scenarios). It would,
however, be naive to expect something different given that
the energy scale of inflation can be as high as the grand
unified theory scale. The importance of these issues can be
assessed only by gaining more information about physics at
those scales, and they do not constitute inconsistencies of
the inflationary mechanism per se.

Concerning the trans-Planckian problem of inflation, the
fact that no superimposed oscillations have been found in
the Planck data shows that this effect is small. This
confirms that the calculation of the correlation function
of inflationary perturbations is robust.

Regarding the multiverse and the criticisms that go with
it [108,137], it is true that the models singled out by the data
are usually associated with a multiverse. But this is the case
only if one assumes that the potential remains unchanged
way beyond the observational window, which is an addi-
tional assumption. In any case, the presence of a multi-
verse, even in potentials that would allow for it, remains
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speculative and does not necessarily imply a loss of
predictive power, as we have argued. It seems more
reasonable to view inflation as an effective theory that
should be used within its domain of validity only. This is
similar to the way we use the standard model of particle
physics, regardless of what new physics lies beyond it, and
despite the fact that this new physics is likely to exist.

There are also criticisms the status of which has not
really changed after the Planck data. But we have found
that most of these criticisms (likelihood of inflation in the
GHS measure, absence of a flatness problem) are not really
relevant for inflation. However, questions related to diffi-
culties in the interpretation of quantum mechanics remain
and affect the discussion about the inflationary mechanism
for structure formation.

In our opinion, the major challenge left for inflation is to
better determine the conditions under which it can naturally
start from highly inhomogeneous initial conditions. This is
a difficult and model-dependent question but, clearly, an
important issue for having a viable inflationary model.

It is also interesting to notice that the situation is not
frozen and that new observations could (and will) change
how we view inflation. For instance, the detection of
primordial gravitational waves at a level consistent
with the simplest models favored by Planck (namely
r =~ 107%) would clearly reinforce our confidence in inflation
at high energy. A smoking gun would be the verification of
the consistency relation r = —8nt but, unfortunately, given
the present bound on r (r < 0.07), this already appears
to be technologically difficult. A measurement of non-
Gaussianity would also deeply affect the status of inflation
and its preferred implementations.

Inflation appears to be in a better shape after Planck than
before, even if, of course, the questions raised by the
inflationary theory have not all found fully satisfactory
answers.
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APPENDIX A: PHASE-SPACE VOLUME
WITH THE ¢t MEASURE

Let us recall that we consider two vectors u; and u, both

attached at time 7 to the point (¢,¢) in phase space
and with components (5¢;, dI1;) for i = 1, 2, respectively.
They describe an (algebraic) volume given by Eq. (113),
namely 77(t) = u,(t) A uy(t) = 5¢p, 811, — ST, 5¢p,. At
time 7+ dr, the point that is located at (¢,II) at time ¢
moves to

¢ — ¢+ T1dt,

I — I+ (g, T)dr. (A1)
In this expression, qb(qb IT) refers to the equation of motion.
In the present case, it is given by Eq. (3). Under this
transformation, one obtains

5p; — 5¢; + ST1,dr, (A2)
Og(.11) Og(¢.11)

This gives rise to the coordinates of the vectors u;(¢ + dr)
from which one can compute the volume they encompass at
time ¢ 4 dt,

V (t+dt) = (8¢, 611, — 611, 6¢h5) 1+%dr+0(dﬂ) :
(A4)
Making use of Eq. (113), one obtains
A7 0d(¢.10)
= o (A3)

from which one concludes that attractor behaviors corre-

spond to d¢)(¢, 1) /01 < 0. For the field space ¢ measure,
Eq. (3) gives rise to

Ogp(¢.11)

ks ol A —3H<1 + (A6)

2
oIl 6My H 2> '
Combining Eqs. (A5) and (A6) gives rise to Eq. (114) in the
main text.

APPENDIX B: VOLUME CONSERVATION
IN HAMILTONIAN MEASURE

Let us now consider a vector u; in phase space with
components 6¢);, 6py ;, 6a;, 5p,, ;. Because of the motion of
the system, this vector changes and, after time dz, the new
components are given by
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a¢(¢v p(/n a, pa)
¢
+ 6¢(¢’ qu? a, pa)

6¢(¢7 p¢7 a, pa)
+—
Ipa

o = 6¢; + S¢p,dt

a¢(¢? p¢’ a, pa)

op, dt
Pg.ict+ da

5aidt

épa,idtﬂ (Bl)

ap¢(¢’ P> 4, Pa)
o
8[74,(4), Pg¢> 4, pu)
ap(/)((ﬁv p(/)’ a, pu)
Oa
ap(/)(¢7 p¢’ a, pa)
Opa

5p¢,i — 6p¢l + 6¢ldt

+ 5p(/,’idt

+

5(1idf

+

5pa,idt7 <B2)

aa(gb’ pqﬁv a, pa>
o

aa(d)v Py, a, pa)
8p¢

aa(d)! p¢7 a, pa)
Oa

da(. py. a. pa)

Opa

50,' e d 5a,- + 5¢ldl‘

+ 5p¢,idt

+ 5aidt

+ 5pa,idtv (B3)

apu(¢v Py, 4, pa)

o

Op.(d. py,a, p,

| 0Pu(d-py-a.pa)

aﬁa(¢v pqﬁ’a?pa)
Oa

apa(¢v pcﬁ’a?pa)
Opa

OPai = OPai + o¢;dt

+ 5a[dl‘

+ op, de. (B4)

As a consequence, the change in the volume generated by
four vectors u,, u,, uz, and u, can be expressed as

a¢<¢9 Py a, pa) + ap¢(¢’ Py 4, pa)
8a(¢’ pqﬁv a, pa) + 8pa<¢7 pd)’ a, pa)
da I '

V(t) > 7 (1)1 +

+

(BS)

We now make use of Hamilton’s equations, namely ¢ =
O [0py, py=—0K|0p, a=0%/0p,, and p,=
—0% [ Da, and get

OPH O*H O*H OPH
1 — —
7~ W( T 960py  Op,0  dadp, 8paaa>
—7(s). (B6)

Therefore, volumes in phase space are conserved under
the Hamiltonian evolution.

APPENDIX C: PHASE-SPACE VOLUME WITH
THE N MEASURE

For the N measure, the calculation follows in all points
the one presented for the  measure in Appendix A. Along
the phase-space trajectories, after dN e-folds of evolution,
one has

O - O+ IdN,

T - T+ y(®.T)dN, (C1)
where I' 5(®,I') can be read off from Eq. (8) and is
given by

Iy (®,T) = - (3 _ %) C-T (@)  (C2)

Similar to Eq. (AS5), an infinitesimal volume in phase space
(®,T") evolves according to

d7° ory(@.r),_ . 1,
E_T%_ 3(1=5T [T, (P)|7. (C3)
Introducing
2(®) I, (P
I (®) =+ 2+—“é )+—“§ ), (C4)

this gives rise to Eq. (117) in the main text.

APPENDIX D: FLOW COMPRESSION
WITH THE ¢t MEASURE

Let us consider a point M, in phase space of coordinates

M(¢po. o) at time . In the neighborhood of My, its orbit
is parametrized by

G (M) = {[¢o + dou, do + 4.15(4’07(250)“]7 u € R}, (D1)

where u is a dummy parameter and, as explained in
Appendix A, ¢(¢p.p) is given by Eq. (3). At time
t + dz, this point becomes M, with coordinates M [¢py+
Bodt, po + (o do)dz], which obviously belongs to
€ (M,). We now consider another point N, infinitesimally
displaced away from M, No (¢ + 5¢b, o + S¢b), at time 1.
In the neighborhood of N, (and of M,)), its orbit is given by
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{[¢po + 6 + (¢o + 6h)u, o + 6 + d(bo
+ 8¢, o+ 5¢)u), u € R}.

G (Ny) =~
(D2)

At time ¢ + dz, this point becomes N; with coordinates

Nilgo + 8¢ + (o + 6)dt. dy + 6¢b

+ @(o + 3¢, o + 6¢p)d1], (D3)
which obviously belongs to €(N,). Let us now calculate
how the distance D between these two points evolves
between times ¢ and 7 + dr.

Let us consider a point N belonging to €(N,) with
parameter u. The distance between M, and N is given by

d*(My.N) = 12[5¢ + (o + 5¢)u)?
+ (8¢ + (o + 6, o + Sp)ul’.  (D4)

By minimizing the above quantity over u, one finds

In the same manner, one can consider a point M belonging
to €(M,) with parameter u. The distance between N, and
M is given by

d*(No. M) = (3¢ = ou)’ + [ = (dho. o)u].  (D6)
By minimizing this quantity over u, one finds
. . o

d2 [NOs %(MO)] _ /"2 [¢05¢ - 5¢¢(¢0’ ¢0)] ) (D7)

1245 + (o bo)
Let us now consider again a point N belonging to €(N,) =

@ (Ny) with parameter u. The distance between M| and N
is given by

d*(M\,N) = pi*[6¢ + (éﬁo + 545)” - d’odf]z
+ (66 + (o + 8. o

Ao ol 4 00— o )P (08
_ IS [5¢(¢0 + 5¢) — 0o + 5¢»'¢0 + 5_¢)] . (D)
W2 (o + 50)* + B (o + 60, o + 69) By minimizing this quantity over u, one finds
|
LM, B(N,)] = 12 { (o + 50)[66 — b(gbo. o) dt] — (56 — dodt) (o + 5. po + 54’)} (D9)

M is given by

12 (o + 60)* + ¢ (o + 8. po + 6)

In the same manner, considering a point M belonging to € (M

1) = €(M,) with parameter u, the distance between N, and

& (N1 M) = 2[5 + (o + 8)d = poul” + [6¢p + b(bo + 8. bo + 6)dt = b(¢po. po)u]”. (D10)
By minimizing this quantity over u, one finds
LN, E(M,)] = 1 {ol6¢ + (o + 59, ¢02+.;5¢)(.1.f2] - [5f_ﬁ + (¢o + 6¢)d1]p(do. o) } ' (DI1)
1o + ¢ (do. do)
Expanding the previous expressions at quadratic order in d¢p and 5&5, and at leading order in df, one obtains
.  \g
Mo, E(No)| = Ny, B (My)] = 1~ P00P = 30d0)” D12
(Mo, €(Ny)] = d*[No, €(My)] R (D12)
b o S b o .
M, &[Ny, U ) +2dt/M< 00 55422 5= ) D13
(M, €(N,)]=d*[N1,E(M,)] R Yoy P54 ¢¢0¢ $odg) (D13)

where we have defined ¢, =

d(po. o). tis interesting to notice that at leading order, d*[M,, €(N,)]

= d?[Ny, €(M,)] and

d*M,,€(N,)] = d*[N,,€(M,)]. This implies that in the definition (119), any way to symmetrize the expression would
give the same result below. The above expression gives rise to
dD* 42 (oS — S¢ho) ( X
— =2t ¢ ¢+—¢ ¢ — ¢ 5¢> (D14)
dr way gy \op ap T T

and one obtains
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dinD  $0 5500+ 50 dod - by
N

Making use of Eq. (3) to evaluate the function ¢(¢, (/5) this gives rise to Eq. (121) in the main text.

(D15)

APPENDIX E: FLOW COMPRESSION WITH THE HAMILTONIAN INDUCED MEASURE

As explained in Sec. VII A 3, in order to be explicitly defined, the Hamiltonian induced measure needs to come with a
choice of hypersurfaces of constant time in phase space. Here, this choice is given by the scale y, in such a way that distances
computed at a given time ¢ are measured along phase-space directions where the scale factor is constant and equal to a(¢), such

that d? = 125¢2 + ab(1)5¢".
The calculation then proceeds in a way that is very similar to Appendix D. For instance, Eq. (D4) needs to be replaced
with

d*(Mo.N) = *[6¢ + (o + p)ul* + a(1)[66 + (o + 6. po + 6 )u]’. (E1)
which gives rise to

12a®(0)[6h (o + 5¢) = 5bb (o + 3¢. o + 5¢))° (E2)
1 (o +09)° + a*(0F (o + 64, o + 69)

instead of Eq. (D5). The same modifications apply to Egs. (D6) and (D7), as well as to Egs. (D8)—(D11) except that the scale
factor needs to be evaluated at time ¢ + dz in the latter set of equations. Instead of Eqgs. (D12) and (D13), one then has

d* My, B(Ny)] =

_ _ #2a®(0)(dodd — 54gho)’
d*[Mo, €(No)] = &*[No, €(M)] = PR O (E3)

d* My, B(N;)] = d*[N,, B(M,)]

 #Ra(t + dr) o — Spepo + eho ot + (55 do = do)ogdry +Ol(64.5¢)°] (B4)
= 2G5+ a(t + dr) g o

One then obtains an additional term compared to the ¢ measure that does not depend on 6¢p and 5(,2’7, namely

dinD éﬁog—i&lﬁ +%¢05(b—<}505¢ ; W HP?

— = + : . ES5
dr b0 — 5pdhy w5+ "
In terms of the slow-roll functions, this gives rise to Eq. (125) in the main text.
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