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The data on the interactions of cosmic-ray protons in nuclear emulsion have been analyzed in light of
the results of recent exposures of emulsion to accelerator protons. Plots of (log,,tan8) as a

function of the number of evaporation prongs, N ,, display an energy-independent behavior which is
exploited to determine the energies of cosmic-ray events. It is found that the energies quoted in the
literature are generally too high. The average charged multiplicity is linearly related to N, from 30
GeV to 5 TeV. While a model of nuclear cascading based on direct production is consistent with these
data from 30 GeV to 500 GeV, a model proceeding through an intermediate state gives better

agreement at cosmic-ray energies.

I. INTRODUCTION

The suggestion that the study of proton-nucleus
interactions might provide insight into proton-pro-
ton processes is currently generating considerable
interest.'”® It has been recognized that proton in-
teractions in photographic emulsion are particular-
ly useful in this regard since the observed number
of heavily ionizing evaporation prongs, N,, pro-
vides information on the number of secondary in-
teractions occurring in the intranuclear cascade.*™®

In this paper we exploit this idea to compare two
classes of models to the proton-emulsion multi-
plicity expressed as functions of N,, atomic num-
ber A, and the primary energy E. We shall adopt
the terminology of Fishbane and Trefil® in refer-
ring to the classes of models as “independent par-
ticle models” (IPM’ s) and “coherent production
models” (CPM’ s). In the IPM, secondary particles

are produced directly, while in the CPM, produc-
tion proceeds through an intermediate state. We
have developed a simplified IPM suitable for com-
parison with proton-emulsion data. Gottfried’s®
“energy flux cascade” (EFC) displays many CPM
features and has already been cast in a form suit-
able for our analysis. Comparison with the Fish-
bane and Trefil models is possible in some in-
stances.

Fortunately, proton-emulsion interactions ex-
hibit some relatively simple characteristic prop-
erties which are suitable for modeling. The regu-
larities in the accelerator data from 30 to 200 GeV
are striking. It is possible to exploit these regu-
larities to determine the energies of higher-energy
cosmic-ray interactions. The cosmic-ray data
analyzed in this manner are quite consistent and
sufficiently accurate to provide a good test of the
models in their present stage of development.
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In Sec. IT an examination and discussion of the
relevant accelerator proton emulsion data are pre-
sented, followed by an analysis of the cosmic-ray
events. In Sec. III the models are compared with
the experiments.

II. ANALYSIS OF PROTON-EMULSION COLLISIONS

The data on proton collisions in emulsion have
been collected from a number of sources. In our
laboratory 1269 events” at 30 GeV and 181 events
at 200 GeV have been measured. The interactions
were located by following along proton tracks.
This method minimizes biases against detection
of events with a small number of prongs. Tracks
were classified according to the usual criterion:
Tracks of greater than 1.4 times minimum ioniza-
tion were classified as evaporation prongs N,,
while the more lightly ionizing tracks were clas-
sified as shower tracks® n .

The Cracow group®'** has provided us with data on
(ng,» as a function of N, for 675 events at 67 GeV
and 999 events at 200 GeV. The proton-emulsion
multiplicity has also been determined’! for a sam-
ple of 5500 events at 200 GeV.

Cosmic-ray data used in our analysis include
that of Lohrmann, Teucher, and Schein,'? that of
Rybicki and Wolter,'3 the primary proton events
from Barkow et al.'* and the ICEF collaboration,'®
and the heavy primary breakup events from the
ICEF' and Brawley stacks.!” Ganguliand Malhotra®®
have made a world survey of events for which N,
<2.

A. N, distribution

It has long been recognized'® in cosmic-ray work
that the distribution of N, values for proton-emul-
sion collisions depends on the primary energy only
weakly, if at all. The recent accelerator results
confirm this, but indicate that the percentage of
N, =0 events rises slowly with primary energy up
to 200 GeV.'' The N, distributions in our own
sample of events at 30 GeV and 200 GeV are the
same within statistics and do not show this per-
centage rise of the N,=0 events. The average val-
ues are 7.15+0.21 and 7.22+0.52, respectively.
The x? test for the equality of the two distributions
gives a value of 15.8 for 12 degrees of freedom.

For cosmic-ray interactions of greater than 1 TeV
primary energy, we have calculated ( N,) =6.6+0.6.

B. (logtanf) vs N,

1-20

Castagnoli ef al.”® have shown that

—(logtand) =logy, , (1)

where ¢ is the production angle in the laboratory
and y, is an estimate of the Lorentz factor of the
center-of-mass system. The “Castagnoli energy”
is then

E,=m,(2y2-1), (2)

where m, is the mass of the proton and E. is an
estimate of the primary energy of the collision.

However, experimentally there is a systematic

difference between the logarithm of the true Lo-
rentz factor y.,, and =(logtan6). Let us define
this difference to be

f(Nh)E 10g10 yc.m. +<10g1otan9> . (3)

The function f(N,) represents a set of correction
factors similar to those determined by Lohrmann,
Teucher, and Schein.'? In the present work, how-
ever, correction factors have been determined for
each N, value.

Empirically, we have found that our data at 30
GeV and 200 GeV can be fitted with a function of
the form

a(l+BN,)

F(Ny) = Fﬁ—N,,g_ . (4)
The parameters of these fits along with those of a
simultaneous fit to the combined data are given in
Table I. These data and the best-fit curve are
displayed in Fig. 1. Within the limited statistics
available, the function f(N,) does not appear to de-
pend on the energy. When averaged over the en-
tire sample ~=(log,,tand) is less than log,, v.m. by
0.063 +0.006 at 30 GeV and by 0.044 +0.014 at 200
GeV.

Although better statistics and data at other ener-
gies may show f(N,) to have a weak energy depen-
dence, a significant improvement in the estimation
of the energy of cosmic~-ray events can be achieved
by using these correction factors.

In Table II we present energy determinations for
the cosmic-ray data. Much of these data represent

TABLE I. The best fits of the data in Fig. 1 to f(N,) as given in Eq. (4).

Parameter 30 GeV x%/DF 200 GeV x®/DF 30 and 200 GeV  x?/DF
a —-0.201+0.021 —0.201+ 0,042 —0.200+ 0,018
B -0.200+0.016 1.9 —~0.1954 0.055 1.8 —0.199+ 0,014 1.7
6 0.060+0.018 0.073+ 0.046 0.062 0,016
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TABLE II. Energy determinations and the values of
@) and (N,) for the cosmic-ray samples.

Reference Energy (GeV) @en) Ny
12 17050 13.1£0.9  8.5z1.1
ICEF 348 290+ 70 16.3£2.7  9.6+2.6
13 51060 19.1x1.2  7.3%x1.0
Brawley 1115 570%88 14.0£2.7  5.1=1.0
ICEF 23 2200%338 21,9:3.8  6.0x3.4
ICEF 16 2400%39%9 25.7+3.1 20.0+5.9
ICEF 33 4300:3403 21.8£5.1  6.0£5.5
14 and 15 4500:338 225x1.4  6.1+0.6
18 4700 16.3+1.1 ~0.8

Brawley 1010 78007420 23.045.4 2.5:1.4

nucleon initiated events following the breakup of a
heavy primary. The advantages of using such
events are discussed in the references.'?''® Some
of the energy determinations have been made by
measuring the relative Coulomb scattering of the
breakup fragments. Such measurements are more
reliable than angular distribution methods.

Lohrmann, Teucher, and Schein'? used scatter-
ing techniques and determined an arithmetic aver-
age energy of 250 GeV. However, since event mul-
tiplicities are increasing very slowly as a function
of energy, perhaps as InE, a “logarithmic average
energy” is more appropriate for comparison with
multiplicity data. For these data we have calcu-
lated

(E)=exp(InE)=170150 GeV.

It should be emphasized that this is not the average
energy of the sample. It is, however, the value of
the energy that should be used when discussing the
dependence of the multiplicity on energy. We will
show in the following section that this energy esti-
mate is in agreement with the placement of these
data on a plot of (n) VS N,.

The data of Rybicki and Wolter'® also represent
breakup events. These authors based their energy
determinations on the opening angles of the breakup
fragments and obtained a value of 1 TeV. We have
applied the correction factors f(N,) to the angular
distributions presented by Rybicki and Wolter and
averaged the logarithms of the energies to obtain
an energy estimate of 510 + 60 GeV.

For the breakup events from the ICEF'® and
Brawley'’ emulsion stacks the nucleon events from
each breakup were assumed to be monoenergetic.
Each track was corrected by the appropriate value
of f(N,) and log,, ¥.m. Was calculated according to
Eq. (3).

The event'”2*?2 Brawley 1115 is particularly in-

teresting as it includes 20 nucleon collisions from
the breakup of one heavy primary. Kim?' has de-
termined the energy to be 570173 GeV using the rel-
ative scattering technique. Our angular distribu-
tion method gives 600+ 150 GeV, in agreement with
Kim’s result, but substantially lower than earlier
estimates. It should be pointed out that Brawley
1115 is included in the Rybicki and Wolter sample,
and Kim’s scattering measurement lends support
to our energy estimate of that sample.

The primary-nucleon events of Barkow et al.'*
and the ICEF collaboration'® exhibit similar prop-
erties and have been combined in our analysis.

We have assumed that the entire sample represents
primary-nucleon collisions in a narrow energy
range above a detection threshold. Since the cos-
mic-ray flux falls off sharply with increasing en-
ergy, the distribution of Castagnoli energies is in-
terpreted as a consequence of the statistical
spread of Castagnoli energies rather than a signif-
icant actual energy spread. We have determined
(log,,tand) for each event from the published
Castagnoli energy and calculated log,, 7., accord-
ing to Eq. (3). These values were arithmetically
averaged, weighting the values by their event mul-
tiplicities, and the energy calculated by Eq. (2).
The value of {logy.m. ) so obtained should be inde-
pendent of N, if our form for f(N,) is correct at
these higher energies. The data shown in Table
III are consistent with this criterion.

Ganguli and Malhotra'® have collected 88 prima-
ry-proton events of N, <2 for which they have es-
timated the energy at 10 TeV using the usual un-
corrected Castagnoli estimate. Our approach re-
duces the energy estimate to 4.7 TeV. That this
agrees with the energy estimate of the Barkow el
al. and ICEF primaries is not surprising since
about 40 of these events are included in the
Ganguli and Malhotra sample.

0 4—r————————————

0.2%

=
z OF
I o 200 GeV
-0. a2 30Gev -
B Y| S E U R RS RS S
0 P 8 12 16 20 24
<Np>

FIG. 1. A plot of the correction factor f(N,) as a
function of N,. The curve represents the best fit to the
form given in Eq. (4). The parameters of this curve are
given in Table 1.
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TABLE III. The values of (logjyYcm.) for the ICEF
(Ref. 15) and the Barkow & al. (Ref. 14) cosmic-ray
primary events as calculated for four N, bins.

Ny bin W) (log1gYem.)
0-1 0.5 1.59+0.08
2—4 3.0 1.69+0.05
5-10 6.9 1.62+0.08
=11 16.7 1.79%0.05
All 6.15 1.69+0.03

C. (ny)vsN,

An increase in the average charged multiplicity
with N, was noticed from the beginning of the
study of collisions in emulsion.?® Gibbs, Lord, and
Goza® pointed out that the increase was linear at
30 GeV and for certain cosmic-ray data.?* This
has recently been verified by our own data at 200
GeV and by the data of the Cracow group® at 67
GeV and 200 GeV. Table IV shows our data at 30
GeV and 200 GeV. Figure 2 shows these data ina
“double multiplicity” plot with the best-fit straight
lines of Table V. Fits to a quadratic form are
consistent with no curvature. Figure 3 shows cos-
mic-ray data with the best-fit straight lines.

While these data are not as statistically significant
as the accelerator data, the linearity still obtains.

In Fig. 4 we display the energy dependence of the
slope and the intercept of the best straight-line fits
to these data. We see that these parameters are
consistent with a logarithmic increase with prima-
ry energy.

III. MODELS OF INTRANUCLEAR CASCADING

We have attempted to fit the double multiplicity
data of Figs. 2 and 3 with model calculations of
the IPM and CPM types. On the basis of the ener-
gy independence of the N, distribution, we have
assumed an energy-independent relation between

TABLE IV. (1) as a function of N, at 30 GeV and
200 GeV.

30 GeV 200 GeV
N, Events & cn) Events [
0 190 5.18+0.18 26 9.58+0.8
1 155 4.,53+0.26 23 9.87+1.0
2—-4 287 5.561+£0.20 }
5-8 230  6.60+0.22 68 128 =0.7
9-13 151 8.42+0.31
14-19 149 9.63+0.34 }51 16.9 +1.2
=20 107 125 +0.4 13 244 2.1
Total 1269 6.96+0.,12 181 13.9 +0.6

28 T ] T T 1 T
o THIS WORK N ]
24— a CRACOW o T
2 GOZA g

|
0] 4 8 12 16 20 24 28

FIG. 2. The double multiplicity plot for the proton-
emulsion data at accelerator energies. The solid lines
are the best straight-line fits to each energy separately.
The dashed lines represent the best simultaneous fit for
our cascading model presented in Sec. III.

N, and the average number of secondary interac-
tions, n. This relation turns out to be linear
since (n,) is linearly related to N, and the mod-
els we have used relate (n,) to the number of in-
teractions in a linear fashion.

The dependence on the number of interactions in
the models of Fishbane and Trefil? has not yet
been displayed, although presumably this depen-
dence can be picked out of the computer calcula-
tions. We have generated a simplified IPM to
build in a dependence on the number of secondary
interactions. Our calculations are sufficiently
close to those of the IPM of Fishbane and Trefil
that we feel justified in letting them represent the
IPM. Gottfried’s energy flux cascade® (EFC) also
has an explicit dependence on the number of col-
lisions and will be used to represent the CPM.
Comparison with the Fishbane and Trefil models
can be made by averaging over all N, values, i.e.,
over all secondary interactions. Also these cal-
culations have an explicit A dependence for which
there is a smattering of data.

The fundamental input to all model calculations
is the average proton-proton charged multiplicity,
n,. We have divided the multiplicity dependence
into three regions with the following empirical
forms:

n,=1.3(2m ,E +2m ,2)°?% E <10 GeV (5)

1y =1.15(2m E +2m,% 10025, 10<E <200 GeV
(6)

n,==5.0+2.39InE, E >200 GeV. (7)

In choosing form (7), we have fitted only to the
accelerator data. All emulsion data are compared
with the nuclear cascading models to be presented.
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TABLE V. The best straight-line fits to the data of Fig. 2. See the text for a discussion of

the two types of fit.

x%/DF

E (GeV) Energy-independent fits Energy-dependent fit x%/DF
30 (4.690.09) +(0.32+0.01)N,, 0.53 (4.69+0.07) +(0.34 £ 0.01)N,
67 (5.79+0.09) +(0.51+ 0.01)N,, 0.23 (6.04 £ 0.,09) +(0.46 + 0.01)N, 1.2
200 (8.45+0.18) +(0.66+ 0.03)N, 1.01 (8.31+0.14) +(0.67 £ 0.02)N,

A. IPM calculations

In our model of the proton-nucleus interaction,
the initiating interaction is pictured as occurring
with a single constituent nucleon and assumed to
have all the properties of a pure p-nucleon col-
lision. The particles created in this primary col-
lision can also interact before they leave the nu-
cleus. Since at higher energy the number of sec-
ondary particles available to interact increases,
our assumption that the number of secondary in-
teractions, 7, depends only on N, means that the
probability that a secondary will interact de-
creases with primary energy. Thus the effects of
“shadowing” and “absorption” are built into the
model in a simple way.

In order to calculate n, as a function of E and
7, a.-number of additional assumptions are neces-
sary. Created particles are assumed to be pions.
The residual primary is viewed as retaining half
of its incident energy, the remaining half to be
equally divided among the pions. The residual
primary nucleus and the secondary pions, charged

J

{

(nen(E, n)) =[n,(E)=0.5~-0.6Tn] +

§ 1.5n,(E)=2.5 0.5E

. R
11.57,(E) - 1.5

f

The consequence of neglecting tertiary and high-
er-order interactions in the intranuclear cascade
is to make Eq. (8) a linear function of n with ener-
gy-dependent coefficients:

(n(E, n)) =A(E)+B(E)n.

"\ 16n, (B)- 1.5

9)

The experimental relationship discussed in Sec.
IIC indicates that (7 4(E, N,)) is linearly related

to N, with energy-dependent coefficients:
(n(E, N)) =C(E) + D(E)N,. (10)

Setting Egs. (9) and (10) equal leads to a linear
relation between n and N,,

C(E)= A(E)+ D(E)N;
B(E)

N(Ny) =

=a+bN,, (11)

RO

1.5n,(E)=2.5

and neutral, have equal probabilities of interact-
ing, and each collision produces exactly the aver-
age multiplicity », appropriate to its energy, sub-
ject to the constraint that final charge states re-
flect initial charge states. For example, a proton-
neutron collision will produce one less final-state
charged particle than a proton-proton collision.
Only secondary collisions are considered.

In writing the complete expression for the aver-
age multiplicity (n.(E, n)) there are three terms
corresponding to primary nucleon, residual pri-
mary nucleon, and secondary pion contributions.
The first term is written in such a way that any
interacting charged secondary particle is sub-
tracted from the primary-collision contribution
and included in its secondary-interaction term.
This procedure prevents interacting charged par-
ticles from being counted in two of the terms. The
two secondary-collision terms are written as
products: the number of collisions of that type
times the multiplicity per collision. The complete
expression is

[n,(0.5E) = 1.0] ?

(8)

r

where a and b are independent of the primary en-
ergy as discussed above.

To obtain the best values of a and b, we have
substituted Eq. (11) into Eq. (9) obtaining

(nen(E, Ny)) = A(E) +aB(E) +bB(E)N,. (12)

This form was fitted simultaneously to the data
at 30, 67, and 200 GeV yielding

n(N,) =(0.592 +0.072) +(0.346 +0.010)N,,  (13)
with a x2 of 19.4 for 16 degrees of freedom.

The corresponding fits to Eq. (10) are compared
in Table V with the best fits to the data at each
energy separately and plotted in Fig. 2. While the
simultaneous fit is in good agreement with the
data at 30 and 200 GeV, it is only moderately good
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FIG. 3. Double multiplicity plot for the cosmic-ray
data at 170 GeV (Ref. 12), 510 GeV (Ref. 13), and 4500
GeV (Refs. 14, 15, and 18). Also shown are the best-fit
straight lines. The solid line at 4500 GeV is the fit to the
Barkow et al. and ICEF points (open circles), while the
dashed line uses the Ganguli and Malhotra point (open
triangle) at small N,.

at 67 GeV.

In order to compare our model with Fishbane’s
and Trefil’s IPM, we have calculated
(n4(E,(Ny)). This is our model prediction for
the proton-emulsion charged multiplicity averaged
over all N, values. In Fig. 5 our result is com-
pared with the result of Fishbane and Trefil and
found to be nearly identical in the energy range of
interest. The value N,=7.0 chosen for this calcu-
lation was a compromise between the value 7.2 ob-
tained in our data at 30 and 200 GeV and the value
6.8 obtained from Egs. (8) and (13) when (n,) is
set equal to 12.9+0.2, the value obtained for 5500

|s T TTIT”T T T llIlHl T T 1. 7TT7T1T1T
20
12t
N 1.5
a INTERCEPT S
(&) 8 a
14 o
2 2
= 10
4 [ ]
¢
—os
o_..
1 lllllll 1 1 lllllll 1 L1111l
102 103 10*

ENERGY (GeV)

FIG. 4. The slopes and intercepts of the best-fit lines
in Figs. 2 and 3 plotted against the primary energy. The
slope and intercept are consistent with a logarithmic
increase with energy.

Ll ST | el
102 103 10%
E (GeV)

R

0 [

FIG. 5. Average n. in emulsion as a function of the
incident energy. The cosmic-ray data are those of Table
II. The accelerator data are from Refs. 7, 10, and 11.
See the text for a discussion of the curves.

events at 200 GeV.!!

Also plotted on Fig. 5 are the calculations of the
average charged multiplicity using Gottfried’s EFC
model and Fishbane’s and Trefil’s CPM. By nor-
malizing these curves in the same manner, the
two models give identical results. They are in
better agreement with the data than the IPM. The
curve for the multiplicity on hydrogen is shown
for comparison.

Setting N,=(N,) =T in Eq. (13) one calculates
(n)=3.1. Therefore, on the average, the number
of secondary collisions is small and it is reason-
able to neglect tertiary terms. In Fig. 6 we show
the model predictions compared with the cosmic-
ray data. The fit is quite good at 170 GeV and 510
GeV, but rather poor at 4500 GeV. The 200 GeV
line has been included to show that the data of

40

30

20

<Neh>

FIG. 6. Predictions for the double multiplicity rela-
tion at 170 GeV (@, Ref. 12), 510 GeV {d, Ref. 13),
and 4500 GeV O, Refs. 14 and 15, and &, Ref. 18) based
on our IPM.
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Lohrmann, Teucher, and Schein fall below this
line instead of above, where it should have been
for the published energy estimate of 250 GeV. This
is in agreement with the logarithmic average ener-
gy we have used in Sec. II B to estimate the energy
of this collection of events.

The difficulty at 4500 GeV cannot be corrected
by assuming a lower value for the proton-proton
multiplicity »n, at 4500 GeV as this would decrease
the intercept but increase the slope, which is al-
ready too large. On the other hand, assuming a
larger n, decreases the slope but increases the
intercept to an unreasonably large value.

The analysis of the high-energy cosmic-ray
breakup events is quite consistent with these re-
sults. Although there are not enough interactions
to create a reliable double multiplicity plot for
these data, their average behavior can be com-
pared with the model. In Table VI we compare
the value of n({N,)) obtained from Eq. (13) with
the value n({n)) obtained from Eq. (8) using the
experimental values for (N,), (ny4), and E from
Table II. These two values of 7 should agree if
the model is correct. This is the case for F
<500 GeV. However, for E>1 TeV, n((N,)) is
consistently greater than n({n.4)). The model pre-
dicts too many particles at high energy.

B. The EFC model

Gottfried® has cast his calculation of (n,) in the
form

(ng) =%n, +5vn,, (14)

where v is the total number of interactions and is
independent of energy. Using the best-fit double
multiplicity relation at 200 GeV from Table V, one
then eliminates n, to obtain the result

v=(1.31+0.07) +(0.26 £0.07)N,. (15)

Using Eqs. (14) and (15) and the forms (6) and
(7) for n,, one can calculate the double multiplicity
relation at any energy. Since Gottfried’s calcula-

tions are approximations for high energy, Eq. (14)
should not hold for energies much below 200 GeV.
In fact the calculations are in poor agreement with
the data at 67 GeV. The disagreement is even
larger at 30 GeV. The model fits the cosmic-ray
data quite well and is substantially better than our
IPM at 4500 GeV. (See Fig. 7.) The agreement is
even better if the data on heavy primary breakup
events are considered.

In Table VI we compare v({N,)) calculated from
Eq. (15) and v({#,)) calculated from Eq. (14) for
all the cosmic-ray data. In contrast with the re-
sults of our IPM, the agreement in the v values is
excellent, especially considering the uncertainties
in Eq. (15) and the proton-proton multiplicity at
these energies.

In Gottfried’s model the ratio R defined by

R="4 =21, (16)

Ry

is independent of energy. For emulsion events!!
at 200 GeV one can use the bubble chamber?® value
n,="1.68+0.11 at 205 GeV to obtain R =1.68 +0.03,
which yields (v)=3.1. Using the mean free path
for hadrons in nuclear matter, Gottfried has cal-
culated (v) directly and obtains (v)=3.2, Similar-
ly, setting N,=T7 in Eq. (15) one obtains {v) =3.1.

Using the data at 4500 GeV and Eq. (7) for n,,
one calculates R =1.5+0.1 in agreement with the
value at 200 GeV. At 170 GeV and 510 GeV one
obtains the values R =1.78+0.12 and R=1.9:0.1,
respectively.

Using Egs. (15) and (16) one can calculate R for
any value of N,. We have decreased the energy
estimate of the 88 events with N, <2 reported by
Ganguli and Malhotra to 4700 GeV. For this sam- .
ple (N,) is approximately 0.8. The corresponding
R calculated with Eq. (15) is 1.17 which compares
favorably with the experimental value R =1.07
+0.07.

Figure 5 shows the calculated value of (n) as a
function of energy assuming N,=(N,)=7. In view-
ing this figure it is well to remember that the cos-

TABLE VI. Values of the parameter n based on our simplified version of the IPM and of the

parameter v based on the EFC model.

Reference E (GeV) () n(ANL) V(@) v(N))
12 170 3.56+£0.5 3.5+0.1 3.3x04 3.5+£0.6
ICEF 348 290 3.6:1.2 3.9=0.1 3.7£0.9 3.8+0.7
13 510 3.56+0.4 3.1+0.1 3.8+0.4 3.2=0.5
Brawley 1115 570 1.5+£0.9 2.4+0.1 2.1+0.8 2.6+0.4
ICEF 23 2200 2.0£0.9 2.70.1 2.9%0.9 2.9x04
ICEF 16 2400 2.90.7 7.5+0.2 3.7+0.7 6.5=1.4
ICEF 33 4300 1.3x1.0 2.7+0.1 2.3x1.0 2.9=0.4
14 and 15 4500 1.5+0.3 2.7+0.1 2.5+0.3 2904
18 4700 0.3+£0.2 0.9£0.1 1.2+0.2 1.5+0.06
Brawley 1010 7800 1.1+0.9 1.5£0.1 2.2x1.0 2.0+0.2
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FIG. 7. Prediction for the double multiplicity relation
at 170 GeV @, Ref. 12), 510 GeV [, Ref. 13), and 4500
GeV (O, Refs. 14 and 15, and &, Ref. 18) based on the
EFC model.

mic-ray data have ( N,) <7, except for event ICEF
16.

Since (v) can be calculated as a function of the
atomic number A of the nucleus, one can calculate
the dependence of the average charged multiplicity
on the atomic number. The data suitable for test-
ing this A dependence are sparse, but do indicate
a trend. Figure 8 shows data at 200 GeV for tar-
gets of hydrogen,?® emulsion, and eight events in
tungsten.?® We and Hebert et al.?” have further
separated events in emulsion into interactions in
the CNO group and the Ag-Br group. The data are
quite suggestive of an A'/® dependence, although
the statistical accuracy is not great. The EFC
calculation agrees with the data quite well.

C. CPM

The CPM calculations of Fishbane and Trefil al-
so yield an energy-independent ratio of n, to n,.
Their value also depends on the atomic number A
of the nucleus and has the form

R=3(CAY3+1). @am)

The value of C is not well determined, but Fish-
bane and Trefil indicate that it is approximately
0.5. As shown in Fig. 8, this value underestimates
the values of (n). Using the value of R deter-
mined for our emulsion data, one calculates that

C =0.66. This curve is consistent with the data.
The value of R obtained by Hebert et al. would

give a value of C =0.59. These curves are also
displayed in Fig. 8.

IV. CONCLUSIONS

From the analysis of the data on proton-emulsion
collisions which has been presented several gener-
al conclusions are evident. First, the data for the
variables (n), N,, and (logtand), for statisti-
cally meaningful samples, behave in a relatively
simple and consistent manner from 30 GeV to 4500
GeV. Second, it has been demonstrated that all the
data, as opposed to just N,=0,1, are meaningful.

We have shown that the function f(N,)
=(log,,tand) +10g,, Yem. is independent of energy
for data at 30 GeV and 200 GeV and is consistent
with this result at 4500 GeV. Knowledge of f(N,)
is useful in determining the energies of a sample
of cosmic-ray events using the angular distribution
method. However, the statistical fluctuations are
still large, so that caution is urged for the inter-
pretation of small samples of data. In particular,
attempts to classify events energetically within a
given sample of cosmic-ray interactions on the
basis of the “Castagnoli energy,” even with the
corrections f(N,), are likely to be misleading.

By averaging the values of logtan6 as corrected
by f(N,), we have concluded that the energies of
cosmic-ray events are generally overestimated.

A particularly important example is the group of
events collected by Ganguli and Malhotra, which
our analysis places at 4700 GeV, as compared
with the original estimate of 10000 GeV. At this
lower energy these data are consistent with the
InE rise in the proton-proton multiplicity which
pertains in the NAL and CERN ISR energy range.

We have found that the double multiplicity rela-
tion, (n.,) vs N,, is consistent with linearity from
30 GeV to 4500 GeV. The experimentally deter-

T T T T
20 © THIS WORK ~
o HEBERT et al. ©
e CHARLTON etal. 2
15+
A
=
o
[ =4
\%
10+
| | | | j
51 2 5 6
AI/B

FIG. 8. Average charged multiplicity vs AY? for 205-
GeV protons in hydrogen and 200-GeV protons in emulsion
and tungsten. The emulsion events have been separated
into interactions in the CNO group and the Ag-Br group.
The solid curves are the calculations using the CPM with
various values of the parameter C [see Eq. (17)]. The
dashed curve is that of the EFC model.
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mined slopes and intercepts for these data in-
crease with energy as InE.

Various models for intranuclear cascading have
been compared with the experimental data. Each
of the models involves a small number of collisions
within the nucleus. Our IPM and the EFC model
assume that the number of such collisions is inde-
pendent of energy. Each of the models agrees with
the accelerator data regarding the energy depen-
dence of the average charged multiplicity. How-
ever, the IPMs predict too many particles at cos-
mic-ray energies.

Our IPM does not correctly give the parameters
of the linear relation between (n) and N, at cos-
mic-ray energies, whereas, the EFC model does
quite well.

The EFC model and the CPM (with an appropriate
choice of the slope parameter) are both compatible
with the dependence of the average charged multi-
plicity on the atomic number of the nucleus. The
prediction of the Fishbane and Trefil IPM of an A -
independent multiplicity for A >10 is not compati-
ble with the data.

In summary, we conclude that the data support
the CPM and EFC descriptions of intranuclear
cascading at these energies. Additional data at
400 GeV in emulsion and at a range of energies on
nuclear targets are needed in order to further
test and refine these models.

Note added in proof. Fishbane and Trefil?® have
formulated a dependence of n., on A which is con-
siderably better than that discussed in Sec. IIIC
and presented in Fig. 8. If the value of (Q +R) in
their Eq. (6.2) were set equal to 1.0, their curve
would be consistent with the data.
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Measurement of the magnetic moment and of the decay parameters of the =~ hyperon*
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A measurement of the magnetic moment and of the decay parameters of the =~ hyperon is
reported. The measurement gave pz=(—2.1+0.8) nuclear magnetons, corresponding to a
gyromagnetic ratio of gz=4.2+1.6. The measured Z~ decay parameters are az=-0.39
+0.05, Bz=0.08+0.26, Y£=0.92+0.03 (p z=5°+ 16°); and the lifetime 7z=(1.637+ 0.050)

x 10710 sec. In the accepted angular range for the production of the Z~ (about 4.2° <8,
<11.5° in the reaction K~ +p —~K* + E~, the polarization of the =~ is 0.29+0.10, 0.44 +0.09,
0.36+0.10, and 0.21+0.06 at laboratory momenta of 1.74, 1.80, 1.87, and 1.83 GeV,'c, re-

spectively.

I. INTRODUCTION

The measurement of the magnetic moment of a
particle can provide a test of the validity of a the-
ory. Such tests have been applied to quantum elec-
trodynamics by measuring the magnetic moments
of the electron and of the muon. The agreement
between theory and experiment was found to be
quite striking.

The magnetic moments of the baryons can be used
to test the validity of the strong-interaction theo-
ries, in particular of unitary-symmetry theories.
They could also give evidence for or against the
various models for the fundamental triplets. Fig-
ure 1 shows the members of the 3* baryon octet.
SU(3) symmetry predicts that, apart from mass
corrections, the members of the various U-spin
multiplets have the same magnetic moment. The
relation among the magnetic moments of the octet
is given by!

W=y = 1@ = p[ U(U+1) = 5Q7], 1

where Q is the charge and U is the U-spin. pu, and
i, may be determined from the known magnetic
moments of the proton p, and of the neutron u, as

“p:%/-l-z_u'l @)
and
an‘liz- (3)

As a consequence, (1) predicts the values of the

magnetic moments of the other members on the
octet. In particular, the magnetic moment of the
=~ hyperon in units of nuclear magnetons (u, =ek/
2m,c =3.153 1078 MeV/c) is then predicted to be

pz==(, + IJ-p)
==0.88uy. (4)

The method of measuring the magnetic moment
of the =~ is that of determining the angle of pre-
cession of the =~ polarization vector after pass-
ing through a strong magnetic field.? The =~ hy-
perons are produced in the reaction

K +p-=Z"+K", (5)

which acts as the polarizer. The polarization vec-
tor is perpendicular to the plane of production of
the =~ and therefore perpendicular to the =~ di-
rection.

The =~ passes through a strong magnetic field
which is essentially parallel to the =~ momentum
and therefore perpendicular to the =~ magnetic
moment (see Fig. 2). With this arrangement the
=~ track does not curve appreciably in the mag-
netic field.

In the =~ rest frame the equation of motion of
the polarization vector §= in a magnetic field His

d6z _ _p=

it s.n 0= H (8)

where u=z and sz/ are respectively the magnetic

moment and the spin of the Z~. By integrating



