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This is the first of a series of papers on the use of semiclassical approximations to find particle states

in field theory. The meaning of the WKB approximation is examined from a functional-integral

approach. Special emphasis is placed on the distinction between a true %'KB or semiclassical approach
and the weak-coupling approximation to it. Other topics include the center-of-mass motion of particle

states and some problems special to field theory such as multiple-particle states, statistics, and

infinite-volume systems. Ultraviolet divergences are touched on, but are dealt with more thoroughly in

the following paper where specific models are examined. The central result of this series is that certain

kinds of nonlinear field theories have extended particle solutions which survive quantization. The most

interesting of these objects, which are reminiscent of hadrons, come from theories with spontaneous

symmetry breaking.

I. INTRODUCTION

This is the first of a series of papers that will
present methods for finding solutions to field the-
ories which are inaccessible to perturbation tech-
niques. We approach this problem through the
quantum action principle in the Feynman path-in-
tegral representation, since this provides the most
natural connection between the classical problem
and its second-quantized analog.

In particular, it is possible to find solutions to
the full nonlinear interacting classical equations
of motion of various models, which behave like
bound, stable field configurations in space-time,
with particle properties. The question arises as
to whether these solutions survive the process of
second quantization. In this paper we give a meth-
od for answering that question, the accuracy of
which depends both on how much one knows about
the classical problem, and the strength of the cou-
pling constant, in direct proportion,

Our methods are based on the works of Qutzwil-
ler' and Maslov, ' who developed a general semi-
classical formalism for use in atomic physics.
These techniques are directed toward the compu-
tation of energy levels, or particle masses in field
theory. They work in such a way that one never
has to construct any wave functions. In field theo-
ry this is a great advantage, since a field-theoret-
ic wave function, or more properly, a state func-
tional, is an exceedingly complicated object. Al-
so, since we start from a Lagrangian formalism,
any divergences that emerge can be handled by
more or less standard renormalization techniques.

This paper and the two following it are organized
as follows: In Sees. II and III we develop a func-
tional formulation of the WEB approximation via
path integrals, and cast it in a form suitable for
generalization to field theory. The strategy is
basically that of Gutzwiller' and Maslov, ' whose
ideas we follow closely, making only small tech-
nical improvements. We take particular care to
distinguish between general semiclassical methods
and their weak-coupling approximation. The gen-
eral methods are very complex, but work for
strong coupling as well as weak coupling.

In Secs. IV and V we clear up two conceptual
problems which have long plagued the idea of iden-
tifying partielelike solutions to classical field the-
ories with quantum particles. The first is how to
take the center-of-mass motion into account and
in the process dispose of the annoyance that clas-
sical particlelike solutions always appear to be
fixed arbitrarily at some point in space. The oth-
er problem is how to handle multiparticle states
and some related formal difficulties which arise
in spatially infinite systems.

Section VI connects weak-coupling semiclassical
methods to the more familiar loop expansion of
what is essentially the vacuum generating function-
al or effective action. This alternative but equiva-
lent point of view is especially useful when renor-
malization is necessary.

The second paper is devoted to the study of some
explicit two-dimensional models. We discovered
a model which has some very interesting proper-
ties, yet is simple enough so that all calculations
can be done analytically. The model has a solution
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II. BOUND STATES IN SYSTEMS WITH ONE DEGREE

OF FREEDOM'

We compute the bound-state energies of a one-
dimensional potential well using path-. integral
methods. To do so, consider the trace of the

propagator

'")="e-E = ~ E E
n

where E„ is the energy of the nth bound state. We

write

(2.1)

which looks like a two-dimensional, stable, ex-
tended hadron, which has a spectrum of excited
states and serves as a well which traps and con-
tains fermions.

To follow this work, it is not necessary to have
grasped the present paper in any detail. Some
readers may prefer to proceed directly to the
models. Also included in the second paper are
methods for handling fermions. In particular, we
develop a set of self-consistent field equations for
coupled scalar and Fermi fields which can be triv-
ially generalized to four dimensions.

Finally, in the third paper we treat models in
four dimensions, which require some discussion
of analogs in field theory to type-II superconduct-
ing metals, and the associated vortex-line solu-
tions to the Landau-Ginzburg equations. In partic-
ular we display a remarkable classical solution to
the system of a non-Abelian gauge field coupled to
a scalar field with a broken Higgs vacuum. This
is extended to include fermion fields. The solution
is essentially a closed ball outside of which quanta
get a mass through a Higgs mechanism. Particles
are effectively trapped since in the ball they have
zero mass and get heavy if they try to leave it.
This model can be looked at as a non-Abelian
superconductor for a "color" quantum number,
which in 4-space solves the end-point problem of
the Abelian vortex case. The analog to a super-
conducting metal is the Higgs vacuum itself.

over periodic paths, '

tre '" = ux(~}e'"", (2.3}

where S stands for the classical action computed
along the path x(r):

T

S = [-,'x'- p(x)] d7. (2.4)

The paths along which one integrates in (2.3) are
all periodic paths with fixed period T. The peri-
odicity condition is the translation into path space
of the trace operation of Eq. (2.2).

We now evaluate Eq. (2.3) to leading order in h.
This is done by a stationary-phase method: The
dominant contribution to the functional integral
comes from those paths which are close to the
classical periodic orbits x„(T), with period T.
Expanding the action around these classical orbits,
the integral becomes

r Ae

dHr-e'~0(&r& g)x(T)dx (0)e'~&" (2.5}

where

T

S — ~x -2x V x) w d7.
0

(2.6)

y(r) =x(~) — " x(w)dV
'N p)

N(V)

and its inverse

(2.7)

x(~) =y(~)+N(7) t, "- y(g)dp, ,N ()u)
(2.8)

The functional integral is taken over the paths
x(r) which satisfy x(0)=x(T) =0. The extra measure
dx„(0), the starting-point factor, which is done

along the classical orbit, represents the freedom
we have to begin the expansion anywhere along the
classical orbit.

The functional integral (2.5) is evaluated by well-
known shifting methods. 4 We introduce the map-
ping

"dT . (E-II)T
G(E) = i tr —exp i

5
(2.2)

Now e '" is the propagation kernel, which ean be
expressed directly as a Feynman path integral,

where N is defined by the equation
~ ~z =-v"x.

Then the expression for tre 'H~ becomes

(2.9)

tre ' " = e " try(r')de dx„(0) —exp — —' y'dr'+e y(y') + N(T), y(r')dr')cox
" N(~)

h- &0 N (T)
(2.10)

In Eq. (2.10) o. is a Lagrange multiplier which in-
serts the constraint on y(T) induced by the end-
point conditions on x(7). The range of integration
of y(v) is then unrestricted. The end point y(0) is

still fixed at zero. The functional Jacobian
~g)x/~y ~

is just [ N(T)/N(0)]'" since (2.7) is a
Volterra integral equation. ~ The integrations over
y and n are direct and the result is
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1/2
re-i HT Scl ~T~

2rS

JV(T) 1/2 T JV2(T) -1/2

cl Q 0 ~2

(2.11)

We prove in Appendix A that this reduces to

tre ~H = T l e~f cl~T)/" ~]
2m@ dT

(2.12)

where E„=dS,(/dT is the energy of the classical
traj ecto ry.

To complete the sum over paths, we insert
(2.12) into (2.2). However, we must take into ac-
count that each classical orbit can be traversed n

times, so that one has

G(2) ( ) TJ —2

this derivation of the %KB energies: first, the
approximate evaluation of tre '"T to give (2.12);
second, the stationary-phase integral over T which
converts (2.12) into a factor times e', and finally
the sum over multiple traverses of the basic orbit
which produces a geometric series in e' and poles
in G. In systems of many degrees of freedom the
same steps will appear. The problem is to find
the orbits.

Having shown how 5 enters the calculation we
will henceforth set h =1, except occasionally when
we wish to emphasize a point.

A. An example

It is instructive to see how the general method
works in a particular example. In particular, the
following example will illustrate the difference be-
tween weak and strong couplings.

Consider the anharmonic oscillator whose La-
grangian is

S,l (T) +ETx exp 2)2 —1I'

(2.13)

1 2 1 2 1 4X -zX -4~X (2.20)

The leading term in 8 is again given by a sta-
tionary-phase approximation: The stationary-
phase point is fixed by

O'S, l jV
dT (2.14)

which determines T as a function T(E) of the ener-
gy E. Defining

W(z) = S„(T(z))+ET(E) (2.15)

the stationary-phase approximation to (2.13) is

w(z„) =(2~+1)~e

then near E =g, t" goes like

G(z) -(z. -z)-',

(2.17)

(2.18)

where we have used the relation dW(E)/dz = T(E).
Finally, noting that

(2.19)

where x, and x2 are the turning points, one sees
that (2.17) is the usual WEB condition.

Summarizing, there are three ingredients to

G(z) = g exp I 2n [w(z)/I —E]]
2T(z)

A

fT(z) 2lV(E)/2

1 +e lw(E)/){ . (2.16)

Now if E is a root

where X is an adjustable coupling constant. The
solutions to the classical equations of motion are
all periodic, with the period T and energy E being
related by

/ +Xp dx

[2(z ——,'x'--,'){x')]'"' (2.21)

where exp are the turning points, i.e. , the places
where the expression under the square-root sign
vanishes. The change of variables x=v Ey gives

(2.22)

from which one sees that T depends only on the
product EA.. For small EA., the weak-coupling
limit, T approaches the harmonic-oscillator peri-
od T=2m. As FA. increases T decreases steadily
approaching zero like (EA.)

'/' in the extreme
strong-coupling limit. The qualitative behavior of
T as a function of EA, is shown by the bottom curve
in Fig. 1. The higher curves in Fig. 1 show the
periods which are integral multiples of this basic
period, corresponding to orbits in which the oscil-
lator runs around the basic loop 2, 3, 4, etc. ,
times.

To apply the semiclassical method to this exam-
ple, we first compute tre ' T. To do so we have
to find all periodic orbits with period T. As can
easily be seen from Fig. 1, there is a discrete
infinity of such orbits. For example, if T is less
than 2m, there are the motions whose basic period
is T and then the multiple traverses of motions
whose basic period is an integral fraction of T.
Each of these infinitely many orbits is a station-
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we would really have to compute the curves for T
as a function of E rather than approximate them by
straight line, as can be done for weak coupling.
The difficulty in handling the classical theory will
be the stumbling block in the application of semi-
classical methods to strong-coupling field theory.

FIG. 1. Periods of the anharmonic oscillator as a
function of EA., the energy times the coupling constant.
The higher curves are integral multiples of the bottom
curve.

ary-phase point in the path integral for tre '"~. In
the semiclassical approximation we get a contri-
bution from each such stationary-phase point and
we have

e'~n (2.23)
n

where n runs over the orbits indicated in Fig. 1,
S„ is the action for the nth orbit, and C„ is a con-
stant evaluated previously.

The next step is to make a Laplace transform on
tre '"r to get G(E). Doing the transform by sta-
tionary phase we get contributions from each orbit
of energy E. This infinite sum produces poles in
G(E) a.t

+pp

W(E) = 2E [ 2(1 —
2 y' —,' AEy')]'i'dy—.

-90

= (2n+1)n'. (2.24)

Let us now consider weak couplings starting with
a precise definition. If for a given value of n =n„
Eg. (2.24) can be satisfied for a value of E such
that AEy, '/4 is small , compared to unity, then we
are in a weak-coupling regime. In this case, the
energy levels for n&n, are clearly given by the
harmonic-oscillator levels E„=(n+-,'). This is no

surprise, since for weak coupling one is operating
on the left-hand edge of Fig. 1, where the periods
are almost equally spaced horizontal lines, i.e.,
where the system is acting like a harmonic oscil-
lator.

Since the WKB method is exact for a harmonic
oscillator, it will therefore give good results for
weak coupling. We wish to emphasize, however,
that the semiclassical approximation is not basi-
cally a weak-coupling scheme. Indeed, if the po-
tential is not too wiggly, WKB gives qualitatively
correct answers even for very strong coupling. To
use WKB for strong coupling, however, one does
have to get a handle on the strong-coupling classi-
cal problem. In terms of Fig. 1, this means that

B. Weak coupling

In the case of zero coupling one does not need
all the formalism because the functional integral
for the harmonic oscillator can be evaluated ex-
actly, yielding

tre '"r =(2 —2cosT) "' (2.25)

i S(2')/hdg 1

dT h
(2.26)

where we have inserted factors of h to see the
classical limit. One sees immediately that (2.26)
is a factor of (5) '~' bigger than the corresponding
term (2.25) from the trivial orbit, except for the
special case where T is an integer times 27t and
(2.25) blows up. Referring now to Fig. 1 we see
that for strong coupling one is not interested in
orbits with these particular periods. Therefore,
for strong coupling the contribution of the trivial
orbit is negligible compared to that of the nontriv-
ial ones.

For weak coupling something else happens. Re-
ferring again to Fig. 1 we see that in this case we
are interested in only those orbits whose periods
are close to an integral multiple of 2m. These or-
bits are, however, very small excursions away
from the trivial one at x =0. Consequently the
stationary-phase points corresponding to the triv-
ial and nontrivial orbits are no longer well sepa-
rated and do not make additive contributions to the

For weak coupling we can get the same result by
expanding the path integral around the trivial orbit
x—= 0 and keeping only quadratic terms in the La-
grangian which, of course, reduces the problem to
a harmonic oscillator.

So far we have been ignoring this trivial orbit.
We wish now' to see how this orbit and the result-
ing harmonic-oscillator approximation fit into our
general scheme. First, it should be understood
that x —=0 is an exact periodic solution to the clas-
sical anharmonic oscillator for any period T. It
is therefore a stationary-phase point in the func-
tional integral for tre '" . Why then have we been
ignoring it? To answer this we will have to dis-
tinguish between the cases of weak and strong cou-
pling.

A stationary-phase point in the functional inte-
gral corresponding to a nontrivial orbit makes a
contribution proportional to [see Eq. (2.12)]
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functional integral. That is to say, for weak cou-
pling the Gaussian integral around the trivial orbit
includes the contribution of the nontrivial orbit and
vice versa. Therefore, for weak coupling one cal-
culates around one orbit or the other but not both.

To summarize: (1) It is consistent to ignore the
trivial (time-independent) orbit for either weak or
strong coupling. (2) For weak coupling one has the
alternative option of expanding the path integral
around the trivial orbit and treating the system as
a harmonic oscillator.

Finally, we note that if there are two time-inde-
pendent solutions to the classical equations of mo-
tion, x(t) =x, a,nd x(t) =x» say, they will generally
represent separate stationary-phase points in the
path integral a.nd their contributions (if relevant
at all) must be added. This is illustrated by the
potential with two minima shown in Fig. 2. If near
the two minima the potential is sufficiently well
approximated by parabolas then weak coupling ap-
plies and we can evaluate the path integral by ex-
panding around the two trivial orbits x=x, and
x =x, . Their contributions will add in G(E) yield-
ing poles at E„=V(x, ) + (n+ —,')[ V"(x,)]'/' and at E„

V( x)2+(n+2)[ V"(x,)]'/' for n =1, 2. . . . We argue
in Appendix B that under the stated conditions of
weak coupling this will be a good approximation
to the low-lying energy levels. We will see that
this phenomenon of multiple, but simple, station-
ary points occurs in field theory.

C. Separable systems

In this section we will discuss the semiclassical
method for systems with more than one degree of
freedom. This is in general a difficult problem
simply because the classical mechanics is hard.

Separable systems are simple, however. At this
point it will be instructive to see how the method
works in a separable case.

Consider the system defined by the Lagrangian

0 dx
T =2

[2(g 10/ 2x2 1/1 x4)]1/2 &

and y having the basic period

+yo dp
T =22 [ 2(e ~ 21@2 /„

1 y4)]1/2 1

0

(2.28)

where Ey and e, are parameters whose sum is the
total energy E. The truly periodic motions occur
for the special values of T, and T, such that

MT, =NT, (2.29)

where M and N are integers. There will in gener-
al be one such orbit for each value of the energy
E. Note that in the case of one degree of freedom
the periodic orbits (for given E) could be labeled
by one integer (see Fig. 1); here we need two in-
tegers.

To compute tre ' we have to pick out all truly
periodic orbits of period T. The computation is
then a straightforward extension of what we have
already done and one finds that tre '" can be rep-
resented as

(2.27)

where the harmonic-oscillator frequencies My and

cv, as well as the couplings A. , and A. , are assumed
to be different to avoid degeneracies. In general
the motion of this system is multiply periodic with

the x variable having a basic period

21r/Qf y

tre '"r- g dT
M, N

"0

2 1T/Q)2 1/2 dgi s,(r,)x & & ~ 2 &s2{r2)v

X 5(2 (N T, + M T2) —T) 5(N T, —M T2), (2.30)

where S,(T,) and S,(T,) are the actions for the in-
dividual x and y variables. To compute G(E) we
take the Laplace transform and make the substitu-
tion

1
g(NT —MT ) = — d12 e'~~ 1 4/r2~

2w ~j (2.31)

which gives after some algebra and collecting con-
stants omitted in (2.30)

2
G(E) = — d/2 G, (2'E+n)G2(2E —C4),

(2.32)

XI Xp

FIG. 2. A potential with two minima leading to two
classes of orbits in the weak-coupling approximation.

xo
W, (z) =2

I 2(z ——,'0/, 'x' ——,'A. ; x')dx.
0

The separate G; have poles at z = e„, where
W;(e„;)= (n+ 2)1/. It is then straightforward to



NONP E R TUR BAT IVE ME 7 HODS AND EXTENDED- HADRON. . . I. 4119

verify that G has poles at E=e„,+e» n, m
=1, 2, . . . as it should.

We did not learn anything very surprising in this
calculation. The point of it was the following. In
the one-dimensional case all classical orbits are
periodic, and it is not surprising that one can find
the energy levels by concentrating on the periodic
orbits. The separable two-dimensional system is
generally multiply periodic and classical periodic
orbits are the exception rather than the rule. Nev-
ertheless, we can get the energy levels by concen-
trating on the periodic orbits.

Our previous discussion of weak coupling and
trivial (time-independent) orbits carries over to
the present ca.se in an obvious way. We wish to
add only one rema, rk.

To get the correct energy levels one has to be
sure to find all relevant periodic orbits. Suppose
we had noticed only the special orbits y =0 with x
oscillating with period an integer times T,. One
can convince himself that summing only over these
orbits would have yielded energy levels F. = c„,
+-,'~, where as before 6 y is the WKB energy for
the x system. These levels are, in fact, correct
if the coupling X, is small. However, if A. , is
large the contributions of these orbits are down

by a factor of (I)'" (as discussed above) and are
not the leading terms; hence they give the wrong
energies.

III. MANY DEGREES OF FREEDOM

A. Preliminary remarks

As has been mentioned before, the difficulty in
applying a WKB approach to a general system is
one's lack of ability to make any progress with the
classical problem. There are only two types of
multidimensional systems which are analytically
tractable. One is a weakly coupled (harmonic-os-
cillator) system and the other is a separable one.
Both of these cases have already been discussed.
Weakly coupled systems will come up again in
Sec. VI. Fortunately there are model field theo-
ries which display new and interesting phenomena
in a weak-coupling regime.

There is a conceptual tool that is useful in think-
ing about the information that a properly treated
WKB requires. The generalization of the one-
mode case to systems with N modes is not
straightforward because of the topological com-
plexity of the allowed types of classical motions.
In a one-dimensional example, the total energy is
a time invariant of the system, which restricts
the kinds of paths the system evolves along; i.e.,
they must be at least consistent with energy con-
servation. The energy eventually gets quantized
with the %KB method.

For a separable system with N degrees of free-

dom, the N invariants fix an N-dimensional mani-
fold in a 2N-dimensional phase space. This mani-
fold is called an invariant torus in the literature
and is topologically a complex object. ' Quantiza-
tion conditions emerge because the torus is multi-

ply connected. Each time one encircles one of the
holes in the torus, the phase of the wave function
is constrained to change by a multiple of 2m. In
general one should expect as many quantum num-
bers as there are degrees of freedom. Weak-cou-
pling systems are equivalent to sets of coupled
harmonic oscillators. They are separable by
transforming to normal coordinates.

In the nonseparable case, it has been shown that
invariant tori also exist, and one can in principle
give a constructive algorithm for approximating
it." Unfortunately, knowledge of the invariant
torus is equivalent to solving for all the classical
motions of the system by quadratures, which for
most systems is a hopeless task in practice, and
for field theory, hopeless in principle. There is,
however, one case where such complete informa-
tion is available and because of its importance, it
bears mentioning. There are classes of nonlinear
wave equations that support solitary wave solu-
tions, that have the property of emerging un-
changed in shape and velocity from a complete
nonlinear scattering of two of them. These solu-
tions are called solitons in the literature' and if a
wave equation admits them then there is available
an infinite number of conserved integrals of the
motion. In such a case the invariant torus is com-
pletely known and a complete semiclassical calcu-
lation becomes possible. It remains to be seen
whether interesting quantum field theories support
soliton modes.

In what follows we continue to follow a Lagran-
gian-functional-integral approach. These methods,
which form a natural bridge to field theory, were
pioneered by Gutzwiller. As in Sec. IIC, the meth-
od is based on summing over periodic orbits of the
classical system. For one degree of freedom there
is generally a single periodic orbit for a given en-
ergy, where one does not count multiple traverses
of a single orbit as a new orbit. In a system with

many degrees of freedom there will generally be a
discrete infinity of periodic orbits for each given
energy F.. With the methods we are using, one has
to know all of these orbits to properly generalize
WKB. For separable systems the orbits are known
and the summation can be carried out by the meth-
ods of Sec. II. In the general case one will have to
resort to approximations.

B. The functional integral

For a system with N coordinates x&,
i = 1, 2, . . . , N, we define the Feynman propagation
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- kernel by the functional integral
r

K(x",x'; T) = nx(~)e",

T
$= —,x' 7. - Vx 7

(3.1)

K = exp[ ts„(t)] Jt ux(~) exp(iS/I ), (3.4)

where the functional integral is now taken over
paths such that

x(0) =0

where the integration is over all paths satisfying

x(0) =x', x(T) =x" (3.2) x(t) =0 (3.5)
(we use x to denote the space piece of a vector)

The semiclassical approximation to K is known
to be

and

& ~ 2 x e &(x(&))S — d& 2X; —2X; X.
~+s ~&g

Bx Bx

C„=(-2nz)"i'. (3.3)

The calculation proceeds in essentially the same
way as in Sec. Ij:. Define a shift and its inverse by

This result, which was obtained by Pauli' from an
approximate integration of the Schrodinger equa-
tion and by Morette' from a completeness argu-
ment, can be gotten from a stationary-phase ap-
proximation to the functional integral. We sketch
the essential ingredients of the computation which
is algebraically complex.

After shifting by the classical solution we get

y, (~) =x, (T) — N,-, N-'„. x, du,
0

x;(v) =No(v) N ',«y«du,
&0

where N satisfies
~ ~

N ~~
= ~"iu Nag

After substituting into (3.3) and some algebra

(3.6)

(3.7)

(3 8)

7 + QQ 7

K(x&(0), x;(t)) =expI iS„(t)]Jr Z&y, exp ,'i duy, '(u) —dn&exp in& N&&(T) N ',«y«(u)du
0

(3.9)
where the path space is fixed by y(0) =0 and y(t) is arbitrary. The n integration is just the incorporation
of constraints via a Lagrange multiplier, as in the one-mode case.

The functional integral is now trivial and we are left with

d tN(t) '/'
K(x(0), x(t)) = expI iS„(t)] do ~ exp ,'i o.—, N—»(t)N '„(u)N '„(u)N, (t)o. du

detN 0 0

Performing the e integration gives the final form

t - I/2

K(x(0), x(t)) =exp[iS„(t)]
~
N(t)N(0)

~

"' N '„(u)N '«(u)du
0

(3.10)

(3.11)

Now, let x; =x&(T); 0 ~ 7 ~ t

x( =x, (7), 7&0. (3.12)

Then, using the Hamilton-Jacobi equations, one
checks that

e'S„(X,x)
Bxc Bx

(3.13)

satisfies Eq. (3.8). Choosing the particular solu-
tion x-x(0) =x simplifies the final calculation,
and noting that x(T) =x" one obtains (3.3). When
~B'S/Bxex~ vanishes between 0 and T, additional
phases in Eq. (3.11) are needed, in direct analogy
to those introduced by the turning point in one di-
mension. " The advantage of the functional-inte-

C Periodic orbits

Proceeding as before, we have

tre '"T = ' dxK x, x; T (3.14)

The x integration may be performed by stationary
phase: The stationary-phase point is determined

gral derivation lies in the physical interpretation
of the correction terms generated by the determi-
nant in K, Eq. (3.11). As one can see from Eq.
(3.3) and Eq. (3.4), they represent the effect of
small, quantum-mechanical fluctuations around
the classical orbit. The functional approach also
makes the transition to field theory quite natural.
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aS eS '

—,+ „=P"—P' =0. (3.15)

As pointed out by Gutzwiller, ' this stationary-
phase condition selects classical periodic orbits.
If we label the (discrete) set of orbits with period
T by an integer n, then one has

tre '" = g D„(T)e' ~~ ~ (3.16)
orbits

~ith period T

where S„ is the action for the orbit in question and
D„ is. the product of the determinant in (3.3) and a
determinant coming from the integration around
the stationary-phase point.

In principle, we can multiply (3.16) by e' r and
perform the T integration by stationary phase to
obtain the semiclassical approximation to G(E).
The problem is to find all the periodic orbits.

When all the orbits are not available, a possible
approximation to (3.16) is the following. Suppose
that we have access to one family of such orbits,
i.e., one orbit at some fixed energy E, and the set
of orbits swept out as we vary the energy continu-
ously away from E,. The sum in (3.16) might then
be approximated by summing over this one-param-
eter family of orbits, including of course multiple
traverses of the basic orbits. The calculation ean
then be carried out exactly as in Sec. II. The de-
tails are given by Gutzwiller. ' To give an exam-
ple, in the case of a stable classical orbit of peri-
od T of a particle in a two-dimensional potential
well, G(E) computed this way is

G(E) =Tg . , exp(inW),
I

(3.17)
sin —nv

where v is the stability angle. This in turn gives
the quantization condition

W=2m m+ —,'(2 p+1)v, (3.18)

where m and P are non-negative integers. One

finds, as expected, that the bound states of the 2-
dimensional system are labeled by the two quantum
numbers m and p. Since sin —,'nv in Eq. (3.17) rep-
resents the effect of small deviations around the
orbit, one expects that the approximation (3.18) is
valid only if p is not too large. Of course, the ap-
proximation of keeping one family of orbits in
(3.16) makes sense only if the coupling to the
transverse degree of freedom [represented by the
oscillator energies (p+ —,')v] is weak. It is not
clear whether or not such an approximation could
be useful in field theory.

—= x„where x, is a (local) minimum of the potential
U. The functional integral in (3.4) is then simple
to perform and the energy levels are

E = V(x, )+ g (P + —,')ur„, (3.19)
n=l

where [P ] =[P„.. . , P„] is any set of positive in-
tegers and the ~ are the eigenfrequencies of the
classical oscillator system defined by the action

~
~

~, s V(xo)
3 ~ Bxfbx

(3.20)

cp '„(x, t + T ) = y,', (x, t) . (3.21)

We will be particularly interested in particlelike
solutions which have a finite (classical) energy
relative to the vacuum. Such solutions must satis-
fy

lim y', ) (x, t) —= y'„„,
ix l~~

where y'„„ is the vacuum expectation of the field
in question and by = we mean equal up to a sym-
metry operation. In the simplest theories, y'...
vanishes and (3.20) reduces to

(3.23)

In field theory, a trivial orbit is a time-indepen-
dent solution y, (x) to the classical field equations.
To have a particle interpretation, y, (x) should be
a nonconstant field satisfying the appropriate one
of (3.22) or (3.23). The weak-coupling approxima-
tion in field theory leads to formulas like (3.18)
where the number of oscillators is infinite.

So far, we have been ignoring translational in-
variance and infinite-volume questions which must
be faced up to if one is to seriously talk about ap-
plying semiclassical methods in field theory.
These are the topics which will concern us in the
next two sections.

In Sec. VI we will give a more systematic ac-
count of the weak-coupling approximation in field
theory.

E. Field theory

Letting the number of degrees of freedom become
infinite, the results of this section ca.rry over di-
rectly to field theory. What do we mean by a peri-
odic orbit in field theory? Consider a theory con-
taining fields q'(x, t) (Note . that x now labels
space points: The y' are the coordinates. ) A pe-
riodic orbit is clearly a solution y„ to the classi-
cal field equations which has the property that

D. Weak coupling

According to Sec. IIC, for weak coupling we have
the option of expanding around a trivial orbit x(T)

IV. CENTER - OF - MASS MOTION

Continuing to work toward our goal of finding
particlelike solutions in field theories, we note
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that a conceptional problem arises. Any classical
particlelike solution to a field theory will be both
localized in space and have a definite momentum.
This is impossible in quantum mechanics. Another
indication that our formal developments have so
far been incomplete is that in cases of real inter-
est the spectrum of H is continuous due to trans-
lational invariance. In this section we will fill in
these holes in our formalism.

The same basic problems appear in the simpler
case of nonrelativistic systems. Let us first con-
sider the nonrelativistic free particle. Working
in one space dimension for simplicity, we dis-
cretize the energy levels by making space finite
and imposing periodic boundary conditions. Clas-
sically, this may be done by imagining that the
(one space dimensional) world is a large closed
loop with a perimeter of length L. The motion of
a free particle with velocity v is then periodic
with period

(4.1)

i.e., the time it takes to go once around the loop.
The action for a free particle of mass M is
M v 'T/2 = M L'/2T. Inserting this into the general
formulas of Sec. II gives energy levels

P„2m~I L (4.2)

S =-M(1 —v )'i T, (4.3)

where v is the velocity measured in units of the
velocity of light. For future reference, we wish

which is of course the correct answer for a parti-
cle in a periodic box.

We can see already how our conceptional diffi-
culties will be resolved. The energy levels in Eq.
(4.2) correspond to the quantization of complete
Ozbits. For these energy eigenstates only the com-
plete orbit has a meaning; the position of the par-
ticle along the orbit is meaningless quantum me-
chanically. Also one sees that as L-~, Eq. (4.2)
produces the correct continuous spectrum for H.

For multiparticle nonrelativistic systems every-
thing generalizes as expected. Because of Galilean
invariance, the center-of-mass motion separates
from the internal motion. Thus we have a separa-
ble system of the type treated in Sec. II. The en-
ergy levels are the sums of internal energy levels
computed by ignoring the center-of-mass motion
plus the kinetic energy of the center of mass as
given by Eq. (4.2).

Moving on now to relativistic problems let us
first consider the free particle. With the same
periodic boundary conditions, the action for a rel-
ativistic particle with mass M is

where the factor in front of the exponential is just
the (T/n)(dE/dT)'" from our general semiclassical
formula (2.12). Transforming to G(E), we obtain

x exp ( iT[ E —M (1 —v„')'"]],

idW, (E) e"'"
GP(@) dE 1 I wPfE)

(4 6)

(4.6)

where we have performed the integration in (4.5)
by stationary phase and

W,(E) = L(E' —M')"' (4 7)

Following our general formalism, we see that Eq.
(4.6) has poles of unit residue at

(4.8)

as expected.
Armed with the formulas of the preceding para-

graph we can now tackle the general problem of a
composite relativistic system. Suppose that we
have found a classical particlelike solution which
is at rest. In a field theory, an example would be
a solution y(t, x) to the classical field equations
which is bounded in space, i.e., y(t, %)-0 as

and periodic in time, i.e., y(t+ v', %)
= y(t, x) Space and ti.me translational invariance
will allow us to find new solutions by taking x-x
+a and t - t +b. Also Lorentz invariance allows us
to boost the solution to obtain a particlelike object
moving with any velocity

~
v

~

& 1. What happens
when we quantize the system'P

For simplicity we again consider one space di-
mension and impose periodic boundary conditions
with length L. The periods of translational motion
for a moving object are then T =nL/v, where n is
an integer. Because of time dilation the periods
of internal motion for the particle moving with
velocity v are T = my/(1 —v')' ', where m is an

now to compute the trace of the free propagator,
G,(E). Equation (4.1) gives the period for one trip
around the loop; for n trips the period is nL/v.
Summing over these multiple passes to get tre '"~
we have

1/2
(-2vi)"' tre "r= I. M

T (1 2)3/2

x exp[ -iM(1 —v„') "T],
(4.4)nL

&n=
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integer and v. which has the same meaning as be-
fore is the period in the rest frame. Following
closely the methods used to discuss separable sys-
tems in Sec. II, we note that the truly periodic
motions satisfy

mr nL
T =(»„=, m, n =0, 1, 2, . . . , ~. (4.9}1-v v

We assume that classical solutions are available
for a range of values of 7., and since v is an arbi-
trary number less than one, it is clear that for

each T there is a twofold discrete infinity of orbits
satisfying Eq. (4.9). Now let the action in the rest
frame be S, i.e.,

S(r) =
PQ

Z(r')dr' (4.10)

and v„=nL/T as before so that (4.9) becomes

m r = (1 —v„')'~'T . (4.11)

Then the sum over all periodic orbits which satisfy
(4.9} can be shown to be

(-2mi)"'tre '"r= [ma;(r)]'" e' '&'~6(m r —(1 —v„')'"T),
m, n, f rt

(4.12)

where A, (r) is a determinant independent of
n and the index i runs over the set of all distinct
periodic orbits which have a period r in the rest
frame. The explanation of the factors in (4.12) is
as follows. The 5 function clearly enforces (4.11).
Since the action is a Lorentz-invariant the total
action for motion through m internal periods will
be m S(7.) in any frame; hence this quantity appears
in the exponent. The remaining factors come from
the factor D„ in (3.16). Noting that dS/d-r is the
classical mass one sees that apart from the Lo-
rentz-invariant ~mA ~'", these factors are the
same as in (4.5). This is what one expects: We
leave the detailed verification of (4.12) to the read-
er.

Now inserting

dsS
Nfl

Hence (4.12) can be written as

(4.14)

where

" 4M

x exp[ -iM (1 —v„')'"T],
(4.15}

x exp(im[S, (r) —Mr]}. (4.16)

The quantity Q is, of course, just the thing which

6(m r —(1 —v„')"'T)

(dM exp(iM[m r - (1 - v„')'~'T]}1
2m

(4.13)

we see that performing the z integration by sta-
tionary phase will lead to

we would have computed if we had ignored trans-
lational invariance and had worked with a set of
periodic solutions at rest and arbitrarily localized
in space. Note that G does not depend on the
length of space I.. We may assume that G has
poles, i.e.,

1G(M)-, k =1, 2, . . . (4.17)

which corresponds to the mass sPectrum of the
theory. Finally, comparing with (4.5) and (4.6)
one easily sees that

G(E) = . ~ Go(M, E)G(M)dM,
1

(4.16)

where G, is given by (4.6) and we have explicitly
indicated that it depends on M. The M integration
picks up the poles of (4.17) and G(E) consequently
has poles at

E =(I '+M ')'I' k =1 2 . . .

2m .
P) = —g, g=1, 2

(4.19)

which is the desired result.
Note that the energy-momentum relation did not

have to be put in by hand, but appeared kinemati-
cally as a consequence of the 5 function in (4.12).
Evidently, we have solved the problem of center-
of-mass motion in the general, relativistic case.
Our remarks about the complete lack of localiza-
tion of a particle in a definite energy state apply
as before.

We have worked in one spatial dimension, but it
should be obvious that the result generalizes trivi-
ally to three space dimensions.

In the following paper we will look for time-in-
dependent solutions to field theories which have a
behavior at spatial infinity, consistent with a par-
ticle interpretation. In particular they will have a
finite classical energy which we interpret as a
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first approximation to the mass of a quantum-
meehanical state. These time-independent solu-
tions are like the trivial orbits discussed in con-
nection with the weak-coupling approximation. The
trivial internal motion of these solutions is period-
ic for any period T. Furthermore they can be
boosted to obtain solutions which move. Taking
the weak-coupling approximation to the general
results of Eq. (4.19) tells that if the energy of the
time-independent solution is M, then when trans-
lational invariance is taken into account the ener-
gies will be the expected (M'+P')' '

Recall that in weak coupling the energy is the
classical energy plus the energy of zero point os-
cillations around the trivial (time-independent) or-
bit. For a translationally invariant system there
are always zero frequency oscillations correspond-
ing to a translation of the spatial origin. These
oscillations are to be interpreted as small motions
of the center of mass. According to the general
results of this section, such oscillations can be
ignored when computing the mass. Their role is
to give the proper mass energy relation when
translational invariance is properly taken into ac-
count.

V. INFINITE —VOLUME SYSTEMS AND STATISTICS

By analogy with statistical mechanics we expect
that in field theory tre ~ will be of the form
exp[-iTE(T)Q], where 0 is the volume of space
and E is a real time analog of the free energy per
unit volume. If we expand the exponential, it is
evident that G(E) will contain terms proportional
to any power of Q. This might appear to be a seri-
ous difficulty in the limit of infinite volume. It is,
however, really just a formal problem which,
when understood, will not cause trouble in prac-
tice. In the process of resolving this formal dif-
ficulty, we will see how particle statistics and
scattering states fall out of our general formalism.

To get a feeling for how the volume independence
of G goes, let us consider a very simple example.
Consider a particle in one dimension with Lagran-
gian I.= i'/2 —V(x) where V is an attractive poten-
tial of finite range. As in the previous section, we
make space finite and of length L by imposing pe-
riodic boundary conditions. There are now two
kinds of periodic orbits which contribute to
tre '"~. First, there are negative energy bound
orbits which exist only in the region where V' is
nonzero. Second, there are positive energy orbits
(scattering orbits) in which the particle covers the
entire periodic space. The contribution of the
bound orbits is obviously independent of the length
of space L: They clearly give the bound states
poles of Q in the usual way.

Turning now to the scattering orbits, we note
that on passing through the potential a pa. rtiele
with energy E suffers a time delay a(E) of

~(E) =- 1 I
[ 2(E V)]&/2 (2E)&/2 (5 1)

where by "time delay" we mean the additional
time required to pass through the potential over
what a free particle would take to traverse the
same distance. Since a free particle with energy
E has velocity (2E)'/', the periods of the periodic
orbits are

T(E) =
(

„,+~(E).L
(5.2)

dn o A(E)
dE 27t

(5 4)

where dn, /dE is the L-dependent free-particle
density of states and b, (E) contains the effect of the
potential. The latter term is L-independent as it
should be. Evidently G(E) is given by

G(E) = g +—,dE'+G, (E),
1 1

" a(E')

(5.5)

where E„are the energies of bound states and G,
is the free-particle term and is proportional to L.
From Eq. (5.5) we learn two things. First, that in
this case the terms containing interesting physics
are independent of L, and second, that our formal-
ism provides us with some information about the
scattering process, namely the density of states.

We could make the above problem translationally
invariant by imagining that we really have two par-
ticles with the potential depending on their separa-
tion. In this ease the uninteresting term G, will
be proportional to L'. According to what was said
in Sec. IV, the bound states will acquire a kinetic
energy and their contribution to G will go like L.
The same thing will happen to the term containing
b, (E) in Eq. (5.5). Thus we might guess that for
translationally invariant systems the interesting

The quantization condition is

W (E) = S(T(E))+ET(E)

=2mn, n=0, 1, 2, . . . (5.3)

Now for large L we are interested only in the den-
sity of scattering states dn/dE. Treating n as a
continuous variable in Eq. (5.3) and differentiating
yield'

dn T(E)
dE 2m

L b(E)
2w(2E)"' 2w
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parts of G(E) will contain a single power of the
volume. This, as we shall see, is indeed what
happens.

Rather than proceeding directly to field theory,
let us consider a nonrelativistic system which has
essentially the same volume-of-space properties.
We define a nonrelativistic system with an indefi-
nite number of particles by summing tre '"~ over
a one-particle space, a two-particle space, a
three-particle space, and so on. This, of course,
is just what one does to obtain the grand canonical
ensemble in statistical mechanics. Indeed in what
follows we will simply be describing the real time
version of the cluster expansion in statistical me-
chanics.

The one-particle term thus obtained for G(E) is
proportional to the volume Q and is just that of a
free particle. The two-particle term contains a
piece proportional to Q' corresponding to two free
particles and a nontrivial term proportional to Q
which contains the bound states and the density of
scattering states as in Eq. (5.5). The three-parti-
cle term has a Q' piece equal to the free Q for
three particles and a Q' term coming from pro-
cesses where two particles interact while the third
propagates freely. In particular, this Q' term
contains the free propagation of particle number 3,
say, and a bound states of numbers 1 and 2. In ad-
dition there will be a term proportional to Q which,
unlike the Q' and Q' terms, yields new informa-
tion. It will contain the three-particle bound states
and information about the three-body scattering
process. ' Going on to four particles, there will
clearly be a Q term where all four propagate
free, a Q' term where one pair interacts, and two
kinds of Q' terms where three particles interact
while the fourth propagates freely or where two
separate pairs interact. Finally, the term propor-
tional to Q will again be nontrivial giving four-par-
ticle bound states and scattering information.

Evidently, the terms in G going like Q" for n&1
are not interesting since they simply repeat infor-
mation already known from the term proportional
to Q. Thus, if we write tre ' ~ = e ' " for our
model many-particle system, the interesting
pieces of G would be gotten by Laplace transform-
ing -iF(T)P' rather than the exponential. That
lntre ' will actually be proportional to Q in the
model is a direct consequence of the cluster ex-
pansion in statistical mechanics. The reader who
is not familiar with this line of argument may find
it helpful to convince himself that if there were no
interactions in the model then F(T) would be pro-
portional to e' o not the free action S, itself. In
this case, only the one-particle term would have
a piece going like Q.

Almost by definition, field theory is a many-

body problem where the number of particles is not
fixed. The proper thing to do in field theory is the
same as in the above model: Work with lntre '"~.
Let us see how this would work in the sort of ap-
plications which we have in mind. For the mo-
ment, we will ignore some points related to Bose
and Fermi statistics. They will be treated later.
Suppose that we have found some particlelike solu-
tions to a classical field theory, i.e., fields satis-
fying y„(t+7', x) =rp„(t, x) for some period ~ and

cp„(t, x)-0 as ~x~-~. In the previous section we
saw how such a solution becomes a quantized prop-
agating particle when the center-of-mass motion
is taken into account. The contribution of such a
state to tre '"r or G(E) is proportional to A. Now

since our particlelike solutions are localized in
space we can find approximate solutions represent-
ing two well separated particles; for example, let
the field be y„(t, x) +y„(t, x + a) where

~
a

~
is large.

Putting the system in a periodic box we could look
for the exact periodic orbits which take into ac-
count the interaction of the two particles. For
large 0 we would then get two terms in G(E), one
going like Q' and the other like Q. As before, the
Q' term mill just count the states of two free par-
ticles and is not of interest. The term proportion-
al to Q will yield information about the scattering
of two particles. Any "bound" two-particle orbits
would be added to our original list of single-par-
ticle solutions. Similarly, we could in principle
construct solutions which display the scattering"
of three particles, four particles, and so on. Each
of these is a stationary-phase point in the function-
al integral for tre ' " and in principle must be
kept. The sum over all these classical orbits will
be of the form exp[-iF(T)Qj where iF(T)Q con--

tains two things. First, it is the sum over propa-
gating particlelike solutions. Second, there will
be a residual piece from the scattering orbits. "
Since it is unlikely that these scattering orbits
will be available in cases of interest we can con-
centrate on the particlelike solutions. As far as
they are concerned, we are back where we started.
Transforming -iF(T)Q to get the interesting part
of G is just the same thing as simply examining
the localized one-particle solutions and forgetting
the whole business of higher powers Q. This is in-
deed what one is supposed to do. The point of all
this has only been to assure ourselves that this
physically obvious ansatz is formally correct.

We conclude this section with a brief discussion
of how Bose and Fermi statistics work in the
semiclassical approximation. In particular, we
will indicate how particlelike solutions to classi-
cal field theory end up, when quantized, with the
proper statistics. We will treat only Bose statis-
tics explicitly; the generalization to Fermi statis-
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ties is straightforward. Consider a nonrelativistic
system of two identical bosons. When computing
tre ' we have to include an exchange term, i.e.,

tre-. HT
XlX2 e- HT

XlX2

+ (x,x, ~e
'"r

~x,x, ))dx,dx, . (5.6)

The first term in Eq. (5.6) is the usual one which
comes from periodic orbits in the semiclassical
approximation. The same stationary-phase ap-
proximation applied to the exchange term in Eq.
(5.6) will pick out exchange orbits where if the co-
ordinate and momentum of particle 1 at time zero
are x„P, and those of particle 2 are x„P, then af-
ter time T the coordinate and momenta of particle
1 are x„P, and for particle 2 x„P,. The presence
of these exchange orbits will give rise to a new
term in G(E) proportional to one power of the vol-
ume of space Q. This correction to the density of
states is the signature of bosons in our formalism.
We leave to the reader the instructive exercise of
verifying that the classical exchange orbits do in-
deed give the correct change in G.

Suppose now that we have a particlelike solution
to field theory. For simplicity we will assume
that the solution is time-independent in its rest
frame, i.e., y =y, (x) where q, -0 as ~x~-~, and
take space to be one-dimensional. Boosting gives
the moving solutions y, (y(x+ vt)) where y

'

=(1 —v')' '. An approximate two-particle solution
is given by

p =y, (y(x+vt))+y, (y'(x+a+v't)), (5.7)

where v' is in general a different velocity and ~a
~

is large. For a periodic space of length L, this
solution is periodic with period T if T =nL/v
= mL/v' where m and n are integers. In the spe-
cial case where v =v' and a = L/2 there are further
periodic orbits with period (n+1/2)I/v for any in-
teger n. For these orbits the two terms on the
right of Eq. (5.7) go into each other Th.ey are the
analog of the exchange orbits in the above example
and we will call them by that name. The difference
here is that in field theory the exchange orbits do
not have to be added by hand but already exist
among the periodic solutions of the classical prob-
lem. For the exchange orbits the value of a is
fixed. Therefore their contribution to G(E) will
contain a single power of I. (0 in the three-dimen-
sional case). This change in the density of states
is, as noted above, a characteristic of bosons.
We leave the details of the calculation as well as
the generalizations to E-particle exchanges, fer-
mions, etc. , to the reader.

Vl. USING AN EFFECTIVE ACTION

The semiclassical method discussed in the pre-
vious sections requires an actual knowledge of the
dynamics, i.e., orbits, of the classical system.
In this section we turn to a different but not unre-
lated method which will be seen to be a systematic
scheme for improving on the weak-coupling ap-
proximations discussed in Sec. II.

First, we will obtain a method for finding the
ground state of a quantum. system. In our later
applications to field theory, we will not be inter-
ested in the ground state (vacuum) but rather ex-
cited states (particles). How the method works
for excited states will be discussed later. For the
ground state we will be discussing a method which
is well known in the literature. "'"

Let us start with the simple system with one
degree of freedom defined by the Lagrangian

Z =-,'x'- U(x). (6.1)

- BH -BZ0
7

g ~ oo

(6.2)

where E0 is the ground-state energy. We will
compute tre via the functional integral in the
following way. Define

L =Lo+L~ —U(xo),

where

L, = —,'x' ——m'(x —x,)',
m'= U"(x ) (6.3)

I = — V~~ x x —x
Pl =3

Then we have

8

tre 8"= e ~"o~ ux(T) exp — —,'x'+ —,'m'(x -x,)'
0

e-8r. v( )+ /2] + (6.4)

where we have explicitly evaluated the n =0 term
which is just the weak-coupling result. The high-
er-order terms can be evaluated by standard
means and yield the perturbation expansion for

We assume that V has a unique minimum at x=x,.
The classical "ground state" of this system is sim-
ply the particle sitting still at the point x =x„ its
energy is V(x, ). Because of zero point motion, the
quantum-mechanical ground-state energy must be
higher.

Rather than work with tre '" as we did in previ-
ous sections, let us set T =-iP and consider the
limit of large P which gives
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tre 8" in Feynman diagram form. As is well
known, the expansion in Eq. (6.4) contains both
connected and disconnected diagrams. The series
can be partially summed to give the exponential
of the sum of connected diagrams, so we have

+ 0 ~ ~ ~

FIG. 4. Some tadpole diagrams.

tre '"=exp(-P[ V(x,)+-,' m+aE]), (6.5)

0
(c)

FIG. 3. Some typical connected diagrams in the ex-
pansion of Eq. (6.4). Diagrams (a) and (b) are one-
particle reducible, while (c) and (d) are one-particle
irreducible.

where -/LE is the sum of all connected diagrams
with two or more closed loops. Some examples of
these diagrams are shown in Fig. 3. The single
diagram with one closed loop gives the m/2 term
in (6.5}. It is well known from statistical mechan-
ics that in the limit of large P, AE is independent
of P and the terms in its expansion are simply or-
dinary Feynman diagrams in Wick-rotated form.
The details of the diagrams, e.g. , combination
factors, can be straightforwardly deduced from
functional integral (6.4).

The diagrams in Fig. 3(a) and Fig. 3(b) are one-
particle reducible, i.e., they contain a single-par-
ticle line which, if cut, would make the diagram
disconnected. The one-particle reducible dia-
grams can be summed in the following way.

The sum of all tadpole diagrams is shown in Fig.
4, where a single line disappears is equal to the
difference between the expectation value (x) of the
operator x in the ground state and its classical
value x„ i.e., "complete tadpole" =(x) -x,. If we

were to expand the Lagrangian around (x) rather
than x„obtaining in the process a new mass
m'((x)) = V"((x)) and new n-point vertices
U" ((x)), then there would be no tadpoles or,
equivalently, no one-particle reducible diagrams
in the perturbation series for hE. Of course, we

do not know the a Priori value of (x). Neverthe-
less, let us define a function I'(y) by

(6.6)

where Z(y) is the sum of all connected, one-parti,
cle irreducible diagrams computed with the Feyn-
man rules derived from (6.4) using the interaction

I z
= Q„(1/n!)V" (y)(x —y)" and the mass m'(y)

= V"(y) in the free Lagrangian. It is obvious that
I'((x)) =E„ the ground-state energy. To compute
(x) we note that I"(y) =(d/dy)I'(y) is the sum of all
one-particle irreducible tadpole diagrams, includ-
ing a "bare" tadpole V'(y}. Now it is obvious that
the complete tadpole vanishes if and only if the
one™particle irreducible tadpole vanishes. Hence
the vanishing of the complete tadpole is equivalent
to the vanishing of I" and we can therefore find
(x) by looking for a zero of I". In fact

E, =min, r(y), (6 7)

which is the quantum analog of looking for the min-
imum of V.

The extension to a system with n degrees of
freedom is straightforward: I' simply becomes a
function of n variables y». . . , y„. In field theory
I' is a fuuctional of the field y considered as a
function of space coordinates at a fixed time.

Because I' is difficult to compute, Eq. (6.7) is
only useful for weak coupling. In this case it is
easy to see the equivalence of the present method
and the semiclassical method. For the latter, the
weak-coupling approximation amounts to expanding
the functional integral around the trivial orbit
x-=x,. Previously we kept only the quadratic terms
in this expansion, but the higher-order terms
could be computed perturbatively as was done
here. In fact, the result would simply be an ana-
lytic continuation to real time of the diagrams for
hE. One could sum the one-particle reducible di-
agrams by introducing a real time T, and it is
easy to convince oneself that, to any finite order
in L, , the G(E) computed in this manner would

have a pole at the energy given by (6.7).
What if we tried the same trick but chose to ex-

pand around a trivial orbit which does not corre-
spond to the classical ground state'P For example,
one could try expanding around the higher mini-
mum of the potential shown in Fig. 2.

In Appendix B we argue that this procedure will
give good results for an excited state, provided
that the coupling around the point in question is
reasonably weak and that the perturbation expan-
sion for I' is truncated at a low order. It will not
give a convergent expansion for the energy, but
this is not likely to be of importance in practice.

Actually for the field-theoretic problems which
we have in mind, there are methods for using I' to
find excited (particle) states. One has to arrange
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things in such a way that the vacuum state cannot
enter the problem. Gne can do this in two ways:

(I) ln some field theories (see the following pa-
per) there are field configurations whose topology
is inequivalent to the field configuration which en-
ter into the vacuum wave function. The part of
functional integral for tre 8" which runs over
these topologieally abnormal field configurations
contributes only to excited (particle) states. It
follows that one can find particle states by mini-
mizing T' over fields with an abnormal topology.

(2) Another method is to insist that the state
that one is looking for have nonvacuum quantum
numbers or a nonzero three momentum. This may
be accomplished by using a. I Rgrange multiplier p.

and computing tre ("'"@~ where Q is, say, baryon
number or charge. Conslderlng H+ p, Q Rs Rn ef-
fective Hamiltonian, tre 8~"' "~~ can be computed
by a, path integral and one proceeds exactly as be-
fore. Terms in the effective I which are indepen-
dent of p, have to be drpped to avoid the vacuum.
In the end p, is adjusted to get the correct quantum
numbers. There is a simple example of this pro-
cedure in the following paper.

In situations where we can use Eg. (6.9) or some
variant thereof to find particle states there is an
obvious„but perhaps very useful, approximation
scheme available. That is to compute I' to some
finite order and look for a minimum. In field the-
ory this turns out to yield a self-consistent field,
Hartree type of approximation. In the following
paper we show how this works in a specific exam-
ple.

The identification of the weak-coupling serniclas-
sieal method with the properties of the effective
action I serves another very useful function in
field theory. It is a good guide to how to renor-
malize when divergences a.ppear.

Finally, the diagrammatic methods discussed
here can be used to compute quantum corrections
to the general semiclassical method where we ex-
pand around periodic orbits. This is discussed in
Appendix C.

Using the effective action to improve on weak-
coupling approximations has one drawba. ck. The
role played by translational invariance, statistics,
and field-theoretic lnflnlte-volume diff lcultles ls
not transparent. A way to handle these problems,
which lie at the heart of any particle interpretation
of a c-number field, was discussed in Secs. IV and
V. By remembering how the effective action re-
lates to the weak-coupling approximation to %KB,
one ean reinterpret the results of Secs. IV and V
in the context of an effective a,ction. Order by or-
der in perturbation theory this is a relatively
straightforward problem. In paper II we will see
how this goes in the lowest nontrivial order.
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APPENDIX A

The general solution of Eq. (2.9) is

NIT) =(« f «„'dv, +l3)*„,

where n and P are the two integration constants.
Gne can then check that

N(T) " N (T) i'' 8 S,
IV(0) ~, V'(q) Sx(0)e x(T) (A2)

for any n and P, such that N'(u) does not vanish
for 0 & u = T. Gne then uses the formulas

Sci &'~'c~ ~'~'ci

Sx(0)ex(T) SE„Sx(0) SE„Sx(T) a'W„/SE, ,
' '

with

x(r)
W„= [2(E —V)]"'dx =S„+E„T

x (0)

APPEND&X a

Consider the t;wo-minimum potential shown in
Fig. 2. Suppose that each dip in V could, ignoring
the other dip, support a bound state of energy well
below the barrier separating the two. From ele-
mental y conslderRtlons the coupling of these two
states will then be of order of the exponential of

f(V —E)-" dx integrated across the barrier. For
reasonable barrier thickness this will be very
small so that the two states are almost decoupled.
Therefore the low-lying energy levels are almost
entirely determined by the individual shapes of the
two dips. For weak coupling we replace the wells
by parabolas and obtain harmonic-oscillator levels.
Low orders of perturbation theory would correct
for deviations from a parabolic shape. It follows
that a few orders of perturbation theory would give
good results. Similarly, minimizing I computed
to a few orders could be a good approximation.
This sort of perturbation expansion cannot, how-
ever, be carried too far since it ignores the cou-
pling between the states. For a calculation ba, sed

e'g I
SZ„sx(T) x(T)

to arrive at Eq. (2.12). The phase e " comes
from the fact that O'S,~/Bx(0)ex(T) vanishes each
time one goes through a. turning point: Each turn-
ing point thus introduces the phase e'"~'.
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on minimizing I', one can see this as follows. In
lowest order I' is just U and has two well-sepa-
rated minima. On the other hand, the exact I'(y)
can be shown to be the minimum of ( P ~

H
~ g) over

normalized wave functions such that (g~x~g) =y.
We can approximately compute I' by setting g
= cos6$, +sin8g„where g, and g, are the lowest
states in wells one and two, respectively. If
(g& ~ H~g 1)

= c; and ( g, ~
x

~ g; ) = x& for i = 1, 2 then
(since (g x IHI ps& =0 and (g, [x~ g, ) =0) I'(y)
= cos'g(y)e, +sin'0(y)e, when ti(y} is determined by

y = cos'g(y}x, + sin'g(y)x, . Now for weak coupling
e, = V(x, ) and e, = V(x, ), from which one sees that
the true I" does not have the hump between x, and
x„but rather connects the minima with a straight
line. This effect which does not occur to low or-
der in perturbation theory need not keep one from
using I' to obtain a useful estimate of the energies.

APPENDIX C

When we compute tre '~~ by stationary phase, we
expand the Lagrangian around the periodic classi-
cal orbit x,~(T). Separating the Lagrangian into
terms which are quadratic in (x —x„)and those
which are cubic or higher defines a split into an

L, and L, which is ana. logous to that in Eq. (6.3).
One could expand in powers of I., obtaining, in
each order of (L,)", functional integrals which can
be computed by a simple extension of the methods
of Sec. III and Appendix A. This will lead to a
Feynman diagrammatic perturbation expansion
which has the same topological and cornbinational
properties as that discussed in Sec. VI. For ex-
ample, the set of all diagrams will sum to an ex-
ponential of the sum of all connected diagrams
and there will be both one-particle reducible and
irreducible diagrams. The one-particle reducible
diagrams can be summed as before. Let y(w) be
any periodic function. Define a functional I (y)
where y is any periodic function as I'(y) =S(y)+ [the
sum of all connected one-particle irreducible dia-
grams obtained by expanding the functional inte-
gral for tre '"r around the periodic path y(t)]. The
same argument as was used in Sec. VI then implies
that tre '" = e' '"' where the periodic function
(x(r)) is determined by 51'/5y(7) = 0 at y(r) = (x(T)).
This result, while elegant, is very unlikely to be
of any use. For strong coupling where one has to
use the full semiclassical method, the real prob-
lem is to find all the classical orbits which are
stationary-phase points in the functional integral.
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