
PHYSICAL REVIEW D VOLUME 10, NUMB ER 9 1 NOVEMBER 1974

Neutron-proton charge-exchange scattering between 600 and 2000 Mev/c'

P. F. Shepard, * T. J. Devlin, ~ R. E. Mischke, & and J. Solomon~

Joseph Henry Laboratories, Princeton University, Princeton, ¹wJersey 08540
(Received 10 June 1974)

n-p elastic differential cross sections in the charge-exchange region have been measured for incident

neutron momenta between 600 and 2000 MeV/c. The momentum of neutrons incident on a liquid-H,
target was determined by a measurement of flight time over a 32.9-m flight path. The momentum and

scattering angles of the recoil proton were measured by a wire-spark-chamber magnetic spectrometer.
Approximately 450000 elastic events were detected for proton laboratory angles between 0' and 62'.
Differential cross sections are presented at 16 energies. An absolute normalization of the cross sections
was achieved by measuring the incident neutron flux with a detector whose efficiency was determined

experimentally.

I. INTRODUCTION

The importance of new experimental information
about the nucleon-nucleon interaction needs little
emphasis. The data have been used primarily as
input to a phase-shift analysis for comparison
with theoretical models as they are proposed. Such
analyses are especially involved because of the
spin--,' character of the nucleon, and because they
require a complete set of scattering data. Even
though phase-shift analyses have been extensively
pursued at two laboratories in particular, Liver-
more' ' and Yale, '' a unique solution for n-P
scattering exists only for 142, 210, and 425 MeV. 4

The experiment described in this paper investi-
gates the n-p charge-exchange differential cross
section in a momentum region which has not been
studied in detail previously. It covers the range
from below the threshold for one-pion production
(810 MeV/c) to up to a laboratory momentum of
2 GeV/c. The experiment was performed at the
Princeton-Pennsylvania Accelerator (PPA) using
a neutron beam which contained a broad spectrum
of momenta. Time of flight (TOF) was used to
determine the momenta of individually scattered
neutrons. The momenta and scattering angles of
recoiling protons were measured with a wire-
chamber spectrometer. The combined TOF and
spectrometer information was used to determine
the mass of the missing part of the system. Elas-
tic n-P scattering events were chosen on the basis
of this mass test. The absolute flux of incident
neutrons was measured by TOF with a detector
whose eff iciency was deter mined experimentally
(and checked with a Monte Carlo calculation). This
allowed a determination of the absolute normaliza-
tion of the differential cross sections.

This paper presents the details of the experi-
ment and the complete data set. It incorporates
the results of a reanalysis of the data made after

two previous reports. '' There are some small
quantitative changes in the final results presented
here, but the principal features of the earlier re-
ports are unchanged. In one of those' we pre-
sented only the main features of the backward dif-
ferential cross section at very small momentum
transfers. It was this portion of the charge-ex-
change cross section which showed sharp peaking
in two early high-energy experiments. ' " Wilson"
noted that this general shape is also present in the
low-energy data.

This experiment was designed to investigate the
sharp peaking in the backward direction as well as
provide a large amount of data on the detailed be-
havior of the elastic cross section over a wide
angular range. Our data not only confirm that the
sharp peaking is present throughout our momentum
region but also show that the peaking has an en-
ergy dependence with a maximum slope at a mo-
mentum of -800 MeV/c. Recent experiments have
extended the data to higher energies. " "

Considerable effort has been invested into at-
tempts to gain a theoretical understanding of the
n-P charge-exchange process, but with only limited
success. " " Boson-exchange models"' obtain
reasonable agreement with the low-energy data
but do not extend to above the inelastic threshold.
Other models fit the data at high energies" "but
are not applicable at lower energies. Most theo-
rists seem to agree that the sharp peaking is due

to an interference between the one-pion exchange
amplitude with a slowly varying background. An

adequate theory of the background amplitude over
the full momentum range does not exist and there
is even some conflict about the data. "''~

II. EXPERIMENTAL DETAILS

A. The synchrotron

The maximum proton kinetic energy of the PPA
was 3.0 GeV, and the repetition rate was one mag-

10



2736 SHE PARD, DE VLIN, MISCHKE, AND SOLOMON 10

net cycle per 53 msec. The target spill for our
experiment occurred over an 8-msec period cen-
tered about the maximum energy point of the mag-
net cycle. There were four rf acceleration cavi-
ties operating at a frequency of -30 MHz at the
peak of each acceleration cycle. Their frequency
is the eighth harmonic of the proton orbit frequency
and thus eight phase-stable regions, called bunches
or buckets, circulate around the circumference.
Since the rf frequency was large, the bunches were
only -60 cm in length and -2 nsec in time-width
near maximum energy.

The time-width of the protons striking the target
was actually less than that of the bunches in stable
orbit for the particular targeting technique used
during our experiment. Kitagaki" estimated the
time-width to be approximately 0.7 nsec and
Stovink" measured 1.06 nsec.

The timing ambiguities associated with measur-
ing TOF modulo -33 nsec were so severe that the
synchrotron was commonly operated in a manner
so as to increase the natural bunch spacing to 67
nsec. This was accomplished through the elec-
trostatic deflection of alternate bunches at injec-
tion time. The chopping system was not perfectly
efficient, and the "empty" bunches contained some
protons. A long-term time average of the con-
tamination was kept throughout the experiment
(see Sec. IIC). During the actual data-taking, con-
taminations were found to be generally on the
order of O. l%%uq (consistent with the noise level of
the measuring system) and in a few cases as high
as 0.5/0. This contamination was negligible as a
correction to the data.

It was also possible to operate the synchrotron
with -134-nsec structure by adjusting the chopper
to exclude three out of every four proton bunches.
Measurements of our incident neutron spectrum
were made with the synchrotron operated in this
mode. The neutron production spectrum was in-
dependent of the chopper operation mode.

nsec later. The elastic scattering of such a low-
energy neutron is indistinguishable in our experi-
ment from a high-energy inelastic scattering. As
the distance from the production target increases,
the energy at which this ambiguity occurs in-
creases. Therefore, since we required our data
to extend into the energy region below the inelastic
threshold, the flight path was constrained to be no
greater than approximately 32.9 m.

The beam was taken at an angle of 34' with re-
spect to the internal proton beam. It was a simple
neutral beam with a solid angle of 0.378 psr. Our
measurements showed -30 neutrons per 10"cir-
culating protons emerged from the internal target
into our beam with momenta between 600 and 2000
MeV/c. The polarization of the incident neutron
beam was measured at energies of 300 and 570
MeV. An average value of the polarization of
(-4.7+1.4)/o was obtained. '" This small polariza-
tion was neglected as a correction to the data.
There were approximately an equal number of y 's
and a negligible number of ff2 mesons (-1/1000
the number of neutrons). The p 's were largely
removed with a 5-cm lead filter located 3.8 m
from the production target.

The internal Pt target was 3.8 cm long, and

GUA

B. The neutron beam

Figure 1 shows the layout of the secondary beam
used in this experiment. Our liquid-H, (I.H, ) tar-
get was located at 32.9 m. The flight-path length
was chosen as a compromise between achieving
good resolution at high incident momentum and
the desire to have neutrons whose incident mo-
mentum is below the inelastic threshold arrive
within -67 nsec after the y's produced by the same
internal proton bunch. This was done because of
the ambiguity in deciding which bunch of protons
produced the neutron under study. For example,
a sufficiently low-energy neutron could be over-
taken by a higher-energy neutron produced -67

FIG. l. Schematic plan view of the experimental
arrangement. The spectrometer is shown in the wide-
angle configuration. For clarity a large midsection of
the beam line and some of the shielding have been omit-
ted,
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1.27x0.635 cm' in cross section. The limiting
aperture of the defining collimator was located
at 23 m. The collimator consisted of a 1.52-m
piece of steel with a cylindrical hole 1.59 cm in
diameter. Another 1.52-m steel collimator with
a circular aperture 3.49 cm in diameter was used
to eliminate lip scattering from the first colli-
mator. Its defining aperture was located 27.4 m
from the target. A sweeping magnet was located
in the shielding wall of the synchrotron and was
also used to produce the positively-charged un-
focused beam whose use is discussed below. Two
other sweeping magnets were located immediately
after the two collimators in the beam. The beam
interacted only with air between the last sweeping
magnet and the LH, target, thus it was assumed
that only neutral particles were incident on the
LH, target.

Beam profiles were taken at a point 32.9 m from
the production target using a small probe counter.
The horizontal beam distribution in the median
plane consisted of an umbra 1.14 cm in width and
a penumbra of 1.27 cm on either side. The ver-
tical beam distribution at the center line was not
measurably different. The measured beam dis-
tribution was in excellent agreement with the ex-
pected profile based on the collimator geometry.
Both distributions were centered in agreement with
the final surveyed position of the defining collima-
tor. We did not detect any beam halo, and an upper
limit of the ratio of halo to beam per unit solid
angle of 0.005 was established. The angular di-
vergence of the beam at 32.9 m was less than 0.1
mrad.

The LH, target used in the experiment consisted
of a Mylar flask 5.08 cm in diameter and 35.6 cm
long. When filled with LH„ the target had a thick-
ness of -2.5 g/cm'. The end of the LH, flask
closest to the synchrotron was positioned 32.91 m
from the production target. The walls of the flask
were Mylar and 0.19 mm thick. The flask was
insulated with 25 layers of 6.4- p, m Mylar coated
with 0.02 p, m of Al. The neutron beam entered
and left the assembly through Mylar windows 0.64
mm thick (Figs. 2 and 3).

Three monitors were used in the experiment.
The first, called HOT (beam on target), was a
three-counter charged-particle telescope located
inside the synchrotron ring at 90'with respect to
the production target. Its counting rate was -3-4
counts per 10"protons onto a 3.8-cm Pt target.
The second, called B, was located in the neutron
beam in front of the second collimator (Fig. I). It
consisted of an anticoincidence counter, a 1.9-cm-
thick polyethylene converter, and two coincidence
counters. " All the counters were constructed
from 1.59-mm scintillator, and the limiting coun-

LHp
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FIG. 2. Plan view of the wire-spark-chamber spec-
trometer in the narrow-angle configuration. Numbered
arrows refer to the direction of bend of positive particles
for a given data range.

FIG. 3. Plan view of the spectrometer in the wide-
angle configuration. The location of the neutron counter
during its calibration is shown.
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ter was 2.54 cm square. The third monitor mas a
three-counter telescope called p mhieh mas located
in an unfocused positively charged beam taken from
the first sweeping magnet in the beam (Fig. l).
The n telescope counters were made from 1.59-
mm-thick scintillators, 2.54 cm square. They
mere spaced -30 cm apart.

The HOT monitor mas taken as a standard be-
cause of its high counting rate. A study of the
observed ratios between the three monitors over
the course of the experiment indicated that day-
to-day fluctuations in the monitors were -0.5%%uo.

This degree of monitor stability was entirely
adequate for the -experiment.

C. Time-of-flight techniques

The time origin of neutrons in the incident beam
was determined to modulo -67 nsec by placing a
Cerenkov counter called T, near the production
target of the synchrotron. The Tp counter con-
sisted of a radiator located -60 cm from the
production target, an air light pipe 1.2 m long,
and a 56 AVP phototube. The radiator mas a Lucite
shell 11.4&10.2 x 5.1 cm' filled with glycerin. One
side mas beveled for 6.4 em along the 11.4-cm
direction to permit Cerenkov light to escape into
the air light pipe. The counter responded to
charged particles with P greater than -0.7.

Both the anode and dynode signals from one of
the phototubes of T, were used. It was necessary
to clip both the input and output signals in order
to ensure an efficient response from the discrim-
inators because of the high repetition rate of the
input signals. The T, anode signal was attenuated
by a factor of 2 and put in coincidence with a sig-
nal derived from the rf program of the accelerator.
The output signal from this coincidence (T,~) was
largely free from tube noise and spurious signals
not related to the on-target timing of the proton
bunches in the synchrotron. The T, dynode signal
(T»D} was inverted and put in coincidence with T,~
The timing of the output of this coincidence was
that of Tp2+ whose fast-rising leading edge was
not impaired by attenuation. The signal then was
passed through a variable delay in order to pro-
vide a means of correcting any timing drifts in the

T, signal. The system produced a noise-free,
stable, on-target timing signal.

In order to monitor and eorreet any possible
drifts in the T, signal, a balance system or time
vernier was set up. Using the m monitor, coinci-
dences between the T, pulse and each of tmo pulses
from the w telescope were made near the 50% ef-
ficiency point on opposite ends of the delay curve.
The sensitivity of the balance system was better
than 0, 1 nsec. Adjustments of the delay were
rarely necessary, and were less than 0.2 nsec.

The g telescope mas also used to integrate the
contamination from the internal proton bunches
which were supposed to be empty. The ABC (al-
ternate bunch contamination) scheme was based
on the fact that all the charged particles in the
beam have almost identical velocities. Two coin-
cidences were set up: one with Tp and signals
from particles from the "right" proton bunch

(ABC„); the other with T, and particles from the
"wrong" proton bunch (ABC~). The ratio of the
two coincidence rates ABCs/ABC„measured the
contamination.

The T, tube voltage was plateaued with respect
to both efficiency and resolution. The efficiency
using the B monitor was measured to be -95%%u~ by
determining if a T, signal from the appropriate
on-target proton bunch was present mhen a y or
neutron in the beam was detected in the B tele-
scope. The resolution was checked using a
Cerenkov counter consisting of a 56 AVP phototube
with a 5-em cylinder of Lucite fastened to its face,
which was located in the beam -25 m from the
internal target. Using the y's in the beam, a
resolution of 1.32 nsec full midth at half maximum
(FWHM) was attained. The phototube on T, was
run at 1900 V. Above this voltage the efficiency
increased very little, but the resolution became
worse. No deterioration in the performance of
the counter was observed over the course of the
exper iment.

The efficiency of T, varied by -5'%%u~ depending on
the beam conditions. In order to eliminate this
variable efficiency as a source of error in the
experiment the detection apparatus as well as the
monitors were gated off for -67 nsec whenever

T, was missing. The various monitor counts as
well as the number of neutral interactions were
recorded both mith and without the Tp gate. Con-
sequently, a number of independent checks of the

T, efficiency mere available throughout the ex-
periment.

A scintillation counter called P, was used with

Tp to measure the flight time of the incident neu-
tron (Figs. 2 and 3). This counter, which was
part of the trigger logic for the proton spectrom-
eter, responded to protons recoiling from n-p
interactions in the LH, target. A correction was
made in the analysis for the travel time of the re-
coiling proton. P, consisted of a scintillator 61 cm
long horizontally x15 cm long vertically and 0.32
em thick. Light from the scintillator was fed to
a 56 AVP phototube by 12 Lucite strips which mere
all the same length in order to make the counter
as nearly isochronous as possible.

An extensive series of tests were made on P„'
it had good efficiency over its entire area and
was isochronous to better than 0.1 nsec for all
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particles intersecting a horizontal line contained
in the plane of the scintillator. A slight correction
was made in the analysis for particles striking
the counter above or below the median of the mag-
net.

The time circuitry was adapted from a previous
experiment performed at the PPA." During the
experiment two separate time-to-height conver-
ters (THC) were used in parallel. The input se-
lectors were coincidence circuits operated on
singles. This feature gave us the ability to select
timing signals from a number of different teIe-
scopes. One system drove an analog-to-digital
converter (ADC) whose output was placed in the
core memory of the PDP-7 computer and sub-
sequently written on magnetic tape. It was used
primarily in conjunction with timing signals from
I', . A similar system was used to drive a 512-
channel pulse-height analyzers. It served, among
other things, as a useful check on the first system.

During the running of the experiment the To Py
TOF system was calibrated using y's in the inci-
dent beam. A converter was placed in front of
the LH, target and the spectrometer was turned
off. The digitized position of the y peak was ob-
served. The time scale of the electronics was
measured by moving the y peak a known distance
in time using a set of standard cables whose delay
times were accurately known. The width of the

y timing peak was 2 nsec FWHM and we adopted
this as our resolution. The linearity of the system
was checked by driving it with pulses with random
timing. It was found that the ADC was slightly
nonlinear, and a correction was generated and
used in the analysis of the data.

D. Wire-spark-chamber spectrometer

The scattering angles and momenta of recoiling
charged particles from n-p interactions in the LH,
target were determined using a magnetic spec-
trometer (Figs. 2 and 3). The spectrometer con-
sisted of the following components: (a) a dipole
magnet 1.07 m wide x0.91 m deep with a 25.4-cm
gap; (b) a set of wire spark chambers, with four
gaps separated by 3.94 cm, placed in front of the
magnet; (c) another set of wire chambers, with
four gaps separated by 20.3 cm, located behind
the magnet; and (d) a set of scintillation counters
to define the spectrometer trigger and solid angle.

The spectrometer magnet was operated at a
central field value of -7.5 kG. The field integral
along the center line in the median plane was
8.20+.08 kG m. The magnet was mapped in the
median plane and a plane 8.9 cm above the median
plane. The maximum grid spacing was 10.16 cm
in the uniform central region, and the minimum
grid spacing was 2.54 cm in the fringe-field region.

Checks were made on the field symmetry above
and below the median plane and no significant
asymmetry was found. The field measurements
were made using a Ge Hall probe which was cali-
brated with a nuclear magnetic resonance (NMB)
probe. The field measurements were accurate
to -0.2/p.

During the data-taking the magnetic field was
set using the NMR probe, and the field setting
was continuously monitored with a digital voltmeter
placed across a 1-ohm resistance in the magnet
current supply. Frequent checks of the field set-
ting were made using the NMR probe. The stability
of regulation was better than 0.1% over the course
of the experiment.

It was necessary to shield the magnetostrictive
delay lines in the wire chambers from the mag-
netic field. A 5-cm-thick iron shield was placed
between the magnet and the front chambers and
1.9 cm of shielding behind the magnet. This re-
duced the magnetic fields in the vicinity of the
delay lines to less than 50 G. The effect of the
remaining field on the delay lines was tolerable.

The front chambers were constructed using
fiberglass-epoxy (G-10) frames. Each gap had
an active area 76.2 cm wide and 25.4 cm vertically
and consisted of orthogonal wire planes epoxied
to opposite sides of the G-10 frame and separated
by 0.95 cm. The wires were spaced 1.06 mm apart.
The first and last gaps had wires running horizon-
tally and vertically, while in the middle two gaps
the wires were oriented at 45 and 135 . The rear
spark chambers were of a similar construction
but larger. They had an active area 1.27 m wide
and 0.41 m vertically. The wire orientation in the
first and fourth chambers was 0' and 90' as in the
front. In the middle two gaps, however, the wire
orientation was 30' and 120'with respect to the
horizontal. The gas volume of each gap was sep-
arate. Mylar windows 0.05 mm thick were fas-
tened to the 6-10 frames with BTV (silicon rubber
cement). The chambers were operated with He ga„':.

In each gap one wire plane was connected to high
voltage and the other to ground. The chambers
were pulsed using a set of spark gaps and capac-
itors supplied commercially by Science Acces-
sories Corporation. A clearing field of 20 volts
was applied to the gaps. The high voltage system
for the gaps was designed to drive the gaps 20
pulses/sec. Nevertheless, it was found that instan-
taneous rates above 3 pulses/sec resulted in a
marked drop in chamber efficiency. It was estab-
lished that the charging time for the pulsing sys-
tem was not a limiting factor, but the effect itself
was not understood. During the data-taking, the
system was gated off for -330 msec after each
event,
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The fact that each gap consisted of orthogonal
wire planes resulted in long rise times for the high
voltage and nonuniform efficiencies over the active
areas of the chambers. In the front where the
active area was small and the wires short, no non-
uniformity of chamber efficiency was detected.
However, in the rear chambers the effect was
serious. The high voltage was applied to the short-
est wires in each chamber, which improved the
situation considerably, but up to -10 cm on one
side of each diagonal chamber was essentially
dead.

The chamber readout system used magnetostric-
tive delay lines. They consisted of a Remendur
ribbon 0.13 x0.051 mm' in cross section attached
to an aluminum wand. A current-sensitive am-
plifier connected to a pickup coil at one end of the
delay line ser ved to convert the magnetostr ictive
pulses into electrical signals. The techniques
associated with the magnetostrictive readout of
wire chambers have been discussed by previous
authors. ""

A set of three anticoincidence counters, A„A„
and A„surrounding the exit of the magnet on three
sides were used to define partially the solid angle
of the spectrometer and to help eliminate particles
scattering from the poles of the magnet. Qne side
was left open in order not to interfere with the

incident neutron beam which passed through the
spectrometer in one of the data-taking configura-
tions. The three A counters were located 20.6 cm
back of the rear pole face of the spectrometer. A,
and A, were 1.07 m long and defined a 22.9-cm
vertical aperture for the spectrometer. A, placed
a horizontal limitation on the spectrometer aper-
ture on the side away from the beam 5 cm in from
the magnet coils. Immediately behind the last
rear chamber were located two sets of three coun-
ters (one set behind the other) which covered the
active area of the last chamber. The first set
was called P2gp P2Bp P2c~ and the second set,
P3+ P3B p P3~ . Def ining the OB of A, A, A3
as A, the following signatures were valid:
T,P,A,~,~, T. . .B P,B, T,Pl AP2c;, ~. Any
one was used to trigger the spark gaps from the
chambers and the electronic readout system for
the magnetostrictive delay lines and to gate off
the fast logic for the duration of the readout cycle
(Fig. 4).

E. Data-taking

Data were taken in four different angular ranges
with the spectrometer magnet in two different
physical configurations (see Table I). For each

pro

pzA

EVENT SCALER 0NITHOUT T())
INPUT SELECTOR

pre
EVENT SCALER +ITH To~

DEAD TIME TRIGGER
ADC TRIGGER
SPARK CHAMBER TRIGGER
READOUT TRIGGER

FIG. 4. Block diagram of the event trigger logic. The logic is described in detail in the text.
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physical position of the magnet, the magnet was
operated in both polarities. The direction of bend
for positive-charged particles for the different
angular ranges is indicated by numbered curved
arrows in Figs. 2 and 3. Each angular range cov-
ered -15' in the laboratory.

Each run consisted of a target-empty data set
follomed by a target-full data set. A target-full run
consisted of about 40000 triggers, approximately
enough data to fill a 732-m magnetic tape. The
target-empty running varied with the angular range
but was typically -2' of target-full triggers. Be-
cause of the greatly reduced event rate in range 4,
the runs in this range were reduced to ~ the num-
ber of triggers in ranges 1-3.

Before and after every run the PDP-7 computer
was used to record the experimental conditions.
Each scattering event was processed and written
on magnetic tape in blocks of,20 events. " Scalers
which recorded monitor counts for each run were
recorded by hand at the end of the run. "Feed-
back" information from the on-line analysis was
displayed on an oscilloscope and photographed
frequently.

23 TQF calibration runs using converted y's
were made over the course of the experiment at
intervals of from 1 to 3 days. Qther calibration
data included a set of four runs interspersed
through the data-taking in which the spectrometer
magnet was turned off. These straight-line track
data served as a check on the spark-chamber
alignment. Some data were taken in range 1with the
target empty and the sweeping magnets off; thus
the momentum of incident beam protons could be
determined both by TQF and by the spectrometer
which served as a consistency check on the cali-
bration of the spectrometer and the TQF system.

Dur ing much of the data-taking in ranges 1 and 2

there was another experiment in the neutral beam
in front of the defining collimator at 21.3 m. This
experiment had counters and a LH, target in the
beam which was operated both full and empty during
our data-taking. With the target full there was
-3.0 g/cm' of material in the beam, with the LH,
accounting for -0.7 g/cm' of the material. This
experiment was removed from the beam prior to
data-taking in ranges 3 and 4 and a vacuum pipe
installed in its place. During the data-taking in

range 3, a 1.9-cm CH, converter was placed in the
B monitor. Range 4 was the only range during
which no changes in the beam were made. Since
it mas also the configuration in which the incident
neutron spectrum was measured, it mas adopted
as a standard. A set of momentum-dependent cor-
rections to the measured cross sections was cal-
culated and applied to the results. These correc-
tions were always less than 5. 1'%%up.

TABLE I. Neutron-proton scattering data taken in this
experiment.

Elastic events
Approximate Number (600 MeV/c-

Bange angular range of runs Triggers 2000 MeV/c)

0'-15.5'

15.5'-31'

31 -46 5

46.5'-62 '

17 613620

12 388480

197429

141417

124 847

39 247

F. Determination of the incident neutron spectrum

Phototube

Neutron Counter
IOcm

FIG. 5. The neutron detector used to determine the
incident neutron Qux.

An absolute normalization of the measurements
mas achieved directly from the experiment using
a neutron detector of known efficiency to measure
the incident neutron spectrum by TQF. The ef-
ficiency of the detector mas-determined during
the data-taking in ranges 3 and 4 by detecting scat-
tered neutrons in coincidence mith the proton spec-
trometer (Fig. 2). Since elastic events were kine-
matically determined zvithout the neutron counter,
we had a set of tagged neutrons.

The neutron detector consisted of a layered
structure of scintillator and polyethylene, and was
operated by demanding a coincidence between any
iwo adjacent scintillators (Fig. 5). This detector
required that a neutron produce a charged particle
with enough energy to go through at least 5 cm of
polyethylene. This was accomplished by guiding
the light from alternate scintillators to common
phototubes and requiring a coincidence between the
output pulses of the two tubes. This design. was
chosen to make the momentum threshold for neu-
tron detection about 0.5 GeV/c since our experi-
ment covered a range of laboratory neutron mo-
menta between 0.6 and 2.0 GeV/c. Approximately
1300 neutrons mere detected in range 3 and -2300
in range 4.

The incident neutron spectrum mas measured by
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placing the detector in the incident beam immedi-
ately in front of the LH, target. Although the syn-
chrotron was operated with proton bunches sep-
arated by 134 nsec, there were still timing ambi-
guities. In order to unfold these ambiguities a
spectrum was also taken 15.5 m from the Pt target.

The incident neutron spectrum was measured
with the incident beam centered and normal to the
detector face; but the tagged neutrons struck it
over a wide range of its surface area and at var-
ious angles. Therefore, to understand the geo-
metrical variations in efficiency a number of in-
cident neutron spectra were taken with the beam
striking the detector at various points and angles.
The analysis of the data taken with this neutron
detector and the results for the incident neutron
spectrum will be presented in Sec. III G.

III. DATA ANALYSIS

The data for the reaction n+P -n+P are em-
bedded in a larger class of data for the process
n+p -X+ Y, where Y is a positively charged par-
ticle (usually a proton) whose three-momentum is
measured with the spectrometer and X represents
the other particle(s) (usually a neutron) in the
final state. The data analysis consists of the fol-
lowing steps:

(l) The spectrometer data are used to recon-
struct the three-momentum of the recoiling charged
particle (particle F).

(3) The TOF data on the incident neutron are
used to determine its energy.

(3) The invariant mass of system X is calculated
assuming that Y is a proton.

(4) The data are cut to select events for which
X is equal to the neutron mass. This is the cri-
terion for an elastic n-p scatter.

(5) The elastic data are binned and relative dif-
ferential cross sections calculated.

(6) Corrections are made for resolution effects,
indistinguishable backgrounds such as nP -dm',
and other systematic effects.

(7) Finally, the incident neutron spectrum is
used to yield absolute differential cross sections.

In connection with step (3) above it is important
to note that in comparison with most reactions,
an elastically scattered proton has the maximum
possible momentum which can result from an n-P
interaction for a given scattering angle and incident
neutron energy. If Y is not a proton arising from
an n-p scatter but some other particle, then the
"missing mass" calculation of step (3) will yield
a value for the invariant mass of X which is al-
ways larger than the mass of the neutron. The
exceptions are the reactions np-dp' and nP -dy. 3'

Of these two reactions only the first is important.

Since the deuteron is heavier than the proton, if
we detect a deuteron in the spectrometer and call
it a proton, the calculated missing mass F will
for some kinematic regions overlap with the neu-
tron mass. This background is discussed in Sec.
III C.

A. Kinematical reconstruction of the spectrometer data
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FIG. 6. (a) Definitions of the parameters used to
characterize each scattered particle when it is projected
back to the LH2 target. (b) Notation used in the text to
describe particle trajectories with respect to the spec-
trometer coordinate system.

Referring to Fig. 6(a), we define a vertical plane
normal to the incident beam passing through the
center of the LH, target. The object of the anal-
ysis was to determine the five quantities x~, y~,
xr', yr, and P (T-parameters) and their error ma-
trix in the target plane, where x~ and y~ are the
intercepts of the scattered particle trajectory in
the target plane; xr =dx/dz~, , and yr =dy/dz~, ,
are the slopes of the trajectory in the plan and
elevation views, respectively; p is the momentum
of the particle. The analysis was carried out in
two stages. Stage 1 consisted of finding the best-
fit straight-line tracks in the front and rear spark
chambers independently. Stage 2 consisted of
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fitting the quantities x» y» x~, y~, and P with
the best-fit parameters from stage 1 used as input
data by minimizing the statistical parameter X'
through an iterative procedure. The details are
discussed below.

2. Straight-line track search

In order to look for straight-line tracks in the
chambers it is necessary to transform the digitized
spark information from the electronic readout
system into a coordinate system common to all of
the chambers. Using the surveyed location of the
chambers and the "straight-line" data taken with
the spectrometer magnet turned off, a consistent
set of transformations was determined with spark

I

locations in a common coordinate system. The
velocity of sound in the delay lines was determined
from the fiducial wires in each wire plane. Time-
dependent drifts in the velocity of sound along the
individual delay lines were corrected by recom-
putation after every 100 events. In identifying a
straight-line track in either the front or the rear
chambers the basic criterion was that at least 3
of the four gaps in each set of chambers had to
produce sparks falling within a fixed distance of a
straight line. In addition only one track in the
front and rear chambers was allowed; otherwise,
the event was rejected. A more detailed list of
the steps taken in searching for tracks in the spark
chambers is given in Ref. 31. Considerable care
was taken in building the track-searching routines
to ensure that "inefficiencies" were small. A
check of several hundred events by hand indicated
that the program gave doubtful results for less than
0.5/0 of the events.

For a successful event the output of the track-
searching routines consisted of the fitted param-
eters for a straight-line track and an error matrix
for both the front and rear chambers. In Fig. 6(b),
we denote the fitted tracks in the front and rear
chambers as F and A, respectively. The F and B
tracks were parametrized in terms of four param-
eters, a slope and an intercept in the plan and
elevation views. A total of eight parameters de-
scribed the entrance and exit trajectories to the
spectrometer magnet. A cut was made at a later

stage in the analysis on the basis of the statistical
parameter y' for the F and 8 track fits.

2. Optimization of the spectrometer trajectory

f5 dT
sin8, + sin8,

(3.1)

where B is the magnetic field integrated along a
straight line through the magnet, and 6Iy and 6I2

are the entrance and exit angles, respectively, in
the plan view [see Fig. 6(b)]. A slight correction
to this starting P value is made for the elevation
angle of the trajectory in the magnetic field. The
field integral is given by the expression

Stage 2 involved fitting the four target param-
eters, x» y» x~, y~, and the particle momentum,

P, to the F and A tracks by an iterative procedure;
Since F and 8 are described by eight parameters,
the fit has three degrees of freedom. We could fit
the T-parameters directly to spark data. In this
case there are a total of sixteen delay lines and
five fitted parameters. Thus, there are eleven
degrees of freedom. The advantage of using a two-
stage fit with three degrees of freedom in the sec-
ond stage is that X' becomes a much more power-
ful statistic in eliminating "bad" events. In the
single-stage case with eleven degrees of freedom,
much of the power of the y' statistic goes into
"proving" that the spark data fall along a straight
line. Since we test this independently in each
chamber in stage 1 of the analysis, there is no
point in weakening the X' statistic in the second-
stage analysis by redetermining information al-
ready established in stage 1 of the analysis.

The fit was patterned closely after a method
developed by Boynton. " The method minimized
X', but proceeds by first linearizing the problem
using first-order ray tracing methods in a bending
magnet. " Because of the j.inearized character of
the method, rapid convergence is assured only if
the starting values of the T-parameters are suf-
ficiently close to the optimal values. The start-
ing value of the momentum is generated from the
formula

B dl(kG m) =8 2278+0. 1317 [z(x, +x2)]' —6 774 [2(x, +x2)] +0 02159
~ ~(z, +z2) (

—6 407 (z, —z2)

(3.2)

where x, and x, are the horizontal entrance and
exit coordinates of the particle trajectory; z, and

z, are the vertical entrance and exit coordinates.
The coordinate units are meters. A representative
sample of data showed that the expression (3.2)

was accurate to -0.3% for 97% for the events on
the basis of numerical integration of precise (0.1%)
field map data. The remaining 3/o were determined
to -0.6%. Starting values for the four remaining
T-parameters were generated by projecting the



8 track back through the magnet using a "square
field" approximation and the starting value of p.
Vertical focusing corrections were applied at the
edges of the square field to correct for the fring-
ing field of the magnet. Using these starting val-
ues for the T-parameters, a single "pass" through
the fitting routines achieved a good fit. The y

'
for the fit was later used as a basis for a cut in
the data.

The method of analysis chosen was picked pri-
marily because of its processing speed on a d1gital
computer. In order to investigate possible sys-
tematic errors caused by the approximations in the
computational method, a Monte Carlo program
was written which generated a set of "exact" spec-
trometer trajectories by integration through the
magnetic field. These exact trajectories were
then used to check the accuracy of the faster com-
putational methods used in the actual data analysis.
They were also used to determine the expression
for the field integral given in (3.2).

A comparison of 1000 "exact" events with the
"approximate" results for the analysis program
on the same events indicated that systematic
errors introduced were negligible with respect to
the inherent resolution of the spectrometer.

B. Corrections to the spectrometer data

IopsszQtzops Iosses

the data itself, and by a Monte Carlo program.
Figure 7 shows the geometrical efficiency of the
spectrometer for an incident momentum of 1000
MeV/c over the four ranges in which data were
taken. In ranges 2, 3, and 4 the geometrical ef-
ficiency curves are relatively flat with steeply
falling edges. The sharp edges are due to the
horizontal limits of the spectrometer, and the
flat portion is caused by the vertical aperture
limits. In range 1 the spectrometer does noi limit
the solid angle from 0'to 3'. Starting at 3'the
curve drops drastically. In order to limit any sys-
tematic effects from this behavior the data were
cut for events in the range —~p & p &-', g. En other
words the geometrical efficiency is constrained
to be &50% starting at 3'. The more slowly vary-
ing behavior of the resulting curve eliminates the
possibility of serious systematic error. The data
were cut to eliminate the effects of the horizontal
limits of the spectrometer. These cuts are indi-
cated by arrows in Fig. 7. The angular location

I.Og

In terms of a "Plexiglas equivalent" the amount
of material through which a recoiling proton passed
'before entering the spectrometer was -9.834
g/cm'. The amount of E.H, in the path of the par-
ticle was computed independently for each event.
Typically a proton traveled through -0.3 g//cm',
but in some cases the amount of hydrogen was
as much as 2.5 g/cm'. Corrections for these en-
ergy losses were made on the basis of tabulated
values for the energy loss of protons in Plexi-
glas and hydrogen. "

Z. Geometrical efficiency
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(3.3)

where g„ is the azimuthal angular range over
which the spectrometer can detect events. In the
case of an extended target an appropriate average
over the target volume must be included. In bin-
»ng the data each event is corrected for scatter-
ing events which the spectrometer cannot "see"
by the factor E/E, .

The geometrical efficiency was determined from

38 42 46 50 54 58 62 66 70 74
LABORATORY SCATTERING. ANGLE (DEGREES)

FIG. 7. Geometrical efficiency of the spectrometer
for an incident momentum of 1000 MeV/c over the four
ranges in which data mere taken. In range 1 the spec-
trometer does not limit the solid angle from 0 to 3'.
The arro~ws indicate cuts to eliminate the effects of the
horizontal limits of the spectrometer. The circles
were obtained directly from the data.
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of these cuts as a function of the incident neutron
momentum is shown in. Fig. 8.

Over the angular ranges from which data were
used the geometrical efficiency was determined
to an accuracy of -1/o. It is possible to check this
result by a direct comparison with the data. Fig-
ure 7 also shows this comparison at an incident
momentum of 1000 MeV/c. " The results indicate
that there are no systematic errors in the Monte
Carlo result to an accuracy of -1%.

An estimate of the error correlation coefficient
introduced by this solid-angle correction between
adjacent points in the angular distribution or be-
tween adjacent energy ranges is &10%.

Additional small corrections were made for the
two spaces (-2.5 mm) between the three counters
at the end of the spectrometer. The effect of each
of these spaces was to deplete the number of events
in a single angular bin for any given incident neu-
tron energy. The magnitude was easily calculated,
and the corrections (6 10%) brought the affected
points into line with the rest of the data.

3. Chamber efficiencies

The large active area of the rear chambers cou-
pled with the intrinsic electrical properties of
crossed-wire planes resulted in a nonuniform ef-
ficiency over the active area of the diagonal rear
chambers. Corrections were generated to com-
pensate for this effect on the basis of a comparison

of 3-spark and 4-spark events in both front and
rear chambers.

The method consisted of subdividing each cham-
ber into a set of 2.5-cm squares and each delay
line into 2.5-cm segments. For each chamber
square and delay-line segment an efficiency was
calculated using the data which survived the track-
finding routine in the analysis program, The set
of efficiencies was tabulated and used to weight
each event according to the particular set of cham-
ber squares through which the particle passed.
The overall efficiency was greater than 98% for
more than 90% of the events used. The few dif-
ferential cross sections whose final value was
corrected by more than 25% because of chamber
eff iciency were discarded.

C. Elastic selection criteria and inelastic backgrounds

The elastic selection criteria consisted of de-
manding that the reaction n+p -X+/ have the in-
variant mass of X equal the neutron mass. Fig-
ure 9 shows a mass plot for X based on data taken
from range 3 and averaged over the incident neu-
tron spectrum. The mass resolution averaged
over incident momentum is 30 MeV FWHM. The
other ranges were similar.

The procedure for selecting elastic events and
resolving the TOF ambiguity involved the following
steps:

(1) Each event was assumed to be elastic, and
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FIG. 8. Angular limits of acceptable elastic scattering data as a function of momentum.
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FIG. 9. Mass plot for the missing neutral system summed over the data from range 3. The elastic peak at the neu-
tron mass (~„) and inelastic production are visible.

the TQP of the incident neutron was calculated
using the momentum and scattering angle of the
recoiling proton.

(2) The difference between the TOF calculated
in step 1 and the measured TQF was histogrammed
as a function of incident momentum and laboratory
scattering angle.

(3) If the difference computed in step 2 was
greater than 33 nsec, 67.32 nsec were added to
the measured TQF and step 2 repeated. The in-
cident momentum label for each event was based
on the measured TQP.

Por elastic events the difference computed in
step 2 peaks at zero. Inelastic scatters will yield
a time difference greater than zero. High-energy
inelastic scattering, which is interpreted as low-
energy data, results in both positive and negative
time differences. Elastic events were chosen by
placing a window on the time-difference peak
centered at zero. The window size was adjusted
depending on the incident neutron momentum and
varied between +10 nsec at 600 MeV/c and +6
nsec at 2000 MeV/c.

The advantages of these time-difference plots

over the missing-mass plot as a basis for choosing
elastic events are twofold. First, the time dif-
ference is closely related to one of the directly
measured quantities in the experiment. Conse-
quently, it is more convenient in resolving the
-67 nsec time ambiguity. Second, it was found
to be easier to analyze and subtract the effects of
inelastic scattering backgrounds. Examples of
these time-difference plots at 68 I MeV/c and
1485 MeV/c are shown in Fig. 10.

Three-body inelastic scattering backgrounds
were of two kinds. The first was an inelastic con-
tamination of high-energy elastic scattering data
resulting from decreasing resolution at high en-
ergies [Fig, 10(a)] . This effect depended on both
the incident energy and the laboratory scattering
angle but was most serious in the forward direc-
tion, where it varied from nothing at 1200 MeV/c
to 6% at 2000 MeV/c. The second inelastic con-
taminant of the data occurred only at low energies,
where 67.32 nsec were added to the TQF. It arose
from the ambiguity involved in distinguishing high-
energy inelastic scattering from low-energy elas-
tic scattering [Fig. 10(b)]. It was most serious
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in the forward direction where the subtraction
varied from V% at 600 MeV/c to nothing at 'l60

MeV/c. The data between 760 and 1200 MeV/c
were not affected by either type of background.

Special attention was given to the process
n+p d+m'. If the deuteron from this reaction is
misinterpreted as a proton, it can simulate exactly
elastic nP scattering in our measurements at a
series of energies and angles, e.g., 0' at 808
MeV/c, 5' at 1000 MeV/c. Heavier ionization
energy losses and multiple Coulomb scattering
broaden the TOP resolution for this process and
diminish its effects.

Figure 11 shows TOF plots from the data (left
side of the figure) which display the effect of this
background. The peak at large values of AT which
moves toward the elastic peak with increasing
angle is due to deuterons produced backwards in
the np c.m. system. The forward deuterons pro-
duce a peak which lies under the elastic peak and
can be removed only by a Monte Carlo simulation
of the process.

The quality of the simulation can be judged by
comparing the simulated results (right-hand side
of Fig. 11) to the corresponding data. The satellite
peaks agree in position for the first three angular
bins shown and then disappear from both samples
in the bin for 8 = 12-14' as the scattering angle
exceeds the kinematic limit for nP -dn'.

250

20 40 -20
AT (nsec)

I

20

FIG. 11. Comparison of data (left-hand side of figure)
and Monte Carlo simulation (right-hand side of figure)
showing time-difference plots for selected angular in-
tervals for incident momenta between 1000 and 1100
MeV/c. The satellite peak at positive AT due '. . the
process nP —d& is clearly visible.

Only a limited range of angles was affected at
each energy. The magnitude of the correction
varied from 8% in the forward direction at 0.8
GeV/c to 20% for lab angles of 15' at 1.7 GeV/c.

D. Miscellaneous cuts to the data

Two types of cuts were made based on the kine-
matically reconstructed data from the spectrom-
eter:

(1) three y' cuts on the fits for straight lines
(y~ and y„') and the trajectory (y,'), and

(2) geometric cuts at the target and in the plane
of the anticoincidence counters at the exit of the
spectrometer.

The y' cuts on the spectrometer data, X~ and

y~, were adjusted to cut 1% of the data. Estimates
of physical processes such as nuclear scattering
of recoiling protons in the spectrometer and scat-



2748 SHE PARD, DE VLIN, MISCHKE, AND SOLOMON 10

tering of incident neutrons in the spectrometer
structure indicated thattheywere anegligible con-
tribution to the 1/0 of data removed by each of the
cuts X~ and X~. It was concluded that a bad X~ or
p„' was not correlated with physical processes
which should be treated as "bad" data, but rather
was associated with multiple Coulomb scattering
in the front and rear chambers, mistakes in the
track-searching routines, or a poor chamber re-
sponse to a completely good event. Therefore, a
correction was included in the final results for the
data removed by the cuts.

A strong correlation between a "bad" y~ and
events which scattered from the pole faces of the
spectrometer was observed. This cut was adjusted
so that the number of "good" events excluded by
the cut were approximately equal to the number of
"bad" events included by the cut. This cut also
removed -1'%%uo of the data. Since the cut was made
in a self-compensating manner, no corrections in
the final results were made for its effects.

In ranges 2, 3, and 4, cuts on the longitudinal
and vertical target intersections of the spectrom-
eter particle were made. These cuts eliminated
events caused by neutron interactions in the LH,
flask walls and target assembly (see target-empty
background below). In range 1 these target cuts
were not made because of the indeterminancy in-
volved in computing the target intersection at very
forward angles.

The cut on the vertical intersection of the spec-
trometer exit trajectory was consistent with the
parameters used to define the exit aperture in the
Monte Carlo program which determined the spec-
trometer solid angle.

E. Target-empty background

The target-empty data in the experiment were
analyzed using the same target cuts described
above in connection with the target-full running.
In ranges 2, 3, and 4 the target-empty scattering
was 0.8% of the target-full scattering. This is con-
sistent with scattering from residual hydrogen gas
at a temperature of -60'K. Consequently, target-
empty corrections were ignored in ranges 2, 3,
and 4. In range 1 there were no target cuts and
the target-empty scattering was -2% of the target-
full scattering. An investigation of the target-
empty angular distribution indicated it was not
significantly different from target-full. A flat
1.2% subtraction was made for target-empty effects
in range 1.

F. Relative normalization of the different angular ranges

One of our most serious problems in the analysis
was the relative normalization of the different an-

gular ranges. The raw data show very little evi-
dence of any systematic discrepancies between
ranges for incident momenta below 1000 MeV/c
representing over 70% of our data. Above 1000
MeV/c, ranges 2 and 4 seem systematically lower
than ranges 1 and 3 by an amount which increases
monotonically with incident neutron momentum to
about a 40%%uq discrepancy above 1600 MeV/c. The
effect correlates with magnetic field direction.

When this effect was noticed, a thorough overhaul
of the analysis procedure was made in an attempt
to find the cause of the error.

All these studies strongly indicated the trouble
was inefficiency in the triggering system, specif-
ically a gain change in I', related to field direction.
That counter had been studied extensively under
fiel.d-free conditions and in position with the field
direction of range 1. The counter was designed
to eliminate any effects due to the position at
which a particle passed through the scintillator.
Voltage plateaus taken with a charged beam pass-
ing through a number of different positions showed
no shift of the voltage plateaus with position. How-
ever, the counter was not replateaued with the
field direction of ranges 2 and 4. The results of
this error were not discovered until long after
the apparatus was dismantled and the phototube
on &, used elsewhere.

The inefficiency was clearly correlated with
ionization energy loss of the proton in &„ i.e. ,
the amount of light. Using this information and
the measured voltage plateaus, we developed a
correction procedure for ranges 2 and 4 in terms
of a single parameter —an effective reduction of
voltage in the phototube. The corrected data of
ranges 2 and 4 joined rather smoothly with ranges
1 and 3. All affected momenta gave approximately
the same results for the voltage reduction, be-
tween 310 and 375 volts.

An arbitrary decision to renormalize ranges
2 and 4 to agree with ranges 1 and 3 would have
yielded results close to the above procedure but
would have neglected variations in dE/dx as a
function of angle for a fixed incident neutron ener-
gy. The maximum variation of this effect within
a range is 15% for range 2 at 1045 MeV/c. The
validity of the procedure is strongly supported by
the fact that an identical effect was observed in a
measurement of PP elastic scattering with the
same apparatus. ' In that experiment the data of
range 1 agrees with independent experiments. Ref-
erence 8 describes all these matters in greater
detail.

In making the corrections described above, the
correction which reconciled ranges 1 and 2 usually
made all ranges consistent. The exceptions were
at 784 MeV/c and at the highest three momenta,
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where range 3 seemed consistently above ranges
2 and 4 by 10/o to 35%. These four momenta are
the ones most sensitive to small errors in the
TOF system. The high momenta are affected be-
cause both the beam intensity and the cross section
are very sensitive functions of TOF. The momen-
tum bin at 784 MeV/c is affected because it brack-
ets the "wrap-around" point in the TOF spectrum
which arises from the 67.32 nsec timing ambiguity.
A slight error in timing, well within the given time
bin, can cause an apparent normalization error.
In this case, a timi. ng error of 0.8 nsec was suf-
ficient to explain the inconsistencies observed
without producing any significant effect in the rest
of the data. The appropriate corrections were
made to range 3 at the affected momenta. How-
ever, the existence of this effect at one magnet
configuration suggests an uncertainty in the nor-
malization of the overall angular distribution,
since range 3 might be the correct result, and the
other three ranges could be in error. Therefore,
we have added (in quadrature) —,' the range-3 cor-
rection to the overall systematic uncertainty at
the affected momenta. The factor-of-2 reduction
comes from the square root of the number of
ranges.

G. Incident beam normalization

The neutron counter used to obtain the absolute
normalization of the data was discussed in detail
in Sec. IIF.

During the data-taking in ranges 3 and 4 the
neutron counter was positioned to cover the kine-
matic "shadow" of the proton spectrometer for
elastic e-P scatters. For an elastic event the
neutron momentum and trajectory were determined
from the proton trajectory and intersection with
the LH, target. If the computed neutron trajectory
passed through the full thickness of the counter,
a check was made to see if it had been detected.
The efficiency of the counter for a given neutron
momentum interval equals the number detected
at that momentum divided by the number which
passed through the counter. This provided us with
a calibrated detector for measuring the incident
beam flux.

During the beam flux measurement the neutron
beam passed through the center of the counter
normal to its face. During the n-P scattering ex-
periment, neutrons passed through the counter
over the greater part of its area and at various
angles with respect to the normal. In order to
understand the differences in detection efficiency
in the two circumstances, a number of geometri-
cal studies were made on the counter. It was
placed in the incident beam and its response as

a function of neutron energy was measured with
the neutron beam passing through the counter at
a number of different points and angles. Differ-
ences between efficiencies for the beam flux mea-
surement and the calibration data were computed,
but they depended on unverified assumptions about
the falloff of efficiency near the edge of the count-
er. This was the method used in the widely quoted
but unpublished report in Ref. 8.

To check these assumptions, a Monte Carlo
program was written to study the neutron counter.
It accounted for the incident beam properties,
scattering in hydrogen, the geometric acceptance
of the spectrometer, and the location of the neu-
tron counter. It produced a sample of elastic
scattering events statistically identical, in all
measurable respects, with the experimental
sample used for the calibration. Neutrons from
these events were traced through a Monte Carlo
model of the detector. The neutron and any inter-
action products were followed until they left the
counter. This model gave a number and distribu-
tion of detected neutrons which agreed with the
experimental sample up to 1.2 GeV/c, where pion
production became important and was not well
simulated by the model.

The program was also run to simulate the mea-
surements with the neutron counter in the direct
beam. By comparing this result with the Monte
Carlo determined efficiency of the neutron counter
for detecting neutrons at each incident momentum
with neutrons distributed over the counter a cor-
rection (&10/g) was determined and applied to the
experimental calibration sample. No correction
was required below 800 MeV/c and the correction
was extrapolated to the region above 1.2 GeV/c
where the absolute efficiency determined by the
Monte Carlo was no longer reliable. Figure 12
shows a plot of the neutron-counter efficiency
determined in this way. A smooth curve was
drawn through the data points. The error corridor
was determined from the functional fit described
in Ref. 8. These efficiencies were used to de-
termine the incident neutron spectrum required
to calculate the absolute differential cross sec-
tions.

IV. PRESENTATION OF THE DATA AND CONCLUSIONS

A. Results for the n-p differential cross sections

The results for the elastic n-p differential cross
sections are given in Table II. The same results
are presented graphically in Fig. 13. Each entry
presents data averaged over an interval of incident
neutron momentum. The choice of intervals was
made to correspond to bins of -4 nsec in the TOF
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of the incident neutrons. Within each energy in-
terval the data were binned typically in intervals
of two degrees in the laboratory polar scattering
angle. Average values for ~tI and cos8, were
computed for each angular bin. The incident ener-
gy was averaged over the entire angular distribu-
tion.

The tabulated errors for the cross sections
arise from three sources: counting statistics
(which dominate the errors}, the uncertainty in the
correction for the geometrical efficiency of the
spectrometer, and the uncertainty in the correc-
tion for chamber efficiency. These are statistical-
ly independent for any single point. The geometri-
cal efficiency corrections introduce only small
correlations (610%%uo) between points and correla-
tions arising from chamber efficiency corrections
were found to be negligible.

The overall normalization uncertainty, presented
separately with the data in each energy bin, is
dominated by the uncertainty in the detection ef-
ficiency of the neutron counter. It is based on the
error corridor in Fig. 12. A more conservative
estimate of the error can be made using the data
points in Fig. 12. Apart from the normalization
error given in the tables, there is an overall sys-
tematic error of -2%%uo in the normalization resulting
from an unexplained shift in monitor ratios between
data-taking for the differential cross sections and
the measurement of the incident neutron spectrum.

The final values for the differential cross sec-
tions differ somewhat from those which have been
widely circulated. "" The changes result from the
following corrections:

(1) reanalysis of the malfunction of counter P„.
(2} inclusion of corrections due to the cracks

between scintillation counters P„,P„and P„.,P„.;
(3) recomputation of the background subtraction

taking into account the influence of np -dn';
(4) recomputation of the incident neutron spec-

trum; and

(5) correction for assumed TOF errors in range
3.

The bulk of the data are unaffected by changes
(1)—(3), isolated points have been altered by up to
20/o. Item (4) resulted in normalization changes
up to 10% at some energies. Item (5) affected range
3 relative to ranges 2 and 4 at four momenta.

A major feature of our data which has already
been reported' concerns the energy dependence of
the sharp peaking near ~u~=0. Using our reana-
lyzed data the results presented in Ref. 7 have been
recalculated. No significant differences from the
earlier results have been found.

In addition to this peaking our data show other
features of the n-p interaction. For slightly larger
momentum transfers [~u~&0.02 (GeV/c)'] the cross

O.I6

O. I 4-

O.I2-

O. I 0—

O

0.08—
O

LLJ

0.06-

0.04-

0.02—

ppp I 4 4 I I I I I I I

0 200 400 600 800 IOOP I 200 l 400 I600 l 800
Neutron Momentum (MeV/c)

FIG. 12. Absolute efficiency of the neutron detector as
a function of momentum. The data points were obtained
from the calibration using elastic events. A smooth
curve was drawn and the error corridor was calculated
in Ref. 8.

section falls off with a slope characteristic of dif-
fraction peaks [~e"', with 5-10 (GeV/c) ']. The
cross sections reach a minimum near but not at
90', and they are definitely not symmetric about
90'.

B. Comparison with other experiments

Our data are in qualitative agreement" with the
previous experiments" ' in our momentum range.
There are quantitative discrepancies which may
be characterized as of two types. (1) Our data tend
to show steeper peaking at small momentum trans-
fers. This may be due to the improved resolution
of our experiment. (2) There is a discrepancy of
-25%%uo between the normalization of our experiment
and older data between 640 and 840 MeV/c. "

A review of experiments" ' in the same mo-
mentum range as ours is given below. No clear
resolution of the normalization difference has been
reached. We have not been able to rule out the
possibility that our results should be revised up-
ward by about 25%%up. However, no justification can
be found within the experiment for such a. renor-
maliz ation.

In Table III the principal features of these ex-
periments are summarized and we comment on
comparisons with our data at similar energies.
With the exception of the cloud-chamber experi-
ment, "these experiments are similar in tech-
nique. All use a quasimonoenergetic neutron beam
produced by charge exchange of a proton beam.
Data were often taken with different target and
detector configurations over several angular
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TABLE II. Neutron-proton elastic differential cross sections.

P
(Me V/c)

T
{MeV) [(GeV/c) ~]

do/du
[mb/(GeV/c) ~] (deg) cos8

do/dO,
(mb/sr)

Systematic
uncertainty

(%)

612 (600-625)

637 (625-650)

662 (650—675)

687 {675-700)

182

210

0.000 05
0.000 28
0.000 74
0.001 42
0.002 33
0.003 45
0.005 53
0,009 ll
0.047 48
0.056 35
0.065 68
0.075 60
0.085 99
0.096 80

0.000 06
0.000 31
0.000 79
0.001 54
0.002 54
0.003 74
0.005 98
0.009 93
0.042 68
0.051 40
0.060 76
0.071 10
0.081 76
0.093 06
0.104 70
0.11670

0.000 06
0.000 33
0.000 86
0.001 65
0.002 72
0.004 05
0.006 53
0.010 71
0.045 92
0.055 54
0.065 67
0.076 90
0.088 17
0.100 20
0.11280
0.125 70

0.000 07
0.000 36
0,000 92
0.001 77
0.002 92
0.004 32
0.006 99
0.01146
0.049 40
0.059 55

319.9 + 17.1
322.5 + 12.0
305.4 ~ 8.9
297.9 ~ 15.0
285.3 =" 10.2
253.8+ 9,8
219.4+ 6.6
211.4+ 6.8
125.9+ 4.1
113.6+ 4.0
104.7*3.8
94.1 ~ 2.2
86.4 + 2.2
78.9*2.0

362.6 + 20.7
342.0 + 11.9
316.4 + 9.1
289.7+ 14.7
254.5 + 9,8
248.3 *9.9
211.5 ~ 6.6
211.8 + 6.8
122.4*4,2
119.1 *4.1
110.1+3.9
99.2 + 3.7
86.9 + 2.2
79.2 + 2.1
77.7 + 2.1
65.1 + 2.6

350.2 + 20.8
308.3 + 10.9
308.7 ~ 9.0
285,4 + 14.3
269.4+ 10.1
238.3+ 9.6
210.9+ 6,5
195,5 + 6.5
121.2 + 4.1
113.3 + 3.9
104.7+ 3.8
94.0 + 3.6
79.3+ 2.1
72.3 + 2,0
69.6+ 1.9
57.4+ 2.3

325.2 ~ 19.5
292.3 + 10.5
276.2+ 8.2
253.0 + 13.0
254.2 + 9.5
217.0+ 9.0
200.1+ 6.2
166.0+ 5.8
105.4+ 3.8
101.8~ 3.8

178.6
176.8
174.7
172.6
170.5
168.5
165.4
161.2
136.2
132.1
127.9
123.9
119.8
115.6

178.6
176.7
174.7
172.6
170.5
168.4
165.3
161.1
140,1
136.1
132.0
127.8
123.7
119.6
115.5
111.4
178.6
176.7
174.6
172.6
170.5
168.4
165.2
161.0
140.1
135.9
131.8
127.6
123.5
119.4
115.3
111.2

178.6
176.7
174.6
172.6
170.4
168.4
165.2
161.0
139.9
135.8

-0.9997
-0.9984
—0.9957
-0.9917
-0.9864
-0.9798
-0.9676
-0.9466
-0.7215
-0.6703
-0.6147
—0.5573
—0.4964
-0.4328

-0.9997
-0.9983
-0.9957
—0.9916
-0.9862
-0.9797
—0.9674
-0.9459
-0.7676
—0.7203
-0.6688
-0.6134
-0.5545
-0.4933
-0.4300
-0.3641

-0.9997
-0.9983
-0.9956
-0.9916
-0.9862
-0.9794
-0.9668
-0.9457
-0.7669
-0.7179
-0.6668
-0.6098
-0.5521
-0.4910
—0.4271
-0.3612

—0.9997
-t .9983
-0.9956
-0.9916
-0.9861
-0.9795
-0.9668
-0.9456
-0.7653
-0.7172

8.67 + 0.46
8.76 + 0.32
8.30 + 0.24
8.09 + 0.41
7.75 + 0.28
6.89+ 0.27
5.95+ 0.18
5.74 + 0.19
3.42 + 0.11
3.09+ 0.11
2.84 + 0.10
2.56 + 0.06
2.35 + 0.06
2.14 + 0.06

10.62 + 0.61
10.00 + 0.35
9.25+ 0.27
8.47+ 0.43
7.42 + 0.28
7.26 + 0.29
6.18 ~ 0.19
6.19 + 0.20
3.58 *0.12
3.48 + 0.12
3.21 + 0.12
2,90 + 0.11
2.54 ~ 0.06
2.32 ~ 0.06
2.28 + 0.06
1,90 6 0.07

10.96 + 0,65
9.65 ~ 0.34
9.68 + 0.28
8.95 ~ 0.46
8.44 ~ 0.31
7.47 + 0.30
6.61 + 0.20
6,13+ 0.20
3.80 + 0.13
3.55 + 0.13
3.29 + 0.12
2.95 + 0.11
2.49+ 0.07
2.27 ~ 0.06
2.18+ 0.06
1.80+ 0.07

10.91 + 0.65
9.79+0.35
9.26 ~ 0.27
8.47 + 0.44
8.51 + 0.32
7.27 + 0.30
6.71 +0.21
5.56 + 0.20
3.53 + 0.13
3.41 + 0.13

8.0

3.6

3.2
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TABLE II (Continued)

(Me V/c)
T

(MeV) [(GeV/c)~]
do/d u

[mb/(GeV/c) ] (deg) cos 9
dg/dO
(mb/sr)

Systematic
uncertainty

(%%uo)

712 (700-725)

741 (725-760)

784 (760-810)

239

284

0.070 82
0.082 40
0.094 75
0.107 70
0.121 10
0.135 00

0.000 08
0.000 38
0.000 99
0.001 93
0.003 14
0.004 68
0.007 55
0.012 38
0.018 23
0.042 89
0.053 23
0.064 01
0.075 89
0.08843
0.101 60
0.11550
0.129 80
0.144 50

0.000 08
0.000 42
0,001 07
0,002 09
0.003 41
0.005 07
0.008 13
0.01347
0.019 96
0.046 43
0.057 43
0.069 26
0.082 29
0.095 75
0.11000
0.124 80
0.140 80
0.15640
0.17320

0.000 09
0.000 47
0.001 20
0.002 32
0.003 84
0.005 63
0.009 10
0.015 07
0.022 27
0.052 25
0.064 07
0.077 27
0.091 55

98.3~ 3.7
78.5+ 3.3
67.3+ 1.8
62.9 + 1.8
59.8+ 1.8
50.2 + 2.1

268.7 + 16.4
279.3 + 10.1
257.0 + 7.8
232.5+ 12.0
225.6+ 8.9
190.0 + 8.4
183.0 + 6.0
152.7+ 5.5
143.5 + 5.6
104.1 + 3.7
89.5* 3.4
91.5+ 3.4
75.8 + 3.2
72i1 + 3,1
64.2+ 1.8
58.3 + 1.8
54.7 + 1.7
48.2 + 2.0

304.5 + 14.0
256.1+ 8.7
242. 8 + 6.6
208.4 + 10.3
183.0 + 6.8
171.5+ 6.8
149.2+ 4.5
135,8 + 4.3
124.3~ 4.3
91.1+ 3.0
83.2 + 2.8
77.0+ 2.7
62.3~ 2.4
61.3+ 2.4
56.4+ 1.5
51.5 + 1.4
46.6 + 1.3
40.8 + 1.5
37.2 + 1.5

241.5 + 10.7
208.3 + 6.5
198.2 + 5.3
192.7 + 8.9
154.6 + 5.4
137.7+ 5.1
126.5+ 3.5
110.1+ 3.3
100.9~ 3.3
73.5+ 2.5
65.5~ 2.2
60.3 + 2.1
51.3 + 2.0

131,6
127.5
123.4
119.2
115,2
111.1
178.6
176.7
174.6
172.5
170,4
168.3
165.1
160.9
156.7
144.0
139.7
135.6
131,4
127.3
123,2
119,0
115,0
110.9

178.6
176.7
174.6
172.4
170.4
168.2
165.1
160.8
156.5
143.9
139.7
135.5
131.3
127.1
123.0
118.9
114.7
110.7
106.5

178.6
176,6
174.6
172.4
170.3
168.2
165.0
160.6
156.4
143.6
139,4
135.3
131.1

-0.6636
-0,6088
-0.5499
-0.4883
-0.4252
-0.3592

-0.9997
—0.9983
-0.9956
—0.9914
—0.9860
-0.9791
-0.9664
—0.9449
-0.9187
-0.8090
-0.7631
—0.7147
-0,6619
-0.6063
-0.5477
-0.4852
-0.4219
-0.3564

-0.9997
-0.9983
-0.9956
-0.9913
-0.9859
-0.9790
-0.9663
-0.9442
-0.9174
-0.8079
-0.7623
-0.7134
-0.6598
-0.6035
-0.5449
-0.4833
—0.4177
-0.'3527
-0.2842

-0.9997
-0.9982
-'0.9955
=0.9913
-0.9856
—0.9789
—,0.9658
—,0.9435
—.0.9165
-'0.8045
—.0,7597
-0..7104
—0,.6568

3.30 ~ 0.12
2.63+ 0.11
2.25 + 0.06
2.11+ 0.08
2, 01 + 0.06
1.69 ~ 0.07

9.61 + 0.59
9.99 + 0.36
9,19 + 0.28
8.31 + 0,43
8.07 + 0.32
6.79 + 0.30
6.55 + 0.21
5.46 + 0.20
5.12 + 0.20
3.72 ~ 0.13
3.20 + 0.12
3.27 + 0.13
2,71 + 0.11
2.58 + 0.11
2.30 + 0.06
2.08 + 0.06
1.96 + 0.06
1.72 + 0.07

11.72 + 0.54
9.85 + 0.33
9.34 + 0.25
8.02 + 0.40
7.04+ 0.26
6,60 + 0.26
5.74+ 0.17
5.22 + 0.17
4.78 + 0.17
3.51 + 0.12
3.20 + 0.11
2.96 ~ 0.11
2.40 + 0.09
2.36+ 0.09
2.17 + 0.06
1.98 + 0.06
1.79 a 0.05
1.57+ 0.06
1.43 + 0.06

10.24 + 0.45
8.85 + 0.28
8.43 + 0.22
8.20 + 0.38
6.56 ~ 0.23
5.84+ 0.22
5.37 + 0.15
4.68 + 0.14
4,29 + 0,14
3.13 ~ 0.10
2.78 + 0.09
2.57 ~ 0.09
2.18+ 0.08

3.1

3.0

8.0
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TABLE II (Continued)

P
{MeV/c)

T
{MeV) [(GeV/~)']

do/du
[mb/(GeV/c) ] (deg) cos8

do/d 0
{mb/sr)

Systematic
uncertainty

(%)

0.106 60
0.122 50
0.13900
0.156 00
0.174 10
0,19180

47.9+
41.4+
36.3 ~
34.3+
32.7 +
30.2 +

1.9
1.0
0.9
0.9
1.0
1.1

126.9
122.7
118.6
114.4
110.3
106.2

-0.6003
-0.5400
-0.4781
-0.4136
-0.3466
-0.2787

2.04 + 0.08
1.76+ 0.04
1.54 + 0.04
1.45+ 0.04
1.38+0.04
1.28 + 0.05

829 (810-850)

874 (850-900)

.313.

344

.0.000 10
0.000 52
0.001 34
0.002 60
0.004 25
0.006 29
0.01018
0.016 84
0.025 02
0.058 18
0.071 68
0.085 98
0.101 80
0.11890
0.136 70
0.155 50
0.174 30
0.193 70
0.213 70

0.000 12
0.000 58
0.001 51
0.002 89
0.004 72
0.007 01
0.01134
0.018 65
0.027 44
0.050 47
0.064 27
0.079 28
0.095 27
0.11340
0.13110
0.15140
0.17160
0.192 80
0.213 60
0,236 60
0.259 30

217.3+ 11.2
213.0+ 7.3
197.7+ 6.4
174.9+ 8.9
132.5~ 5.9
116.5 + 5.6
116.6 + 3.8
110.9 + 3.8
96.1 + 3.5
71.4 + 2.5
56.4+ 2.2
53.6+ 2.2
46.8 + 2.0
44.5 + 2.0
40.3+ 1.1
36.1 + 1.1
32.3+ 1.1
28.4+ 1,2
27.5+ 1.3

210.4 + 10.2
191.9+ 6.6
175.1 + 5.7
163.4 + 8.2
132.1+ 5 4
112.4 + 4.8
96.6 + 3.3
90.6 + 3.1
78.9+ 2.9
62.9 + 2.2
59.3 + 2.2
53.4+ 2.1
46.6+ 1.9
39.4 + 1.7
36.2 + 1.6
35.3+ 1.0
28.4~ 1.1
25.4 + 1.0
23.2 + 1.0
22.4~ 1.0
22.8 + 1.1

178.6
176.6
174.5
172.4
170.3
168.1
164.9
160.5
156.2
143.3
139.2
135.0
130.8
126.6
122.3
118.2
114.0
109.9
105.8

178.4
176.6
174.4
172.3
170.2
168.0
164.8
160.4
156.2
147.5
143.2
138.9
134.7
130.4
126.3
122.0
117.8
113.7
109.6
105.4
101.3

-0.9997
-0.9982
—0.9954
-0.9912
-0.9856
-0.9786
-0.9654
-0.9428
-0.9149
-0.8021
-0.7567
-0.7071
-0.6533
-0.5960
-0.5349
-0.4718
-0.4071
-0.3402
-0.2726

-0.9996
-0.9982
-0.9953
-0.9910
-0.9854
-0.9783
-0.9648
-0.9422
-0.9149
-0.8435
—0.8008
-0.7534
-0.7039
-0,6482
-0.5921
-0.5305
-0.4668
-0.4019
-0.3359
-0.2653
-0.1960

10.18 + 0.52
9.98 + 0.34
9.26+ 0.30
8.18+ 0.41
6.21 + 0.28
5.45 + 0.26
5.46 + 0.18
5.20 + 0.18
4.50 + 0.17
3.34 + 0.12
2.64 + 0.10
2.51 + 0.10
2.19 + 0.09
2.08 + 0.09
1.88 + 0.05
1.70+ 0.05
1.51 + 0.05
1.32 ~ 0.06
1.29+ 0.06

10.79 ~ 0.52
9.85 + 0.34
8.99 + 0.29
8.39 + 0.42
6.79+ 0.28
5.77 + 0.25
4.96 ~ 0.17
4.65 + 0.16
4.05+ 0.15
3.23 *0.12
3.04 ~ 0.11 ~

2.73 + 0.10
2.38 + 0.09
2.02 6 0.09
1.86 + 0.08
1.81 + 0.05
1.46 + 0.06
1.31 + 0.06
1.20+ 0.05
1.15 + 0.05
1.17+ 0.06

2,4

2.1

923 (900-950) 378 0,000 13
0.000 65
0.001 66
0.003 19
0.005 30
0.007 84
0.012 69
0.020 77
'0.056 17
0.071 79
0.088 31

190.9+
185.1+
159.5 ~
135.3 +
125.1 ~
99.2 ~
93.9 ~
69.7~
58.3 +
52.5 +
47.5*

9.8
6.8
5.5
7.3
5.7
4.7
3.6
2.9
2.2
2.1
2.0

178.6
176.6
174.4
172.3
170.1
167.9
164,6
160.3
147.3
142.9
138.7

-0.9997
-0.9982
-0.9953
-0.9910
-0.9851
-0.9779
-0.9643
-0.9415
-0.8411
-0.7975
-0.7508

10.76 + 0.55
10.45 + 0.38
9.01 + 0.31
7.64 + 0.41
7.07 + 0.32
5.61 + 0.27
5.31 + 0.20
3.94 + 0.16
3.27 + 0.13
2,97 + 0.12
2.68 + 0.11

2.0
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TABLE II (Continued)

(Mev/e)

974 (950-1000)

1045 (1000—1100)

(MeV)

414

466

~(oeV/e)'~

0.106 90
0.126 20
0.146 90
0.168 70
0.19120
0.214 40
0.238 50
0.262 40
0.288 70
0.412 50
0.436 50
0.459 70
0.482 40
0.504 80

0.000 14
0.000 73
0.001 85
0.003 58
0.005 83
0.008 75
0.014 04
0.022 75
0.047 64
0.062 48
0.07941
0.098 40
0.11850
0.140 00
0.162 50
0.186 80
0,21150
0.237 20
0.264 60
0.290 90
0.317 90
0.428 20
0.453 90
0.478 70
0.504 40
0.53100
0.553 30
0.577 30

0.000 17
0.000 84
0.002 14
O.00412
0.006 77
0.010 02
0.016 09
0.026 69
0.039 34
0.054 87
0.072 08
0.09121
0.11220
0.135 70
0.160 30

da/du
[mb/(GeV/e)'j

44.5~ 2.0
38.5+ 1.8
32.8+ 1.7
29.4 + 0.9
23.9+ 1.0
21.1+ 1.0
21.0+ 1.0
19.5 + 1.0
19.7+ 1.0
24.0 + 1.2
26.4 + 1.3
28.6+ 1.3
30.0+ 1.4
30.8+ 1.5
178.2+ 9.7
164.8+ 6.4
147.8 + 5.4
126.8 + 6.7
105.4 + 5.1
93.9+4.9
81.0 + 3.4
67.7+ 3.0
57.1+2.3
53.6 + 2.2
44.9+ 1.9
39.9+ 1.8
33.0+ 1.7
30.5+ 1.6
25.2 + 1.4
22.5+ 0.8
20.4+ 0.9
16.7+ 0.9
15.0+ 0.8
15.7+O.9
15.6+ 0.9
18.7 + 1.0
22.0+ 1.1
22.6+ 1.2
27.0+ 1.3
28.0+ 1.4
27.7 + 1.4
33.2+ 1.6-

146.4 + 6.7
139.4 + 4.9
121.0 +4.6
104.3+ 5.4
87.2 + 4.0
81.2 + 3.8
64.9+ 2.7
56.0+ 2.4
49.0+ 2.0
47.1+1.7
43.1+1.5
38.5+ 1.5
31.6+ 1.3
26.5+ 1.1
24.1+1.1

(deg)

134.3
130.2
125.8
121,6
117.4
113,3
109.1
105.1
100.8
80.8
76,8
72.8
68,9
65.1

178,4
176.5
174.4
172.2
170.1
167.8
164.6
160.3
151.3
147.0
142.7
138.3
134.0
129.8
125.5
121.2
117.1
112.9
108.6
104.5
100.4
84.2
80.2
76.3
72.5
68.5
64.7
60.9

178.4
176.5
174.3
172,1
169.9
167;7
164,4
159.9
155.5
151.0
146.6
142.3
138.0
133.6
129.3

cos8

-0.6985
-0.6449
-0.5847
-0.5247
—0.4604
-0.3948
-0.3274
-0.2603
-0.1866

0.1607
0.2289
0.2956
0.3598
0.4212

-0.9996
-0.9981
-0.9953
-0.9908
-0.9850
—0.9775
-0.9639
-0.9415
-0.8772
-0.8390
-0.7955
-0.7468
-0.6949
-0.6398
-0.5806
-0.51S5
-0.4550
-0.3891
-0.3196
-0.2500
-0.1803

0.1005
0.1694
0.2360
0.3002
0.3668
0'.4271
0.4869

-0.9996
-0.9981
-0.9951
-0.9906
-0.9846
-0.9771
-0.9631
-0.9389
-'0.9103
-'0.8746
-'0.8348
-0.7912
-0.7428
-0.6893
-0.6329

do/dQ
(mb/sr}

2.51 + 0.11
2.17+0.10
1.85 + 0.09
1.66 + 0.05
1.35 ~ 0.06
1.19+ 0.05
1.18 ~ 0.06
1.10+ 0.05
1.12 + 0.06
1.36 + 0.07
1,49 a 0.07
1.61 + 0.08
1.70 + 0.08
1.74 + 0.08

11.03+ 0.60
10.18+ 0.40
9.14+ 0.33
7.84+ 0.42
6.51+0.31
5.80+ 0.30
5.01+0.21
4.18+ 0.18
3.53+ 0.14
3.31+0.13
2.78+ 0.11
2.47 + 0.11
2.04+ 0.10
1.89+ 0.09
1.55+ 0.09
1.39+ 0.05
1.26+ 0.06
1.03+ 0.05
0.93+ 0.05
0.97+ 0.05
0.97+ 0.06
1.16+0.07
1.36+ 0.07
1.40+ 0.08
1.66+ 0.08
1.74 + 0.09
1.71+0.09
2.04+ 0.10

10.20 + 0.47
9.71+0.34
8.43+ 0.32
7.27 + 0.38
6.08 + 0.28
5.64+ 0.26
4.51+0.19
3.90+ 0.17
3.42+ 0.14
3,28+ 0.12
2.99+ 0.10
2.68+ 0.10
2.18+0.09
1.84+ 0.08
1.67+ 0.08

Systematic
uncertainty

(%)

2.0
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TABLE II. (Continued)

P
(MeV/c)

T
(MeV) t(GeV/c) ]

do/du
lmb/(GeV/c)'] (deg) cose

da/dQ
(mb/sr)

Systematic
uncertainty

(%)

1145 (1100-1200)

1281 (1200-1400) 649

0.18620
0.213 50
0.242 20
0.270 70
0.302 30
0.331 60
0.363 40
0.485 00
0.515 30
0.544 30
0.574 40
0.603 60
0.628 50
0.655 30
0.678 30

0.000 20
0.001 00
0.002 54
0.004 93
0.008 07
0.012 08
0.019 15
0.031 89
0,047 20
0.065 13
0.085 27
0.109 50
0.134 20
0.16130
0.192 00
0.222 20
0.254 20
0.288 50
0.322 80
0.355 60
0.391 00
0.430 60
0.465 10
0.573 20
a.60650
0.643 10
0.675 70
0.708 70
0.738 10
0.765 60
0.798 50
0.823 50
0'.848 90

0:, 00026
0..001 24
0.003 24
0.00625
0.010 17
0.01521
0.024 40
0.039 73

18.7+ 0.9
17.1+0.5
15.7 + 0.6
12.5 +0.5
12.1+0.5
11.2 + 0.5
12.3+ 0.6
16.6+ 0.7
17.3+ 0.7
20.0+ 0.8
21.8+ 0.9
23.4+ 0.9
25.3+ 1.0
29.5+ 1.1

.31.7+ 1.3.

122.9+ 6.4
99.4+4.6
90.5+ 5.0
77.8+ 4.9
65.8+ 3.9
52.9+ 3.3
45.7~ 2.6
34.8+ 2.2
32.8+ 2.1
28.9+ 1.1
27.2k 1.2
23.5+ 1.1
16.8+ 0.9
16.7+ 0.9
13.8+ 0.8
12.7+ 0.8
11.9+ 0.4
10.1+0.4
8.4+ 0.4
7.7+ 0.4
7.1+0.4
7.2 + 0.4
7.6+ 0.5

10.8+ 0.6
12.3+ 0.6
13.2+ 0.7
15.7 + 0.8
17.9+ 0.8
19.9+ 0.9
23.2+ 1.0
25.8+ 1.2
28,3+ 1.5
31.7+ 1..8

78.2+ 3.9
69.2+ 3.3
53.2+ 3.0
46.8+ 2.9
43.9+ 2.6
34.6+ 2.1
28.3+ 1.6
25.1+1.4

125.0
120.8
116.5
112.3
108.0
103.9
99.8
83.7
79.6
75.8
71.8
67.9
64.1
60.3
56.6

178.4
176.4
174.3
172.0
169.8
167.5
164.2
159.6
155.1
150.7
146.3
141.7
137.4
133.1
128.5
124.2
120.0
115.6
111.5
107.3
103.1
98.9
94.9
82.7
78.8
74.7
71.0
67.1
63.3
59.6
55.6
52.1
48.4

178.4
176.4
174.1
171.8
169,5
167.2
163.8
159.2

-0.5738
-0.5113
-0.4458
-0.3795
-0.3083
—0.2403
—0.1700

0.1103
0.1798
0.2458
0.3120
0.3756
0.4361
0.4951
0.5512

-0.9996
-0.9980
-0.9950
-0.9903
-0.9841
-0.9763
—0.9623
—0.9374
—0.9070
-0.8722
-0.8320
-0.7846
—0.7355
-0.6829
-0.6222
—0.5627
—0.4995
-0.4319
-0.3658
-0.2970
-0.2274
-0.1549
-0.0848

0.1264
0.1945
0.2632
0.3257
0.3896
0.4489
0.5055
0.5643
0.6149
0.6637

-0.9996
-0.9980
-0.9947
-0.9898
—0.9834
-0.9752
-0.9601
-0.9348

1.30+ 0.07
1.18+0.04
1.09+ 0.04
0.87 + 0.04
0.84+ 0.04
0.77 + 0.04
0.85 + 0.04
1.15+ 0.05
1.20 + 0.05
1.39+ 0.06
1.51+ 0.06
1.64+ 0.07
1.77+ 0,07
2.05 + 0.08
2.20+ 0.09

9.97+ 0,52
8.05+ 0.37
7.32+ 0.41
6.28+ 0.40
5.33+ 0.32
4.29+ 0.27
3.69+ 0.21
2.82+ 0.18
2.65+ 0.17
2.35+ 0.09
2.20 + 0.10
1.90+ 0.09
1.35+ 0.08
1.35+ 0.08
1.11+0.07
1.03+ 0.07
0.96+ 0.04
0.82+ 0.03
0.68+ 0.04
0.62+ 0.04
0.57 + 0.04
0.58 + 0,04
0.62+ 0.04
0.87 + 0.05
1.00 + 0.05
1.08*0.06
1.27 + 0.07
1.45+ 0.07
1.61+0.08
1.87+ 0.09
2.09+ 0.11
2.30 + 0.12
2.58 + 0.15

7.64+ 0.38
6.74+ 0.32
5.17+ 0.30
4.56+ 0.28
4.28+ 0.25
3.37 + 0.20
2.74+ 0.15
2.43+ 0.14

3.1

9.1
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TABLE II. (Continued)

P
(MeV/c)

1484 (1400-1600)

T
(MeV)

817

[(GeV/c) 2]

0.059 11
0,08150
0.10740
0.13620
0.166 90
0.202 30
0.237 80
0.275 10
0.31320
0.358 40
0.398 60
0.439 00
0.486 30
0.526 80
0.655 80
0.696 10
0.734 60
0.773 70
0,823 60
0.860 80
0.894 90
0.930 10
0.963 30
0.997 10

0.000 34
0.001 63
0.004 33
0.008 36
0.013 74
0.020 28
0.032 50
0.053 60
0.078 79
0.108 80
0.143 30
0.180 50
0.223 20
0.264 80
0.31310
0.372 60
0.419 60
0.470 50
0.521 90
0.583 60
0.636 20
0.679 10
0.743 50
0.798 60
0.856 00
0.904 90
0.955 10
1.009 00
1.048 00
1.098 00
1.147 00
1.17900
1.230 00
1.268 00

do/du,

[mb/(GeV/c) ']

20.1+0.8
16.3+ 0,7
12.6+ 0.6
9.5+ 0.5
8,6+ 0.5
6.9+ 0.4
5.8+ 0.4
5.6+ 0.3
5.0+ 0.2
4.6+ 0.3
4.1+0.3
4.1+0.3
3.4+ 0.2
3.5+ 0.3
7.2+ 0.4
8.0+ 0,4

10.0+ 0.5
11.4+ 0.6
14.1+ 0.7
17.3+ 0.8
18.7+ 0.8
24.1+1.1
29.5+ 1.5
34.1+2.1

55.6+ 3.3
48.4+ 2.4
42.6+ 2.1
38.3+ 1.9
33.5+ 1.7
28.7+ 1.5
20.2+ 0.9
16.6+ 0.8
13.4+ 0.5
10.6+ 0.4
9.0+ 0.5
6.6+ 0.5
5.9+ 0.4
3.9+ 0.4
4.1+0.4
3.3+ 0.4
2.7 + 0.4
2.5+ 0.2
2.1+0.2
2.0 + 0.2
1.8+ 0.2
1.8+ 0.2
1.8+ 0.2
1.9 + 0.2
2.5+ 0.2
2.8+ 0.2
3.2 + 0.3
4.9+ 0.3
4.3+ 0.3
6.6+ 0.4
8.0+ 0.6

10.7+ 0.7
13.2 + 1.0
16.7+ 1.7

(deg)

154,6
150.0
145.5
141.0
136.4
132.0
127.5
123.1
118.9
114.5
110.3
106.1
101,8
97.6
85.5
81.4
77.7
73.7
69.7
65.9
62.2
58,4
54.7
50.9

178.4
176.3
173.9
171.5
169.2
166.8
163.3
158.5
153.8
149.1
144.4
139.8
135.1
130.8
126.1
12-1.4
117.0
112.9
108.5
104.1
100.0
95.9
91.7
87.6
83.5
79.6
75.9
71.8
68.1
64.2
60.4
56.9
53.3
49.6

coso

—0.9031
-0.8663
-0.8242
-0.7770
-0.7239
-0.6689
—0.6092
—0.5456
-0.4831
—0,4145
—0.3468
-0.2768
-0.2037
—0.1314

0.0782
0.1487
0.2134
0.2814
0.3466
0.4088
0.4663
0.5238
0.5784
0.6303

—0.9996
-0.9979
-0.9944
—0.9891
-0.9822
-0.9736
-0.9579
—0.9303
-0.8972
-0.8581
-0.8128
-0.7634
-0.7085
—0.6532
-0.5892
-0.5211
-0.4538
-0.3889
-0.3171
-0.2429
-0.1733
-0.1027
-0.0302 .

0.0427
0.1138
0.1803
0.2443
0.3116
0.3735
0.4349
0.4937
0.5455
0.5983
0.6485

der/dQ

(mb/sr)

1.96+ 0.08
1,57+ 0.07
1.22 + 0.07
0.93+0.05
0.83+ 0.05
0, 67 + 0.04
0.56+ 0.04
0.54+ 0.04
0.48 + 0.03
0.45 + 0.02
0.41+ 0.02
0.40+ 0.02
0.33+ 0.02
0.34+ 0.02
0.69+ 0.04
0.77+ 0.04
0.95+ 0.05
1.10+0.06
1.38+ 0.07
1.68+ 0.08
1.82 + 0.09
2.34+ 0.11
2.87+ 0.15
3.31+0.20

6.81+ 0.41
5.94 + 0.29
5.23+ 0.25
4.69+ 0.23
4.13+0.20
3.50+ 0.19
2.49 + 0.12
2.02 + 0.10
1.64+ 0.06
1.29 + 0.05
1.09+ 0.07
0.79+ 0.06
0.73+ 0.06
0.46+ 0.04
0.49+ 0.05
0.39+ 0.04
0.32 + 0.04
0.31+0.02
0.26+ 0.02
0.24+ 0.02
0.21+ 0.02
0.20+ 0.02
0.21+ 0.02
0.23+ 0.03
0.30 + 0.03
0.33+0.03
0.39+ 0.04
0.60+ 0.05
0.53+ 0.04
0.81+0.06
0.99+ 0.07
1.30+ 0.09
1.62+ 0.13
2.04+ 0.20

SystematiC
uncertainty

(%)

13.0
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TABLE II. (Continued)

P
(MeV/c)

1729 (1600-2000)

T
(MeV)

1028

t (GeV/c) 2]

0.000 44
0.002 30
0.00590
0.01140
0.018 63
0.027 84
0.044 06
0.072 24
0.107 00
0.147 20
0.192 20
0.246 20
0.298 50
0.358 20
0.43180
0.482 60
0.558 70
0.61430
0.693 80
0.769 80
0.830 80
0.89160
1.047 00
1.098 00
1.16300
1.254 00
1.293 00
1.363 00
1.400 00
1.487 00
1.517 00
1.550 00
1.624 00

do/du
tmb/(GeV/c) ']

37.6+ 2.6
38.8+2.1
32.6 + 1.4
25.8+ 1.2
24.2 + 1.2
18.2 + 1.0
14.4+ 0.7
10.9+0.6
8.6+ 0.3
6.3+ 0.3
5.8+ 0.4
3.8+ 0.3
3.4 + 0.3
2.8+ 0.3
2.2+ 0.3
1.8+ 0.3
1.6+ 0.3
1.3+ 0.1
1.0 + 0.1
1.0 + 0.1
0.8+ 0.1
0.6+ 0.1
0.9 + 0.1
1.1+0.1
1.6+ 0.2
1.1+0.1
1.7+ 0.2
2.7+ 0.3
3.8+ 0.3
3.9+ 0.3
6.0+ 0.5
6.9+0.8
8.9+ 1.0

(deg)

178.2
176.0
173.7
171.2
168.7
166.3
162.7
157.7
152.8
147.9
143.1
138.3
133.6
129.0
123.8
119.9
115.2
111.1
106.5
101.9
98.1
93.9
85.4
81.4
77.6
73.7
69.8
66.0
62.5
58.6
55.0
51.6
48.0

cos&

-0.9995
-0.9976
-0.9939
-0.9883
-0.9807
-0.9715
-0.9548
-0.9252
-0.8891
-0.8471
-0.8000
-0.7467
-0.6897
-0.6289
-0.5569
-0.4980
-0.4265
-0.3594
-0.2836
-0.2064
-0.1403
-0.0677

0.0795
0.1487
0.2151
0.2803
0.3448
0.4060
0.4625
0.5217
0.5738
0.6207
0.6696

der/dO

(mb/sr)

5.81+ 0.40
6.01+0.32
5.00 + 0.22
3.99+ 0.19
3.74+ 0.19
2.83+ 0.16
2.24+ 0.11
1.66 + 0.09
1.32+ 0.05
0.95+ 0.05
0.88 + 0.07
0.58 + 0.04
0.53+ 0.05
0.43+ 0.05
0.35+ 0.04
0.28 + 0.04
0.26+ 0.04
0.19+0.02
0.16+0.02
0.15+0.02
0.12+ 0.02
0.11+0.01
0.16+0.02
0.18+ 0.03
0.26+ 6.03
0.18+ 0.03
0.26+ 0.03
0.42 + 0.04
0.58+ 0.05
0.60+ 0.06
0.90+ 0.09
1.05+ 0.13
1.37+ 0.17

Systematic
uncertainty

(Vo)

19.3

ranges. For c.m. scattering angles between 30'
and 180', the differential cross section was deter-
mined by the number of recoil protons in a counter
telescope. Range was used to reject protons re-
sulting from low-energy beam neutrons and the
thickness of the range material was varied as a
function of scattering angle. Above the inelastic
threshold, range and Cerenkov counters were used
to reject pions and muons. Only the cloud chamber
used magnetic analysis on the protons. All mea-
surements near 180 involved putting the proton
detector in or near the neutron beam downstream
from the scattering target. In some cases, this
might have affected the beam-intensity monitors
which were located farther downstream in the
beam.

We believe that our experiment has some obvious
advantages: a single liquid hydrogen target, a single
detector with magnetic analysis, of the proton mo-
mentum, determination of the incident neutron

energy for each event, and a one-constraint fit to
each event for elasticity. Particularly important
is the simultaneous measurement of a broad range
of angles near 180' (forward protons). All other
workers using electronic techniques necessarily
modified the experimental environment as a func-
tion of proton angle.

Since we do not measure the differential cross
section at all angles, we cannot normalize to the
total elastic cross section as do most other ex-
perimenters. Such a procedure involves a separate
experiment with a neutron detector at forward
angles, the adjustment of relative normalization
to reconcile the separate measurements in over-
lapping regions, and an overall normalization fac-
tor to make the area under the differential cross
section curve agree with the total cross section.
The region of overlap may be near the useful limit
for each of the detector types. An error, e.g. , in
the angular dependence of the neutron detection
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efficiency, could distort the entire curve in order
to produce the correct total cross section. The
value of the total cross section used in Ref. 44 is
probably 5 mb low, but all other experimenters
have adopted values we consider accurate.

In order to normalize our data, we chose to
determine the absolute flux of the incident neutron
beam as described in Sec. IIIG. Larsen, "using
a somewhat different technique, was the only other
worker to attempt this, and his normalization is
only about one standard deviation different from
our s.

The comparisons summarized in Table III are
based largely on graphical comparisons. In some
cases, we have also attempted to fit identical func-
tions, except for a normalization factor, to the two
data sets. The procedure was to fit a curve of the
form

dv/du = Ae""+Be "+Ce1'

to our data and minimize y' with respect to the
parameters. Where only backward data were in-
volved, the last term was dropped. The param-
eters were then fixed and a normalization factor
was adjusted to minimize a y' comparison with the
other experiment. When very bad fits were found,
the points at or near 180'were dropped and the fit
was attempted again. Significant improvements
were found. This certainly confirms the observa-
tions made in Ref. 24; the shapes of these curves
are different, with our data showing a significantly
sharper peaking near u =0. No conclusions should
be based on the absolute values of X' mentioned
here for two reasons. First, the fitting function
itself has uncertainties not included in the last
stage of the calculation. Second, there are corre-
lations in the data themselves which have not been
accounted for. For example, some data show dis-
continuities at the boundary between regions cov-
ered by different detectors. We have attempted
here only to support our visual observations. In
general data which seemed to agree reasonably
well showed y' per degree of freedom less than
2.0. Those with obvious poor agreement yielded
values greater than 5.0.

C. Energy dependence of the cross sections

Graphs of the s dependence of the intercept and
slope of the differential cross section at u= 0 were
presented in Ref. 7. A paper by Londergan and
Thaler" pointed out that the general features of
this energy dependence which are evident from
our data were already present in the n-p phase
shift analysis. They showed that the structure is
contained mostly in the spin-singlet amplitude,
which indicates that the one-pion exchange is in-
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FIG. 13. n-P charge-exchange differential cross sec-
tions measured in this experiment. The arrows at the
higher momenta indicate the position of 90 in the
center-of-mass system. The quantity u is the square of
the four-momentum transfer between the incident neu-
tron and the outgoing proton.

volved.
In fact it has long been accepted that the exis-

tence of the peaking is due to an interference be-
tween the one-pion-exchange part of the amplitude
and a "background" amplitude which is slowly
varying in

L
u L. The exact nature of this background

is not understood. Two models which produce
satisfactory results at high energies differ in the
details of the background amplitude. These are
the droplet model" and the strong-cut Regge ab-
sorption model. "

Additional information can be obtained by exam-
ining the s dependence of quantities similar to the
intercept with u fixed at other, nonzero, values.
Data from other experiments have been included
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in these studies (Refs. 9, 12, 13, and 41—51). In
Fig. 14(a) we plot the dimensionless quantity

(hc) '(—t+ m, ')(-u+ m, ') vs (s —4M') .
(4.1)

This is approximately proportional to the quantity
plotted in Ref. 7 and displays the features observed
there.

The function plotted is roughly independent of t
and u in both shape and magnitude. Thus the fea-
tures revealed in our earlier paper persist in the
data up to -u = 0.44 and perhaps higher. This sug-
gests that the source of the energy-dependent
effect is not the one-pion-exchange contribution
which is most important only in the region where
-u& 0.02.

I I I III(
IO—
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5—20—
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—IO
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D. Comparison with total cross-section data

It is useful to consider the energy dependence of
the difference between the proton-proton and neu-
tron-proton total cross sections in connection with
charge exchange scattering. Let us consider the
optical theorem as it is usually applied to nucleon-
nucleon scattering. We use a shorthand notation,
f, , to represent the forward scattering amplitude
in a particular spin state j for isotopic spin I.
The c.m. momentum is A. Then unitarity yields
the following rel" tionship between the total cross
section and the spin-averaged forward scattering
amplitude fI:

0
20 — 0

0

00
IO— 00

u=p
—~ This experiment

0Scanlon et al. Ref. 5l

&Miller et al. Ref. I2
o Engier et al. Ref, l3

. 2—
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The forward differential cross section is given by

da'pp 7T do'pp

~=o & d~ e o

= q. Qlfgl'

Similarly, for neutron-proton scattering

(4.3)

FIG. 14. (a) A graph of the dimensionless quantity
(kc) (-u+ m )(—t + m )(do/du) vs (s-4M ) for vari-
ous values of u. To an accuracy of order of the experimental
errors, all the data are represented by a single function
of s. (b) A graph of the square of the difference in total
cross sections as a function of (s —4M ). (See text for
discussion. )

a„~ = —Im-,'(f'+ f'), (4.4)

(4.5)

It is a simple matter to combine Eqs. (4.2) and
(4.4) to yield

4w
o~~ —o„~ = —Im-,'(f' —f') . (4.6)

In each state of well-defined total spin (singlet or
triplet), the I = 0 and I= 1 amplitudes are relative
$y antisymmetric about 0= —,'m. This allows us to
write

(4.7)

Qn a purely formal basis, the relationsh'p between
the total and differential cross sections expressed
in Eqs. (4.6) and (4.V) is as valid as the more com-
monly applied versions of Eqs. (4.2)—(4.5). This
gives us a "backward optical theorem. " For prac-
tical purposes, it is less useful than the forward
versions. There, the positive-definite imaginary
parts of the amplitudes add to give the dominant
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contribution to the differential cross sections. In
the backward direction, they tend to cancel, yield-
ing greater relative importance to those parts of
the amplitudes not determined by the optical theo-
rem. However, it still may be rewarding to look
for correlations between dramatic energy depen-
dent effects in these equantities.

In Fig. 14(b), we have plotted the dimensionless
quantity

(4v) '(hc) 'm, '(s —4M')(o, ~
—v„~)' vs (s —4M')

(4.8)

using data from Refs. 40 and 52. The coefficients
were chosen to normalize this function in the same
way as the u = 0 data of Fig. 14(a). The difference
in the total cross sections shows a zero at the
same energy as the deviation from smoothness in
the charge-exchange cross section. No definite
conclusion is forced on us, since it is possible
for the average backward amplitude to be zero
simply because of an accidental cancellation of
the individual amplitudes. We merely suggest
that there may be a connection. It is likely that a
full phase-shift analysis is needed to confirm this.
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