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An investigation is made of the effects of an indefinite number of coupled channels on two-particle ampli-
tudes. Central coupling, chain coupling, and combinations of them are considered. Some results are general,
while others depend on a generalized potential model. The existence of strong resonance-producing effects
is related to zeros of the S matrix. Forms of Levinson’s theorem are found for both the amplitude and S-
matrix phases. It is shown that if the effective number of coupled channels increases linearly with the energy
that (1) the partial-wave S matrix can vanish asymptotically (the usual result is that Sz — 1); and (2)
Regge trajectories rise asymptotically as the square root of the energy. Special results of the MacDowell
symmetry are noted for a finite number of coupled channels. With respect to a special (boundary condition)
model it is found that Regge trajectories which cross the origin near L=1% should have much larger slopes
than those crossing the origin near L =1, in agreement with observation. Regge cuts result from the coupling

of effective three-body channels.

I. INTRODUCTION

EVERAL investigations have been made of the
effects of interchannel coupling on the analytic
properties of scattering amplitudes. In addition to
discussion of the inelastic branch points! it has been
shown that zeros are introduced on the physical sheet?
and that asymptotic behavior is affected.® Important
experimental features in one channel may be due to its
coupling to other channels. Some resonances have been
attributed to the attraction contributed by closed
channels,*® while coupled-channel models are naturally
suggested by very inelastic resonances.®*® The majority
of calculations of strong interactions among elementary
particles have ignored interchannel coupling. The reason
for so doing has sometimes been a conjectured dispersion
relation for phase shifts.’+2 This paper demonstrates
the generality of the strongly energy-dependent, often
resonance-producing, effects of strongly coupled chan-
nels. It explores the effects of coupling on the analytic
structure of amplitudes, showing how the physical
effects of coupling have been underestimated by con-
jectured dispersion relations, and detailing the effects
on zeros, poles, branch points, and asymptotic behavior
in the complex energy and angular momentum planes.
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Several qualitative features are demonstrated in a
general way. Our quantitative results depend largely
on a simple model which has previously been shown to
conform to the important features of strong inter-
actions,® including multichannel unitarity and analy-
ticity in the finite-energy plane.

In Sec. II the strongly energy-dependent effect of a
coupled channel is shown to extend through the major
part of the region between elastic and inelastic thresh-
olds. Only the dispersion relations for amplitudes and
some empirical features of the mass spectrum are used
in establishing this result. This implies that a strongly
coupled channel may easily cause a resonance (or a
bound state) far below its threshold, not only an inelas-
tic resonance above its threshold. This is a much more
general mechanism than that of Dalitz and Tuan? which
depends on the two particles in the higher-mass coupled
channel having sufficient attraction between them to
bind them in the absence of the lower-mass channel.

In Sec. III we review the basic equations of the model
which we will use here to illustrate the qualitative
features and to obtain quantitative predictions. The
full boundary-condition model (BCM), from which the
present model is taken, has been shown to contain a
representation of the usually assumed features of quan-
tum-relativistic particle theory.* More important,
reason was given for expecting that the simplification
of energy-independent boundary conditions closely
approximated the results of very strongly interacting
particles. At least in one case agreement with data
has been sufficiently detailed to substantiate the
adequacy of the BCM with field-theoretical potential
tails internally bounded by energy-independent bound-
ary conditions. At times we make the further simplifica-
tion of neglecting the potential tails, thereby ignoring
the unphysical cuts in the amplitude. We will refer to
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F16. 1. Lowest-order effect of a coupled channel on elastic
scattering. Vi2 and fi» represent the interchannel coupling
potential and boundary condition.

this version as the SBCM, or simple BCM. Many
results are obtained with the inclusion of a diagonal
potential matrix, where only the interchannel coupling
potential tails are being ignored. This we refer to as the
SIBCM. The energy-independent matrix boundary
conditions (acting on many-channel wave functions)
alone can give a good representation of the elastic and
inelastic physical cuts. While the omission of the po-
tential must considerably effect quantitative results,
especially at low energy, the SBCM has been shown to
represent some multichannel systems very well at low
and intermediate energies.5—10:15.16 At high energies the
potential tail will decrease in importnace relative to the
boundary condition. We expect that the SBCM is a
good approximation for the present purpose of investi-
gating the effect of inelastic thresholds at intermediate
and high energies. Section III reviews the implemen-
tation of the SIBCM for an indefinite number of
coupled two-particle channels. More than two particles
in a channel are handled in the quasi-two-particle
approximation in which at least one of the two particles
is unstable, and consequently has a mass distribution.

For a finite number of channels the energy-inde-
pendent BCM predicts exponential asymptotic be-
havior of amplitudes, although Mandelstam behavior
is obtained in finite regions. In Sec. IV we show that
Mandelstam behavior at infinity for partial-wave
amplitudes may be restored if an infinite number of
channels are coupled provided the effective density of
thresholds increases linearly in the asymptotic region.
It is further shown that in this case it is the partial-wave
S matrix which vanishes asymptotically, rather than the
partial-wave amplitude vanishing as in other models.?

15 H. Goldberg and E. L. Lomon, Nuovo Cimento 37, 953
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In Sec. V the appearance of a CDD pole!” with each
new coupled channel is noted. Each CDD pole is shown
to cause a pole and a zero in the amplitude. The result-
ing version of Levinson’s theorem'® is described. It is
also noted that complex CDD poles are obtained in a
channel which is coupled to another channel, which in
turn is coupled to a third channel.

Zeros are also produced on the physical sheet of the
S matrix. This has important consequences for the
formulation and use of dispersion relations for phase
shifts. These consequences are shown in Sec. V to
invalidate earlier conclusions concerning the weak
effect of inelasticity.!?

Section VI investigates MacDowell symmetry!519
in the SIBCM and shows that it is sensitive to the
inelastic cuts. Certain simple relations among the
amplitudes on which MacDowell symmetry is imposed
are found to hold above inelastic threshold.

The behavior of Regge-pole trajectories in the single-
channel SBCM has been previously explored.?0 The
behavior in a coupled-channel SBCM is analyzed in
Sec. VII. The slope at threshold predicts the qualitative
difference of the Pomeranchon slope from that of the
other leading trajectories. The most interesting feature
is the asymptotic behavior under the conditions of in-
finitely many channels derived in Sec. IV. Under this
condition the Regge-pole trajectories are shown to
rise at the rate of (total energy)'/? (rather than quad-
ratically as extrapolated from present data). The imagin-
ary part increases at the same rate as the real part.

While two-particle channels lead only to poles in the
! plane, it is shown in Sec. VII that cuts appear when
three-particle channels are included. The slope of the
branch points’ trajectories at zero total energy is ex-
amined and is found to decrease to zero with increasing
threshold mass of the three-particle channel. The slopes
of the branch-point trajectories therefore accumulate at
zero, at momentum transfer squared /=0 when one
considers crossed-channel amplitudes. This implies an
asymptotically constant diffraction peak width and
total cross section, consistent with present evidence.
It is conjectured that accumulation of these branch
points may represent the effects usually attributed to
the Pomeranchon trajectory.

Finally, in Sec. VIII, we summarize the results of
this paper.

II. DIRECT INELASTIC CONTRIBUTIONS
ON THE PHYSICAL CUT

We consider the dispersion relation for a partial-wave
amplitude A.z(s), where « represents all the quantum

7 L. Castillejo, R. H. Dalitz, and F. ]J. Dyson, Phys. Rev. 101,
453 (1956), hereafter referred to as CDD

18 N. Levmson Kgl. Danske Videnskab. Selskab, Mat.-Fys.
Medd. 25 No. 9 (1949)

19 S. W. MacDowell, Phys. Rev. 116, 774 (1959).

»V. N. Gribov and I. Ya. Pomeranchuk Phys. Rev. Letters
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1 COUPLED-CHANNEL AMPLITUDES

numbers of the channel other than the orbital angular
momentum L, and s in the square of the barycentric
energy. The inelastic cut due to a channel o’L’ with
threshold S; will contribute a term to the dispersion

relation
1 ® pa’L’,aL(sl)
AAaL=—/ —_—ds’. 1)

T J e §'—s
This term arises from the process of Fig. 1, so that by
unitarity

Pa'L’,aL(sl)z l <a’L,laL>|2l (2)

which is positive definite. The contribution of Eq. (1)
will induce changes in the discontinuities across the
unphysical (s<s,) and elastic (s>s.) cuts, effecting
higher-order contributions of the coupling to the ampli-
tude. In the physical region the effect on the amplitude
of the alteration in the unphysical cut is small and,
because of the separation of the regions, its effect on
energy dependence is even smaller. The change in dis-
continuity on the elastic cut is just the effect in which
we are interested. This change in the elastic discontinuity
can modify but not cancel the effect of Eq. (1), because
then the change would itself be cancelled. It follows
that the behavior of A4 in the physical region is a
measure of the effect of the coupled channel.

The threshold behavior of the production amplitude
(¢’ L’|aL) leads immediately to the expected cusp in 4.z
at inelastic threshold.l:¢ We shall not repeat that simple
analysis here. However, the amplitude of the cusp is not
large; thus it is an unimportant physical characteristic,
difficult to discern with available resolution. The con-
tribution A4,z of Eq. (1) contains other, much more
important, effects over large energy ranges. The most
obvious is the onset of inelasticity, but the most im-
portant is below threshold.

When s<s;, the denominator of the integrand in Eq.
(1) is positive definite, so that A4 .z is always atiractive.
FFurthermore, as s approaches s; from below, the denom-
inator decreases for all s’, so that A4 .1, grows as thresh-
old is approached. The increasing attraction so induced
in the partial wave by the higher-threshold coupled
channel is characteristic of a resonance amplitude.
If the numerator is of normal strong-interaction magni-
tude a resonance of moderate width may well occur,5-8:16
depending on the amount of attraction or repulsion in
the background terms. It should be noted that this
resonance mechanism does not depend on attraction
in the higher-mass channel (acting as in Fig. 2) such
that the channel would be bound in the absence of its
coupling to the lower-mass channel. The latter mechan-
ism* produces a narrow resonance near the energy at
which the bound state would have appeared. Such a
quasi-bound-state mechanism, is of course, much more
special than the resonance-producing effect discussed
above. It has been shown that the general coupled-
channel mechanism is sufficient to produce the
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F16. 2. Lowest-order effect of diagonal interaction in the second-
ary channel. Vs and fi» represent the interchannel coupling po-
tential and boundary condition. V3 and fs represent the diagonal
p}c:tentilal and boundary condition acting in the intermediate-state
channel.

Y *(1405) resonance!®® without invoking the quasi-
bound effect for that resonance.*

If most of the contribution to the integrand of Eq. (1)
is from near inelastic threshold, the energy dependence
of Ad,r is as fast as (s—s;)~1. However, {(o/L’|aL) will,
in general, peak at a value of s” determined by the range
R of the interaction, such that (with Z=c=1)

(s’ —s)i2m (QL/'+1)R-1= 2L +1)p,

where u corresponds to the mass of the exchange
particle determining the range of the production re-
action. The energy dependence implied is

Adgp o< [si+(2L +1)%u2—s T 3)

As expected, the larger the range, the stronger the
induced energy dependence.

Given more or less equal strong-interaction weight
functions, the contribution A4,z will become more
important in the elastic region than the contribution
of the unphysical cut (exchange force) when

s—su>s—[si+ QL +1)2u2], 4)

where s, is the threshold of the unphysical cut (s, <s,).
It follows that the inelastic contribution is likely to be
important in the range from about s; down midway
between s. and s;, and may still be of some importance
in the vicinity of elastic threshold s..

We remark that the form of Eq. (1) can easily be
understood in perturbation theory. If {(a’'L’|al) is
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approximated by a perturbation matrix element (e.g.,
a simple particle-exchange contribution) then Eq. (1)
reduces to a second-order Born expression, which is
well known to be attractive in the elastic region.
Similarly, higher-order terms in the Born series expan-
sion of Eq. (1) representing iterations of Fig. 1 are of
even order in the transition matrix element, leading to
attraction.

III. MODEL

In Ref. 13 it is shown that the Schrédinger amplitude
generated by a superposition of Yukawa potentials and
a homogeneous boundary condition at a core radius 7,
is a general representation of relativistic amplitudes
with the normal singularities in the finite-energy plane.
The boundary condition need have at most real poles
of positive residue in the energy plane (a generalization
of the Wigner causality condition) and in this form
defines the BCM. It was further shown in Ref. 13 that
strong contributions from the double-spectral-function
region closest to the s axis (in the st plane, where £ is
the momentum transfer squared) tend to make the
boundary condition energy-independent. This part of
the spectral function begins at values of ¢ corresponding
to two-particle exchange, so that the boundary con-
dition is expected to approach energy independence
at the equivalent interaction radius. The BCM is
usually applied in its energy-independent form to
strong interactions.

If the energy-independent form is to be appropriate
in the case of strongly coupled channels, it is necessary
to use matrix potentials and boundary conditions of a
dimension sufficient to include the important channels.
This coupled-channel form may be reduced to a one-
channel equation by elimination of the other amplitudes,
leading to an energy-dependent interaction term.5—10.16
This term generates the amplitude dependence discussed
in Sec. II, explicitly introducing new singularities and
zeros into the amplitude.

The potential of the BCM, which may be deduced
or at least restricted?? theoretically, is the appropriate
long-range part of strong interactions. As such, it is
important to the energy dependence at low energies, and
to the angular dependence at small angles. However, its
effect is unimportant asymptotically with energy, and
it adds no new features at inelastic thresholds, the two
main regions of interest in the present investigation. For
the sake of obtaining simple quantitative results we
will sometimes ignore the potential tail and use only the
constant matrix boundary conditions, the SBCM. How-
ever, our analytical results follow without complication
if the diagonal part of the potential matrix does not
vanish. When only the #nterchannel potentials are

2t M. H. Partovi and E. L. Lomon, Phys. Rev. Letters 22,
438 (1969); M. H. Partovi, thesis, M.L.T.,; 1969 (unpublished).

2W, W. S. Au and E. L. Lomon, Nuovo Cimento 31, 113
(1964).
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assumed to vanish, the nomenclature SIBCM will be
used.
In the BCM the amplitude ¥ is defined by

rod¥/dry=F¥ (ro). (5)

¥ (r) is a column matrix with components ., (*), func-
tions of the two-particle separation 7, and f is a square
matrix with constant, real symmetric, components fi;.
The indices 4, 7, run over the V channels whose coupling
is important to the energy dependence of a certain
reaction in some energy region. Channels with distant
thresholds will only renormalize the constants f;; of
low-mass channels. The #47(r), r>7ro, are the radial
wave functions in the external potential. It follows that
in the SIBCM, for »>7,,

Uar(r) =AorJ = (K3)+BarJ (K 1), (6)

where J~ and J 1t are, respectively, the incoming and
outgoing Jost functions® in the diagonal potential V7,
K is the relativistic relative momentum in the channel,
and the 4,1, Bar are to be determined by Eq. (5) and
experimental conditions concerning incoming and out-
going channels. In the SBCM, V,z=0 and we have

T (Kyp)=rhy®(Kr), Jit(ky)=rhyW(Kr), (7)

where the /4™ and /.® are the spherical Hankel
functions.

The a;L; will be connected by strong selection rules.
The combination of threshold positions and selection
rules will usually lead to only two or three channels
being of importance in a finite-energy application. As
one would expect, one must consider an infinite number
of channels to obtain the asymptotic energy behavior.
The introduction of new singularities at finite energies
may be studied by the addition of one new channel at
a time.

If the incoming channel is designated by i=1, then
the S matrix in the SIBCM is defined by

Uar,(r) =Ki V[ J 1, (K1) +SuJ 1t (Kyr)]  (8)
and

Ui, =K1251,J 1 (Kiy), i=2,...,N 9)
where the channel momenta K; (i=1, ..., V) are fixed

by the total energy W and the channel masses My
and M,p (particles 4 and B, respectively),

W= (Ki2+MiA2)ll2+ (Ki2+MiB2)1/2 . (10)

The flux nomalization factor K;'/2 together with the
symmetry and reality of the f matrix ensure the unitarity
of the S matrix; i.e., above elastic threshold,

N
Z ISlil2=1.

=1

(11)

This is proven in the Appendix.

% Roger G. Newton, Scatlering Theory of Waves and Particles
(McGraw-Hill Book Co., New York, 1966), p. 334, footnote.
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(a) For the two-coupled-channel system the matrix
equation (5) represents two coupled equations. In the
SIBCM, using Eq. (9), the second of those coupled
equations leads algebraically to

fmUa L (7’)
K2“1’2Sm= e (12)

7o(d/dro)[J s+ (Koyr) 1= fosT 15t (Kagro)

Equation (12) can then be substituted into the first
of the coupled equations to give

70dU ay1,/d¥ o= fettUayr,(rc) , (13)
with
fose=1 il (14)
eff = 11— ——
Forrb05+ (K3)
where
7o d]],ii (Ki,f’o)
giﬂ:(Ki) = . (15)
JLii(Ki,’l’o) d1’0
Inserting Eq. (8) into Eq. (13), one solves for
A feff+0 ’—(K )JLM(K 77)
Su=nue?= : - : 2 (16)

SoteH017 (K1) T L,H (K 1,70) .

The Jost functions required are calculated by integration
of the Schrodinger equation from their asymptotically
defined values to 7o with the diagonal potential appro-
priate to the channel.

The analytic properties of the Jost functions—and
therefore of the ;% functions—are well known? provided
the potential is a superposition of Yukawa potentials.
Branch points are present in J = at K;=F3iM,, where
M., is the smallest “exchange mass’ represented by the
Yukawa-potential distribution. Zeros of the J;;* (and
therefore poles of the ;) exist only for ReK;=0 or
ImK;<0. A zero at ReK;=0, ImK;>0 represents a
bound state of the ith channel at the pole if f;;—.
(This is the same as a hard-core potential at #7o. In known
cases the potential beyond 7, is not sufficiently attrac-
tive to bind.) If f;; is finite, then a more deeply bound
state or Dalitz-Tuan resonances in other channels are
induced by such a pole. Poles at ImK ;<0 may produce
resonances in the 7th channel.

For our purposes the important properties of the
Jost functions are

T (Kiro) =J i (=K, 70) (1

(18)

and
T (—K*, ro) =T 1=(Kiro).

Equation (18) establishes that Jp* and therefore
the 6;%, are real when K; is imaginary. Equation (17)
shows that the Sy; of Eq. (16) has modulus unity when
Kisreal and fes: is real; according to the above reality
condition and Eq. (14), the reality of fes is assured
when K, is imaginary, leading to the expected S1*
=S1"! between elastic and inelastic threshold.
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Above inelastic threshold the sign of Im@;* is impor-
tant to unitarity, and can be easily established by using
the asymptotically evaluated Wronskian

d
WicHJ o ]=J (K ,’o);i——f (K,ro)
Yo

d
—Jr- (K,?’o)g—]L"'(K,ro) =—2K, (19)
0

7
from which
roW 2iKr,
-_ =0L—_0L+= . (20)
Jti JtJ
Using Egs. (17) and (18) we have
Jr (Kp)=[J*(K»)]* for K real (21)

and a similar result for the 6% functions, so that Eq. (20)
becomes

Im@,*= <0, K real. (22)
Tt
Similarly,
Im6;~>0, K real. (23)
Applying Eq. (22) to 65+ we have from Eq. (14)
Imfeffs 0. (24)
Because of their signs,
[T (forrt-01) | < [ Im(feert-011) |, (25)
so that Eq. (16) leads to
|S1|<1, K,and K, real. (26)

The above unitarity property is proven for the general
case in the Appendix, but we have seen directly how it
arises in the SIBCM from the reality properties of Jost
functions.

Because the threshold properties (K;— 0) of the
Jost functions are similar to those of the Hankel func-
tions, Ort(Kro)~ (Kr¢)?Lt, the elastic and inelastic
threshold properties of S11 follows from Eq. (16) in the
same way as in the Appendix of Ref. 10.

We now turn to the distribution of .S-matrix poles
in the SIBCM. If at a pole of Sy, integration of the
Schrodinger equation for the first channel would lead
to Eq. (3.18) of Ref. 13, which excludes, when ImK;>0,

(Im fort/ReK1) <0. @27)

Thus if Imfess<<O there are no poles of the .S matrix
for ImK;>0 unless ReK;=0. The fot of Eq. (14)
can easily be seen to satisfy Eq. (27) for ImK;=0
because feosr is real below the inelastic threshold, and.
satisfies Eq. (24) above inelastic threshold. The satis-
faction of Eq. (27) by fet: can now be extended to the
whole physical sheet (ImK;>0 and ImK,>0) by the
properties of the decoupled second channel. The expres-
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sion (fas+0st) in fesr would be the denominator of Ss.
if f1o— 0. Because fy is a real constant the results of
Ref. 13 apply and (fs2-6:") cannot have a zero for
ImK,>0 unless ReK;=0. This implies that Imé,*
cannot have a zero unless ReK,;=0, since otherwise one
could choose fs2 s0 as to satisfy (f:2FRefs*)=0 at the
zero of Im@s+. Consequently, starting from positive
(negative) values of K, and going throughout the first
(second) quadrant of the K, plane, Im@,* has the same
sign as on the real axis. Therefore (Imfy*/ReK;) <0
when ImK,>0 and ReK,#0. This implies that Eq.
(27) is satisfied, sufficient to disallow unphysical poles
Of S 11. N

We now turn to the quantitative behavior of the
poles of Si1. Since this depends on the details of the
potential tail, we begin with the SBCM and then con-
sider the modification caused by a potential. In the
SBCM the Jost functions are expressed as Hankel
functions [ Eq. (7)] and 6;£— #0,%. Well-known proper-
ties of the Hankel functions at threshold (K;=0) give

H)+(0)=L; (28)
and for k=1X, X>0,

d
——[H0¢+(K17’0)]>0 (29)
ax

because vk ® (1y) =i L 3SL(y)e ¥, where Sp(y) is a
polynomial in y~! with positive coefficients. These
equations show that fer has at most one pole for Xz>0,
and that only if fggé —.Lg. If f22= —Lz the pole is at
threshold, and then the pole moves to larger X, as fo,
decreases. Such a pole in fes: is often called a “quasi-
bound” state, because the second channel would be
bound at that X, if fi»— 0. Equation (16) shows that
a pole of S11 will occur in the vicinity of a pole in fes
(how near depends on the fi; which determines the
residue of the pole in ferr). The pole in Sy; will either
be just below the real K axis leading to a resonance in
the first channel (the Dalitz-Tuan mechanism?) or, if
the value of X, at the pole in fes is large enough, it
will be a true bound state of the first channel.

If an attractive potential tail is present, it will in-
crease the value of X, at which there is a pole, while a
repulsive tail will decrease that X, and may remove the
pole from the quasi-bound region X»>0. If the potential
is sufficiently attractive to bind channel 2 with a hard
core at 7o it will cause a pole in 85 (Ks,70) for Xo> 0, thus
inducing a pole in fess and Sz in that region—another
source of the Dalitz-Tuan quasi-binding. Similarly, one
would have # or n+1 poles in fefr when there are #
poles of 857 (Ks,7o) for Xs>0. More than n+41 poles in
fets would imply an oscillation of 8, along the imaginary
K, axis. The oscillation of 8, would cause “bound-
state’ poles of the wrong signature in .S», (uncoupled)
unless the numerator of Sy provides compensating
changes of sign. Since Ss; has been shown to be free of
disallowed singularities, this would restrict the number
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of poles of ferr to #+1 except under unusual circum-
stances. We have not investigated to see if these unusual
circumstances exist.

Having established the strongly attractive, strongly
energy-dependent effect of the Dalitz-Tuan mechanism
when (fs9+4-6:%) has a zero for X;>0, we now confirm
that strongly energy-dependent attractive effects persist
when there is no such zero, as predicted more generally
in Sec. II. For X,>0 in the SBCM,

Nits
f22+H02+(K2,1'o) .

If fas> —Ls (so that fers has no poles on the physical
sheet) the denominator in Eq. (30) is positive and
increasing with X, due to the monotonic properties of
Hpyt. It follows that fets< f11, 1.€., more attractive than
the uncoupled first channel, and that this attraction
increases as the inelastic threshold (K,=0) is ap-
proached from below. If

fi?
JortLo

then there will be a resonance in .S1; below inelastic
threshold (or a bound state of Sy if the inequality is
large enough). This resonance mechanism is less special
than that of Dalitz-Tuan and may easily occur in a
strong interaction. The second channel does not have to
be quasi-bound and may even be repulsive. Only for
very strong repulsion in either channel (fas or fi1>>Ls)
does it become very unlikely that the inequality (31)
will be satisfied by reasonable strong interaction values
of f12.

Apart from the resonance condition, Eq. (30) shows
that fere will be strongly energy-dependent provided

J1o¥/ | fool R | fua -

The energy range over which the strong variation takes
place is determined by #6,*: Below inelastic threshold
it decays exponentially with range AX,=r!, while
above inelastic threshold it reaches its maximum at
at Ko~ 1(2L-+1). Since 7y is determined by the ex-
change-particle masses, this energy dependence is in
agreement with the more general deductions of Sec. II.
The addition of potential tails would require that #6,+
be replaced by 65+ in Eq. (30). This would alter the
right-hand side of the inequality (31), and lead to small
quantitative alterations of the above conclusions.

(b) We now consider N centrally coupled channels.
If channels ¢=2, ..., NV are all coupled to channel 1,
but not to each other (f;;=0unless i=j,i=1, or j=1),
we obtain by straightforward elimination of the out-
going channel equations (5) in the SIBCM :

% fliz
Jett=J1 = fu_f_e['"(Ki).

Jett=fu— (30)

Ju— <=L, (1)

(32)
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This represents the direct effect on channel 1 of the
opening of an indefinite number of coupled channels.
Equation (32) is appropriate for the investigations of
asymptotic behavior.

(c) Coupling to an wunstable particle can be repre-
sented by an extension of Eq. (32). One of our coupled
channels may be a quasi-two-particle channel in that
one of the two particles may be unstable. Apart from
an expected weak angular dependence in the many-body
phase space, the final state can be parametrized by the
isobar (resonance) mass distribution m. We can then
simulate the effect of this many-body state®!® as a
continuum of two-body states connected to the initial
channel. The weight factor p(m) is proportional to the
high-energy production cross section for the isobar,
and is usually given by a Breit-Wigner distribution.
Apart from a normalized p(m) the interchannel coupling
is represented by a constant D such that f2(m) =Dp(m).
Converting the sum in Eq. (32) to an integral over m,
we have

00

f =f —D/ _M_
o " My f22+02+(K2(m))’

where M, is the threshold mass of the decay products of
the isobar.

A simple calculation of S1, shows that at high energy
[where all other energy dependence is slow compared
to that of p(m)] the production cross section is propor-
tional to p(m) as required. At energies close to the
inelastic threshold compared to the half-width of p(m),
the energy dependence of the ;+(K») function, and to a
lesser extent of the 6;=(K;) functions, will distort the
production cross section. Such threshold effects are
expected, and have been compared to experiment.’-10.24

(d) We define a set of N chain-linked channels as one
in which the ith channel is only coupled to channels
(i—1) and (441). Then Egs. (5) lead immediately to a
continued fraction solution for the effective boundary
condition in channel 1, viz.,

(33)

for=1 il (34)
off=fu— ————,

Saz,ett 0 (K2)
where F

5 i1
Jiiyets=fii— (3%)
firvitt ettt 0iprt (Kiga)
ending with
Inn,eii=fan (36)

if there are IV channels altogether.

Chains of the above type can clearly be inserted at
any point into a centrally coupled system. One need
only replace any fi; in Eq. (32) with an fi e of the
type of Eq. (35), provided none of the channels in a
chain is the same as a channel represented by another
term of Eq. (32). Thus a very large class of coupled-

2 M. Krammer, Nuovo Cimento 53, 762 (1968); Filippas ef al.,
bid. 51, 1053 (1967).
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channel problems can be handled just as one channel,
by replacing fi; by an fes.

IV. ASYMPTOTIC BEHAVIOR OF PARTIAL WAVES
IN THE ENERGY PLANE

The single-channel BCM partial-wave amplitudes
have Mandelstam-type analyticity in the finite-energy
plane but have an essential singularity at infinity.!
The asymptotic behavior of the Jost functions guaran-
tees that Eq. (16) gives

Iim Sllz (_ 1)L1+le—-21'K1ro‘
K1->0

(37)

(Note that this differs by a phase of 7 from the hard-
core case.) For any finite number of coupled channels
lim g, e fore= f11 [as the 6+ =0(K,) as K1— = ], so that
the asymptotic behavior of .Sy is unchanged.

This essential singularity can only be avoided for a
finite number of coupled channels by making the bound-
ary conditions energy-dependent. The exponential
singularity at infinity in Eq. (37) can obviously be
avoided if 7o(K1)=0(1/K;) as K;— . Alternatively,
as discussed in Ref. 13, one may keep 7, constant but
set

Iim fll(Kl) = hm (01+J1+—01~Jl—<) (Jl—-’_]l-'-)-‘l

Ki1-»>0 K10

= -—Km] tanKﬂ'o ) (38)

for instance by Eq. (3.32) of that reference. This will
guarantee limg,,,S11=1, using Eq. (16). Note that
fu(XKy) given in Ref. 13 satisfies the Wigner causality
condition df11/dE1S 0.

While the above is possible, Eq. (38) lacks motivation
while the asymptotic shrinking of 7, would beg the
question by leaving open the description of the very
nonlocal interaction expected at short range. Instead
we note here that the opening of more and more chan-
nels at high energy (which can always be mediated by
medium-range interactions) provides an alternative
way of cancelling the essential singularity at infinity.
Asymptotically,

all 07~ (K o) — +iKr,. (39)
Therefore if
f ett—> —1iKry,

(40)

it follows from Eq. (16) that Sz — 0.

We now seek the coupling conditions that lead to
Eq. (40). As we go to higher energy, we may expect the
thresholds to become more dense and we may make a
continuum approximation to Eq. (32). This will give
a result similar to that of Eq. (33) if

Dp(m) — f*(m)o(m), (41)

where o(m) represents the density of channel openings
and f(m) represents a local average interchannel
coupling constant. Asymptotically we then have, when
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KS>T>M,,
0 p(m)dm

7 faa(m)—iro(K2—m?)!/? ’

42)

Iglll_l)iw Jett=fu—D

where we have used the result 8, (K,) — —iKyro; and
K2=K¢Z— (m*—m?)~K2—m?, (43)

where 2m is the threshold mass, and T represents the
value of 2m at which our asymptotic assumptions hold.
All the thresholds for which 2m<T are included in
fu1, which is constant asymptotically. From Eq. (43)
we have

K1 ,,O(Klz_mz)l/z
Imfe;f =-—D / p (m)dm
T f 20 (m) +re (K 12—m2)

K1 o(m)dm
~—D / —_—,
r ro(K2—m2)l2

where we assume | fa(m) | <<Ko. If we now assume
o(m)=ro\m, then

Imfess=—DN(k2—T?)!2— —D\k;.

(44)

Therefore, if we set

Dh=ry or Dp(m)=rdm, (45)
then we obtain Im fer;— —70K, as required.
With the same assumptions,
) 0 dm2
Refett= fu—37d® /
K1 fa2(m)~+ (m?— K1) Prg
K1 fzz(m)dm2 k 7
~ir¢ [ I (46)
r [l trd(K2—m?) faa()

where we have assumed that fy.(m) is asymptotically
constant and that the divergent first integral in Eq.
(46) is absorbed by a renormalization inherent in fis.
Refes increases slower than Im fs.

Thus if channel couplings effectively increase linearly
with K asymptotically, satisfying Eq. (45), we satisfy
Eq. (40) and S — 0. This eliminates the bad analytic
behavior at infinity and, as we shall see, leads to inter-
esting asymptotic predictions for Regge trajectories.

Although a linear effective increase in channel
openings seems reasonable it is certainly not an a priori
requirement. However, analyticity at infinity imposes
a powerful restraint on asymptotic channel coupling
in our model. This result provides a counterexample to
the conjecture of Ref. 3 (based on strong assumptions
about the K matrix) that asymptotically |Sz| — 1 for
the general case, even when there are an infinite number
of coupled channels.

V. CDD-TYPE SINGULARITIES

Equations (13), (32), and (35) show that each coupled
channel introduces new singularities to fess. Each pole
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in ferr will produce, as is evident through Eq. (16), a
pole and a zero of the .S-matrix component. Since the
amplitude is given by

A= (Su—1)W /%K, A7)

the amplitude will also have a pole and a zero related
to a polein fes. If the residue of the polein foff is small,
the poles and zeros in S1; and 4; will be nearly on, but
not necessarily on, the physical sheet.

The poles of fess are essentially CDD poles,'? as dis-
cussed below. In this section we shall investigate the
distribution of these poles and their appearance with
each additional coupled channel. The consequent incre-
ment in poles and zeros of the amplitude is studied,
leading to a generalized form of Levinson’s theorem.
Knowledge of the approximate distributions of these
poles is valuable in considering the ambiguity in N/D
solutions to dispersion relations, or when evaluating
the validity of phase-shift dispersion relations. CDD
based their study of the ambiguity of solutions to the
Chew-Low equation on the properties of Herglotz
functions. Wigner and Eisenbud® had earlier used the
Herglotz function properties of the inverse of the re-
action (R) matrix for a finite-range interaction. Our {
matrix is by definition [Eq. (5)] the inverse of the
R matrix for the interaction 7 <7,, and has the neces-
sary Herglotz properties by virtue of Eq. (27) and its
reality properties. Thus each pole of the f matrix is an
example of the ambiguity of the Herglotz functions
and it seems appropriate to call them the CDD poles
in the present representation. However, because there
is an interaction for > 7, the f matrix is not the inverse
of the full reaction matrix. Consequently, a pole of
Jest 1s not a zero of the amplitude, as seen in Eq. (16),
but instead induces a zero nearby.

In Ref. 17 the Herglotz function used to demonstrate
the ambiguity of the Chew-Low equation was also not
the actual inverse-reaction matrix, but included the
nucleon form factor. Again, when applied to an N/D
solution of dispersion equations the term CDD pole
has a particular definition—a pole of the D function.
The N function is, of course, not the exact equivalent
of a form factor. The unifying requirement for the
nomenclature CDD pole is that it be a pole of a Herglotz
function which enters into the definition of the ampli-
tude. In our case the { matrix has the necessary formal
properties and has the same physical interpretation as
the original model of Ref. 25.

Tt has long been recognized that multichannel prob-
lems lead to poles of the D function?:?” of the effective
one-channel problem. The definition of the D function
then depends on the way in which the inelasticity is put

% E. P. Wigner and L. Eisenbud, Phys. Rev. 72, 29 (1947).

26 M. Bander, P. W. Coulter, and G. S. Shaw, Phys. Rev. Letters
14, 270 (1965).

27 D. Atkinson, K. Dietz, and D. Morgan, Ann. Phys. (N. Y.)
37, 77 (1966); D. Atkinson and D. Morgan, Nuovo Cimento 41,
559 (1966).
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into the one-channel problem. Of the two methods dis-
cussed in the literature, in one argD= —argA4 and poles
of D correspond to zeros of 4.2 In the other, argD
= —3argS and poles of D correspond to zeros of S.2
One needs to know how many zeros of 4 or S are on
the physical sheet if one wants an extended Levinson’s
theorem for argd or argsS, respectively. One needs to
know that there are no physical zeros of 4 or .S in order
to use dispersion relations in A~ or in argS, respec-
tively, both of which have been considered.

Each pole of fess ( f pole) is associated with a coupled
channel. In studying the zeros of 4 and S associated
with an f pole, we are examining the extent of CDD
ambiguity in coupled-channel problems of either type
discussed above. Our procedure then is to first find the
distribution of f poles, then the distribution of .S zeros,
and lastly the distribution of 4 zeros. Particular at-
tention is paid to the emergence of zeros onto the
physical sheet and their proximity to the physical cut.

(a) Equation (14) is adequate to describe the position
of each f pole for any two-particle multichannel model
described in Sec. ITI. The introduction of a channel
A coupled to channel 1 (whose amplitude and S matrix
is the one of interest) has an f pole when

St (KN =0.
As discussed after Eq. (27) in Sec. III,
Im6*t(K,) <0 when ImK,>0, ReK,#0,

(48)

whereas Imfyu=0 if we consider only “centrally
coupled” channels [Secs. IT1(a) and III(b) Jor Im f/ix<0
if we wish to include the “chain-linked” channels
[Sec. III (d)]. In either case, all f poles are on the un-
physical sheet unless ReK»=0. For the centrally
coupled cases, any f pole is on the negative Im(K))
axis when f) is greater than a critical value, but one is
on the positive Im(K») axis when fy is less than that
critical value, f.. When Imf<O0 (chain-linked case),
ImK <0 and ReK»#0. The condition for a physical

f pole is Faste. (49)

As stated after Eq. (29), in the SBCM one obtains
fe=—Ly. In fact, Eq. (49) is the general condition for
a quasi-bound state of the A channel, causing a resonance
in the channel 1. Below we shall see that the satis-
faction of inequality (49) makes a qualitative difference
to the emergence of physical zeros of 4 or S.

For convenience we classify the physical sheet,
ImK;>0 and ImK >0, as P and the unphysical sheets
as Ui(ImK:>0, ImK,<0), Us(ImK1<0, ImK»>0)
and Us(ImK;<0, ImK,<0). We note that the f poles
are in P for fux<f, and are in both U; and U; when
> fe

(b) When fu< f. there is an f pole on the positive
ImK, axis and therefore on the positive ReK; axis or

28 G. F. Chew and S. Mandelstam, Phys. Rev. 119, 467 (1960).
# G. Frye and R. L. Warnock, Phys. Rev. 130, 478 (1963).
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on the positive ImK axis. (There is another on the
negative axes which can be important for very strong
coupling.) This P-sheet f pole means that in the vicinity
fett will take on all complex values, and all possible
Imfes<O will be on P. Imf;—>0 on P; therefore in
this case by Eq. (16) there is always a P-sheet zero of
Su. This is a CDD singularity relevant to a Levinson’s
theorem for argsS.

When the above f pole is on the Re(K1) axis, Eq.
(16) shows that there is a pole of Sy with ImK;<0
near the f pole. This Uj-sheet pole of .S is, of course,
a resonance. If the f pole is on the positive imaginary
axis, the S11 pole is also on that axis, creating a true
bound state.

For very small fi\ the above Sy zeros and poles will
both be very close to the f pole and will merge when
fun=0. Therefore, the emergence of CDD singularities
when fun<f. is due to their simultaneous creation, at
the f pole, with .S1; poles.

() When fun> f. the emergence of a CDD pole is
entirely different. As the f pole is at ImK»<0, the zero
of S11 will also have Im(K,<0) when fi is sufficiently
small. When fy is sufficiently large, then the Su
zero is on Uj, as given by the discussion of Sec. V(a).
It only emerges on P when fi is sufficiently large.

If we specialize to SBCM, L=0 state interactions, the
condition for an Sy zero is

fn?

— I iKwe=0.
Ia—iKyro

Ju— (50)

Equation (50) can be used to follow the zero in detail
for a variety of cases, but our present purpose is served
by the following examples: If both particles in channel
2 have mass M;, and

pr= (M2—M )ré, (51)
then
K)\1’0=[K121’02— 2]1/2. (52)
We first assume
Kyro/uk1 (53)
and obtain from Egs. (50) and (52)
. n?
(BEaro)o=—1ifa+ (tfutwu). (54)
112—|-,u.2
Thus Ky becomes real when
I
Jul= —(fu*+u?), (55)
fu
at which value of fi,
(Kﬂ’o)o= fh)\ﬂ/fn, (56)

which is consistent with our assumptions if 0< fin/fu
<1. Thus the Su zero emerges onto P, becoming a
CDD pole, on the inelastic cut.
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=1

Fi1c. 3. Behavior of the phase
shift on the emergence onto the
physical sheet of an S-matrix
zero. Curve a represents a
typical phase shift curve when
the zero is just below the physi-
cal cut. Curve b represents the
phase shift curve when the zero
is on the physical cut (at
the phase shift discontinuity).
After the zero either b; or b,
may be chosen, since they differ
by = and the criterion of con-
tinuity is inapplicable. In curve
¢ the zero has moved a small

: distance into the physical
- region.

-
2

For larger fi,, the zero moves into P. If we let fi
become very large then, without condition (53), we
obtain

(Baro)o===f1a2,

showing the asymptotic behavior of the Si; zero that
emerged above, and that of its twin which emerged on
the negative Re(K)) axis.

Returning to the condition of Eq. (55) when the
zero is just emerging, we study the behavior of the
phase shift. We expand

Kyro= (Kxro)o+e,
2+ 2
¢ g S ] (58)
2K m)l_ al—in/fu)

Because 711> 0, it follows that §;; makes a discontinuous

(57)

171162"‘5115 Suz —

jump by i at (K\ro)o. Investigation of the behavior
of Eq. (16) when f1? slightly fails or exceeds the cri-
terion of Eq. (55) establishes the picture of Fig. 3.
When fi?is a little smaller than the critical value, the
phase shift has some value 6 just before (K1)o (in Fig. 3
we pick 6~1r, but this depends on fi1, far, and u) and
then drops rapidly to 8, =8_—3m. When (fi\)* exceeds
the critical value, the phase shift rises rapidly through
resonance to 8, =6_-+ 3. At the critical (fu)? the jump
in & is ambiguously ==ir. Thus as the CDD zero is
brought into the physical region, the difference of the
phase shift from elastic threshold to infinite momen-
tum [8(0)—5(0)] increases by .

It is important to remember that the CDD zero only
moves from U to P when fi>> f. and only then does
8(0)—58(0) change. When fu < f. as, in Sec. V(b),
the CDD pole is always in P for any nonzero fin%
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When fi2— 0, the position of the Sy zero moves
to the boundary of P, but any consequent singularity
in & is cancelled by the simultaneous approach of the
S1 pole from the unphysical side.

(d) In a finite-channel BCM there is no absolute
Levinson’s theorem, because §(®)—48(0) is always
negative infinite. This can be seen from the asymptotic
behavior of Eq. (16):

lim Su— — —2iK1ro,
K1->0

(59)
But the above discussion established a relative Levinson’s
theorem for the multichannel BCM :

TA[8()—8(0) |=A[n.—ns ],

where %, is the number of CDD poles of the present
type (Su zeros on the physical sheet), and n; is the
number of bound states. The emergence of a bound
state decreases 6()—4(0) by = in the usual way, i.e.,
by increasing the phase shift near threshold so that
8(0) increases discontinuously by 7 as the bound state
emerges.

(e) We shall now establish that for real fy» (the
centrally coupled case) 411 poles are on the Re(Ki)
axis below inelastic threshold if the f pole is located
there, or on the Im(K,) axis if | fax| is large enough to
put the f pole there.

Let Kyro=1X). Let the f pole be at Xa=Xp and let
—Xp <Xp Xy, where =Xz corresponds to elastic
threshold (K;=0). Consider the factor o= (fetr+617)
X (fers+6:)" of Eq. (16). Its phase (argument)
vanishes at K;=0 because the ;% are real at that point.
Its phase also vanishes at feos=c0, where ¢=1. Thus
as X, goes from Xr to Xp through 0 and on to —Xy, the
phase of ¢ must go continuously from —= to 7 (mod) or
from 7 to —w (modr), provided the 6;% are not singular
in that region. (If 6;* are singular anywhere but at
Xp and Xp, the phase of ¢ will go through the full range
more than once.) It follows that the phase of o will
cancel the phase of J1=/J 1+ in S1i=¢J1/J 1+, somewhere
in the interval —Xg <X, <Xy, because the latter factor
depends on K; only (and therefore not on the sign of
X»). Let the cancellation take place at X,=X,. Since
|S11] =1 in the whole interval, it follows that S;=1
and A11=0 at X,. This 44 zero will be physical (un-
physical) if X, is positive (negative). If f, is sufficiently
small, X, will have the sign of Xp.

As —fux or | fu] increase, the 411 zero will emerge
onto the physical sheet at the inelastic threshold and
move down the elastic cut. Since =1 on the elastic cut,
the phase shift 6;;=0(modr) at the A1, zero. The phase
2611, of S, is continuous at the A1 zero, but the phase
¢11 of A1 must jump by =, to accommodate the change
of sign of 4y1= | Ay1]e?. Thus as soon as the zero of Ay,
enters the physical region there is a A¢y; =, establishing
an extended relative Levinson’s theorem for ¢;;. How-
ever, since ¢1; remains discontinuous (as the zero moves

(60)
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down the real axis), this jump of 7 is wholly artificial.
It never turns into a continuous change that would
bring ¢1; through 3, or otherwise directly relate to an
impertant structure in the cross section. On the other
hand, the resonance associated with the emergence of
the S11 zero (see Fig. 3) would move into the elastic
region with increasing fi, and is not far above the 4n
zero in most cases.

The case |Xp|>Xgz is probably of less practical
interest. However, one can easily show that in this
case there will be an A zero on the positive imaginary
K: axis. When X=Xy, then X;=0, 6;*=0 and
Ji/Jit=1, so that S;;=1 (these kinematic zeros of
Ay are, of course, always present). When Xp=d=c0
then fess= fi1, Xy=d= 0, §;F=dc0, and Ji/Jit=o,
so that S;;= — . We further note that as X, goes from
Xp to d=, [ goes smoothly from —eo to f; while
6,7 goes smoothly from some finite value to - oo.
Therefore, feir+60:+ vanishes in the interval, and Sy
has a pole at that point. At the pole, fers=—0:"; and
near the pole, :

-—01++01_ ]1+ 2X1 1
pm 2 T (e1)
Sest01T Tt (J1)? fere 01+

where we have used Eq. (20). As X; proceeds from the
S11 pole to o, the factor fer+6: becomes positive.
It follows that .S1;— -4 for X; just larger than the
position of the pole. Consequently, between X;=  and
the position of the Sy; pole there is a point at which
Su=1, and an Ay zero is produced. The 41y zero will
be on the P sheet if Xp>0, and on the U, sheet if Xp <O0.

In this case, when the A1; zero is on the P sheet it is
always associated with a P-sheet pole—a bound state.
In this case Am,=Ams, and the relative Levinson’s
theorem for the phase ¢1; applies. (There is no jump in
¢11 at K;=0, because the Ay pole and the A, zero
enter the region X;>0 simultaneously: 6;7=0;"=0 at
X1=0, so that there are cancelling poles and zeros when
feff=0 at X)\=XT.)

(f) Complex f poles arise when there are chain-
linked channels, as given by Egs. (34) and (35). As
shown by Eq. (22), the Im#*+(K) <0 when K>0. From
Eq. (35) it then follows that if Imf;j1,:41,066<0, then
Imfm- off Z0. Beginning with fNN,eff I:Eq (36)], it
follows that Imfy; e <0 for =2, ..., N—1. From
Eq. (34) we then have Imf.¢ ~0 for K,>0, provided
one of the K; (2> 2) is positive. If we are below threshold
for all N>2, then fes is real, as for centrally linked
channels.

The important new feature is that fa .f may be
complex (with negative imaginary part) even if K, is
pure imaginary for which 6,* is real. It follows from
Eq. (34) that fers has poles for complex values of Ko,
with ImK,<0. [As proven after Eq. (27), Im8;*<0
for ImK>>0, and there can be no poles of fe in the
upper half K, plane.| Thus complex f poles are always
on the U, or Us sheets.
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For very small fis, fetr will attain all values in a close
neighborhood of the f pole. This implies that for
sufficiently small fis, there will be Sy and Ai; poles
and zeros near the position of the f pole. Thus for weak
coupling the zeros as well as the poles will all be on the
U, or Us sheets. As contrasted with cases (b)-(e) above,
for any zeros to emerge onto the P sheet the coupling
has to be sufficiently large. We will not here follow the
movement of the zeros (with increases of fi2) to make
quantitative estimates of their emergence to the P
sheet. But one expects that the zeros will migrate to
the right of the threshold branch points of all the chain-
linked channels j, for which j <z, where channel 7 has
K ;>0 at the f pole.

In Ref. 30, only real CDD poles (with reference to
amplitude zeros) are postulated, as being related to
coupling to elementary particles. We see here that
complex zeros of the amplitude may be expected for the
physical case when the coupled elementary particle
(or two-particle channel) is itself coupled to some third
system and is therefore unstable. The use of dispersion
relations for inverse amplitudes is therefore open to
important errors.

(g) Since the phase shift §;, =% Im InSy, it has branch
points wherever Sz, has a branch point, a pole, or a zero.

Consequently, a dispersion relation for 6z has the form
(v=K?)

Re6L=/ du’f(y) —I—/ dy'g(y) -I—[ du’qo}) s
—» 0 v —vp c

v —v v'—p

(62)

where the first contribution is from the left-hand cut
(v is determined by the lowest mass in the ¢ channel,
i.e., the range of the force), the second contribution is
that of the physical cut starting at elastic threshold,
and the last contribution is that of the complex cuts
with branch points at the zeros of S11. In Ref. 12 pion-
nucleon phase shifts are computed ignoring the third
contribution. The results of Secs. V(b) and V(c) show
that the complex cuts being ignored may have branch
points within or close to the physical region of interest
in Ref. 12. These contributions can therefore invali-
date the quantitative results of that reference. In
particular, for the Sy1, P11, and Dis, D15, and Fy; pion-
nucleon states there is evidence both in the data’! and
from model fits to the data® 31 that coupling to other
baryon-meson channels is strong and causes P-sheet
S11 zeros in several of those cases.

In an attempt to measure the magnitude of effect
of inelasticity on the real phase shift, it was conjectured
in Ref. 11 that one could ignore the change in discon-
tinuities along all cuts except the direct effect of Imér

S, C. Frautschi, Regge Poles and S-Matrixz Theory (W. A.
Benjamin, Inc., New York, 1963), p. 30.

3L A. Donnachie, R. G. Kirsopp, and C. Lovelace, Phys. Letters
26B, 161 (1968).
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on the inelastic part of the physical cut. This leads to

° Im&L(u’)
A Re&L(V)z/ '—,——,

vp V' —v

(63)

where vr is at the inelastic threshold, and Imdzt= 5 Inyy;.

Equation (62) is supposed to be a measure of the
energy dependence of 6.(v) introduced by the inelas-
ticity. Using experimental values of 511, it was estimated
in Ref. 12 that inelasticity played a relatively small
role in the vicinity of the Dy3 resonance. However, this
estimate can only be useful when P-sheet Sy zeros are
absent or remain far away from the physical region of
interest. When the Si1 zeros are present, they move
rapidly with the strength of coupling [see Secs. V(b)
and V(c)] and therefore also contribute strongly to
A Redy, and its energy dependence.

The approximate position of the branch point on
emergence of the Sy zero is given by Eq. (56). This
leads to an energy dependence over a range consistent
with that of Eq. (4) deduced in a model-independent
way. The effective masses u in Egs. (4) and (56) do not
have the same meaning, but both are approximately
one to several pion masses.

It follows that the large effects credited to inelas-
ticity by the models of Refs. 6-8 are consistent with
analyticity and the resulting dispersion relations for
phase shifts when completed by the cuts arising from
S11 zeros. Results of Refs. 11 and 12 are not reliable when
channel coupling is moderately strong, or in the case
of quasi-bound-type coupling.*

V. MACDOWELL SYMMETRY IN THE SIBCM

The MacDowell symmetry relation,® based on the
field-theoretical symmetry under Schwinger space-time
reflection, relates odd- and even-parity partial waves
with the same J and T of the pion-nucleon system.

Ay (W)=Ap+(=W), (64)
where L* implies J =L+ 3.

When the analyticity of 4z is sufficient to connect
W with —W for physical values of W, then Eq. (64)
is, in principle, a powerful relation between the two
partial waves. Mandelstam analyticity in the finite
plane, such as we have in the BCM, is of course
sufficient.

But in applying Eq. (64) there are grave doubts about
its utility because of the large extrapolation distance in
the W plane. A small difference between the model and
actual amplitudes in one region may extrapolate to a
very large difference in the other region. In order to
connect even the elastic threshold of the two partial
waves,'5 the equation spans 2 BeV. This implies that
the physical region of one of the partial waves must be
accurately represented by a model over several BeV
(which includes the inelastic cuts of many channels)
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if the same model parameters are to be of value in the
other physical region.

It was with some surprise, therefore, that it was
found'® that the MacDowell reflection of a two-channel
SBCM for the T'=%, S-wave wN amplitude gave a
qualitative understanding of the 7'=%, J=3 P-wave
amplitude. Similar unexpected success of the relation
has been found in the connection of the Fi5 and Dss
wN partial waves.® It seems worthwhile to extend the
results of Ref. 15, and to note some general relations,
in case the symmetry proves useful for more detailed
models, and in other partial waves.

The extension of the results of Ref. 15 to the multi-
channel SIBCM is very easy. Equation (64) implies
the same relations as in Egs. (6) and (7) of Ref. 15
between the Sr. In Refs 15 and 19 the noncovariant
amplitude

Freem = (2/W)ALe=

was used. Hence Eq. (64) differs by a minus sign from
the equivalent equation for the Fr(+-). We need only
use the property of the Jost functions given by Eq. (18)
for K real or imaginary to reproduce the results of
Ref. 15, as follows.

(i) If on continuing from physical W — —W, we
reach the sheet K;— K, then, using Sk for the
MacDowell reflection of S11, we have [by Eq. (64)]

SR(W)=_"S11(_W)+2- (65)

Also, fets(—W) is real in the elastic region whether we
choose the branch K; — £ K;(17£1). It follows as before
that [Sg(W)|>1 in the elastic region and unitarity is
violated. Therefore, K; — K is not the continuation on
the physical sheet.

(ii) I, corresponding to physical W — —W, we
choose K; — — K, then Eq. (64) implies

Se(W)=Su(—W), (66)

while at the same time above inelastic threshold (K;
real for some i>1)

feff(_I/V) = feff(W)

Jert(=W)= Jass*(W)

using Eq. (18). Equations (66) and (67) together with
Eq. (16) imply that |Sg|>1, because the imaginary
parts of fr err and 67 add while those of fz ot and 6,
subtract. Similarly, Egs. (66) and (68) together with
Eq. (16) imply |Sg| <1.

Consequently, in the SIBCM the continuation on the
physical sheet of W — —WW implies K;— — K for all 4.
This extends all the formal results of Ref. 15 to the
SIBCM.

It is also easy to extend the threshold condition of
Ref. 15 to the SIBCM parameters. In general at thresh-

if K;— K, (67)
or

32 S. Hirschi and E. Lomon (private communication).
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old, when W= M4+ M 15,

A (=W)=0(K2H), (69)
so that the amplitude obtained from MacDowell sym-
metry by Eq. (64)

A-F=0(K ). (70)

Thus in order for A4 (z,1)- to have its proper threshold
behavior O(K25*3), the SIBCM parameters must be
such that the leading term of Eq. (70) vanishes. This
implies, using Eq. (16), that the boundary condition
and potential parameters are constrained such that

S (—KT)
(@/dro)[J p++(—K1)—J 1+~ (—K1)]

(711)
T+ +(—K1)—]L+—(—K1)

= lim
K10

Conversely, if we obtain the amplitude 4+(IW) by
MacDowell reflection of 4 (1) (W), i.e.,let W— —W in
Eq. (64), then in general at the threshold we will
obtain

A+ B(W)=0(K2513). (72)

To restore A 1+ to its proper K behavior at thresh-
old, the model parameters are constrained to make the
the coefficient of the leading term infinite:

Jany-(—Kh)=—0t (K1=0). (73)

In addition to the above extensions of the results of
Ref. 15, we note here a simple relationship that always
holds between an SIBCM amplitude and its MacDowell
reflection when above the thresholds of all the coupled
channels. Under that condition, all the K; are real and
Egs. (18), (66), and (68) together show that

Se(W)=Su*(W), W>all thresholds (74)
from which it follows that
ML)~ =1 (75)
and
S(ryny-=—0r1+ (76)

when W is greater than all thresholds.

The utility of this result is severely put in question
by the expectation that there is no upper limit to the
threshold mass of coupled channels. Practically, how-
ever, where there is a sufficiently large gap between
thresholds the relation may be expected to hold ap-
proximately just above the lower of the two thresholds.
The empirical approximate ratification of this condition
is a necessary condition for the applicability of Mac-
Dowell symmetry to a finite coupled-channel model,;
i.e., conditions (75) and (76) should be approximately
satisfied just above the highest model threshold.

In the CERN phase-shift analysis® the above con-
ditions are qualitatively obeyed near the p production
threshold for the S11-P11 and the Dys5-Fy5 pairs of partial
waves. This indicates that the calculation of Ref. 15
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should be expanded to include the pV and wN channels
as well as 9V and ¢V channels. Recently,® it has been
shown that the D;; resonance can be obtained by a
MacDowell reflection of an SBCM description of the
Fy; resonance, in which the 7V and pN channels are
coupled.

The above discussion generalizes to the SIBCM the
formal results proven previously for the SBCM only.!?
Moreover, it explains the approximate success of pre-
vious SBCM applications to MacDowell symmetry,!®32
recognizing that 0,(K) — #0,(K) for large K. An
SBCM amplitude with parameters fitted to large K
data will, on MacDowell reflection, give an accurate
prediction for large | K|, if the important channels are
included. The unphysical cuts of the SIBCM will only
become important at small |K|, where they will cer-
tainly modify the threshold conditions.

VII. BEHAVIOR IN THE ANGULAR
MOMENTUM PLANE

The first application of the BCM to exploration of
singularities in the angular momentum plane was made
by Gribov and Pomeranchuk.®? Using the energy inde-
pendence of f; (called Xr,1/2 in Ref. 20) for small
momenta, and assuming that fz has no singularity as
a function of L for L= —3}, they establish the existence
of an accumulation of an infinite number /of poles at
ReL=—7% at any two-body threshold. They extend
this to the existence of similar accumulations of poles
on lines ReL=—%(3»—35) at any n-particle threshold.

The relevance of the model to understanding analytic
structure in the L plane extends to many other aspects
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than the above. In Sec. VII(a) we examine the leading
Regge trajectories for small momenta, obtaining ex-
plicit relations between the value and the slope at a
two-particle threshold. Section VII(b) contains the
most interesting results. In it, it is shown that the
infinite-channel, asymptotic-energy condition of Sec. IV,
leads to asymptotically rising Regge trajectories. The
rate of rise is consistent with Mandelstam analyticity.®
The W? behavior observed at presently available ex-
perimental energies is not asymptotically consistent
with the Mandelstam assumption. In Sec. VII(c) we
note that multiparticle channels (=three particles)
lead to Regge cuts, and explore a few qualitative fea-
tures of the branch-point trajectories. In each case we
shall assume that f has no explicit dependence on L.

(a) Neglecting the potential tails (i.e., the SBCM is
assumed) the condition for S-matrix poles is easily
obtained from Eq. (16) as

Sete10.+(K1)=0, 7

with #g;+ defined as in the discussion before Eq. (28).
The analytic extension to complex values of L; is
contained in the well-known analytic extension of the
Hankel functions. We can most easily know the position
of the pole in the L; plane as a function of K; near
elastic threshold, K;=0. This can be extrapolated back
to W =0, to the approximation that the linear behavior
in K2 holds in the low-energy range. For L; <% the usual
Hankel function expansions are not adequate and one
must be careful to reexpress the result in terms of Bessel
functions of order £=L; and use their expansions. One
obtains

LA (L—2)22/2(2L —1) —ie~ o (LA 1)\, 221 — (L43) 22/2(L+1) 2L+3) ]

H0L+(K)z

) (78)

14-22/2(2L—1)4-ie=m\ 2214 1 — 72/2.(2L+3) ]

where Z=Kro and \z=I'(—L+3%)22II}(L—3). For
L>3%, the terms proportional to ¢ L™ are of higher
order than Z? and may be dropped. Inserting in Eq.
(77), one obtains for the leading trajectory, assuming

fett= fot f1K? [ f1 <0 is a consequence® of (Eq. 27)],
Ly=—fo— (A+2f0) (142 fofit+ f0) 2. (79)

We note that the condition for bounded asymptotic
cross sections in the crossed channel that L,'=L,(K =0)
=<1 is equivalent to the condition that f¢>—1. The
latter implies that the system be no more than just
bound in the L=1 state. To be consistent with the
present condition on L, fo<—3%. Together with the
above condition on fi, it follows that the slope is posi-
tive as observed for the Regge trajectories with L,°> 3.
It is useful to write the slope in terms of L,0:

(dL,,) 1+ A1(1=2Ly")
= ——7.
0

— (80)
K> 2L,°—1

In Eq. (78) one also observes that Im#8,+=0(Z25+Y),
from which, as expected,
ImL,~K2Lvtt, (81)

When —%<L<3%, one observes that the third term of
both the numerator and denominator of Eq. (78)
dominates over the second term, and consequently

HY = [ —je—iLm (2L 1)\ Z220H (82)

from which one again concludes that L= — f,. How-
ever, the K? dependence at threshold is lost, because

(=3 <fo<3)

Ly~ — furb e (1=2f\_, (kro)=20  (83)
and (dL,/dK?), is infinite. For larger values of K, the
K? behavior will dominate the K'2/0 behavior. The

transition to the K2 behavior will take place quickly
if L, is less than but close to .

3 R. W. Childers, Phys. Rev. Letters 21, 868 (1968).
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At L= —1%, the Z*L*! in the denominator of Eq. (78)
oscillates as a function of ImZ more and more rapidly
as K — 0. The accumulation of singularities described
in Ref. 20 results from that behavior. Consequently,
for fo>3%, the leading singularities at threshold are at
L=—%.

The leading physical trajectories other than the
Pomeranchon have L,(IW=0)~3. Extrapolating them
to the elastic threshold of the lightest particle pair on
the trajectory, it is expected that L,°2 3. Consequently,
Eq. (80) applies to these leading trajectories and the
slope expected is approximately equal to (2L,0—1)7r¢
If the effective radius of interaction is =0.2 BeV—,
then the factor 2L,°—1 explains the large slope (=1
BeV™2) of these trajectories. For the Pomeranchon,
should it be regarded as a simple Regge-pole trajectory
of L=1, we predict a very small slope ~0.04 BeV—2
as is indicated experimentally.

(b) Although in this subsection we are exploring the
behavior of trajectories as K —oo, we cannot use the
simple asymptotic formulas for the Hankel functions,
because for rising trajectories, the condition Kro>>L,
may not be satisfied. However, we may use Watson’s
formula?

Hp(l,Z) [(P2+q2)1/2]z %qe;l:i(:{;-i—w/ﬁ)Hl/S(l,?) (y) , (84)

in which #,% and H,? are the cylindrical Hankel
functions of order p, ¥'=¢3/3p% and ¢=g—y—p tanh™?
X (g/p). The error in Eq. (84) is <24p7, so that it is
valuable for large p, independently of the size of g¢.

Using the relation
h9D(Z)=(w/2Z) 2H 1,112 (Z) , (85)

one is now able to compute the #0.* to insert in Eq.
(77) for large K1.

1
19y 15t (2)=— P Qﬂp(l)
»
1 21 g
o o — +3Ho_1/,e+(Y)).
2 @g\2  pz

(86)

We now assume, self-consistently as will be seen below,
that ¢/p does not vanish as Z-—ow, from which it
follows that ¥ —oo, and we may use the asymptotic
behavior of 0_;,67 (V)= —1i¥. We then have

1 227 1 di® g
SRS
2 g\ 2 p p
=~ —iaZ+3(1—a?)/a?,

(87)
where we have put g=aZ, p= (1—a?)'?Z, as is consis-
tent with the above assumption concerning p/q if a5<0.

3 Eugene Jahnke and Fritz Emde, T'ables of Functions (Dover
Publications, Inc., New York, 1945), p. 142.
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Using the asymptotic result [Eqgs. (45) and (46)]
feff"‘v" —1,Z— IIIZ (88)

together with Eq. (87) in the trajectory condition
[Eq. (77)], we have
a=—1+(i/Z) nZ,

confirming the assumed asymptotic behavior of p/g.
It follows that
Ly= p=eiml4(2Z InZ)12,

(89)

(90)

Thus we predict asymptotically rising trajectories
that behave as (K InK)'/2. The real and imaginary parts
are asymptotically equal. This prediction does not
rise as quickly as the present extrapolation from ex-
periment (~K?) but is consistent with the requirement
of Mandelstam analyticity® that L,=0(K). On the
other hand, it violates the result®® (ReL,)/(ImL,) — 0
obtained under the assumption that the amplitude is
asymptotically bounded by a polynomial for unphysical
scattering angles. The results of Sec. IV do not require
that condition to be met on the total amplitude. Each
partial-wave amplitude is asymptotically unity, but for
higher L the asymptotic behavior is reached for larger
K, and the phase oscillations are always present. The
cumulative effects of large-L contributions at unphysical
cosf may violate the asymptotic conditions assumed in
Ref. 33.

The asymptotic behavior predicted by Eq. (90) is
not to be expected to set in until the density of coupled
channels is very large. This is not yet so in the present
experimental range, so that our result is not incon-
sistent with the present evidence for L, < K% However,
Eq. (90) does predict an eventual decrease towards
zero of the Regge-trajectory slopes (as a function of
K?).3 The equality predicted for the real and imaginary
parts of L, is consistent with the narrow-resonance
widths observed in the present energy range. The
results of Ref. 33 imply larger widths.

These results are derived formally from the SBCM
equations. However, asymptotically the general BCM
model reduces to the SBCM, extending these results
to the general case.

(c) For any finite number of coupled two-particle
channels, the meremorphic properties of fess introduce
only poles and Landau singularities® into the L plane.
This is no longer so if three- (or more) particle channels
are introduced. We discussed this case in Sec. ITI(c)
and obtained the result of Eq. (33), which we rewrite

© o(M)dM

fe ='L1_"D/ (91)
) f Mtfﬁz(Ll)(K2)+6L2(L1)+I:K2(M;Kl)]

to emphasize the dependence on L; and K;. It is clear
that the denominator of the integral has a continuously

35 P. J. Kelemen, K. Y. Lee, and W. F. Piel, Jr., Phys. Rev.
Letters 23, 998 (1969). This data analysis suggests a changing
slope.
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moving zero at Ly=Ly(M,K) as M varies between Mr
and . Consequently, fets has a branch point at L;
=Lo(M7,K1), the branch-point trajectory being de-
termined by the K dependence of L,.

If (M,K,) is the residue of the pole of the integrand,
then an explicit description of the cut trajectory is
given by

o0 M, K)d
fut(K) = framD f nALK)dm

S EEEEE——— 92
M Ll—Lo(M,K) ( )

Through Eq. (16), the cut trajectory of Eq. (92) is
introduced into the amplitude. Equation (91) allows
us to examine the position of the branch point. Because
channel 1 and channel 2 are coupled to each other when
physical, the leading trajectory is given by

Ll,max= L2+A ) (93)

where A is the sum of the spins of the initial-state
particles and the final-state resonances. At inelastic
threshold (K1=Kp, K;=0) the denominator of Eq.
(91) vanishes at

L2=_f 2, (94)

from which it follows that the branch point in the L,
plane is

Lyy(Kr)=—fotA.

Now we examine the position of the produced branch
points at elastic threshold, or at W=0; K is imaginary,
and for large values of My, |K,| =X, is large. We then
use the asymptotic expression for #0.,* and obtain

(95)

Lip(0) ~ — 34+ A+ (2X, InXy)12. (96)
Comparing Egs. (95) and (96), one sees that
Re[Lip(Xr) —Lop(0) = — fot-3. 97

Since f, is not expected to diverge with M, it can
be deduced that coupling to higher-mass multiparticle
thresholds gives rise to flatter branch-point trajectories.

We conjecture on the basis of the above qualitative
discussion that the L-plane branch-point trajectories
near W =0 may accumulate (for indefinitely large M)
to a zero-slope envelope. This effect may replace that
of a zero-slope Pomeranchon, leading to asymptotic
constant cross section with the cessation of diffraction-
peak shrinking. This corresponds physically to the result
of black-sphere scattering, which is the classical de-
scription of the effect of many open channels.

VIII. CONCLUSIONS

In commenting on the results of this paper we first
note that most of them hold for the general BCM or
at least for the SIBCM in which long-range interactions
are allowed in the diagonal interactions. The validity
of the BCM is discussed in Ref. 13. It has recently
been given further justification in a particular reaction.?!
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In the general discussions of Sec. IT, and also within
the various coupling schemes of Sec. III, it has been
shown that coupled channels cause important energy
dependences in partial waves far below the inelastic
threshold, even in the region of elastic threshold. For
strong-coupling situations one is led to expect elastic
and inelastic resonances to be induced by channel
coupling. The validity of the one-channel calculation
becomes highly doubtful in most instances.

A counter argument on the importance of inelastic
effects has been shown to be based on invalid phase-
shift dispersion relations (Sec. V). In the process of
identifying the singularities of the phase shifts, de-
tailed information on the CDD poles (amplitude and
S-matrix zeros) was obtained. The amplitude zeros
invalidate inverse-amplitude dispersion relations.

In Sec. IV it was shown that a reasonable asymptotic
density of channel openings would lead to a constant
asymptotic behavior of each partial wave. This es-
tablishes an important improvement on the results of
Ref. 13 (for a finite number of channels) which require
an asymptotic essential singularity. This result indicates
the futility of asymptotic theorems based on elastic
formalisms. Moreover, the partial-wave .S matrix
vanishes asymptotically, in contrast to the more usual
vanishing of the amplitude. Later, in Sec. VII, it was
shown that the same infinite-channel condition leads
to rising Regge-pole trajectories. We conclude that a
valid discussion of the asymptotic behavior of Regge
trajectories must include the effect of many-channel
coupling.

In Sec. VII we also discussed the effect of coupled
channels on Regge pole and cut trajectories at finite
energy. Supplementing the results of Gribov and
Pomeranchuk® based on the BCM, we have established
several other predictions of the coupled-channel BCM.
We qualitatively predict the very different slopes of
trajectories passing W =0 at L=} (p and w trajectories)
and those which pass at L=1. Cuts are shown to arise
from multiparticle channels. The behavior of the
branch-point trajectories has not been explained in
any detail, but some indication has been obtained for
a flat envelope to all of them. This would establish the
expected physical relation between high absorptivity
and a finite diffraction width, if the branch-point
contributions asymptotically dominate the Regge poles.

Finally, in Sec. VI we explored the consequences of
MacDowell symmetry on BCM amplitudes. It was
argued that the coupled-channel effects are more im-
portant than the effect of the long-range potential in
attaining the symmetry. This justifies some of the past
success of the MacDowell symmetry with SBCM
amplitudes. We also showed that the symmetry es-
tablishes simple relations between the coupled-channel
amplitudes for energies sufficiently below higher-mass
thresholds. '

In conclusion, the importance of coupled channels
both at finite energy and asymptotically has been
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emphasized. Physical processes, dispersion relations,
W-plane and L-plane analyticity are all shown to be
strongly affected. In the process the scope and flexi-
bility of the BCM has been greatly enlarged.

APPENDIX

We here establish the unitarity of the S matrix
generated by the most general coupled-channel BCM.
The potential is of the general nonlocal, nondiagonal
form, only constrained by Hermiticity. The boundary
condition matrix is real and symmetric, but otherwise
arbitrary. Both the boundary condition and the
potential may be energy-dependent. The Schrodinger
equation and the boundary conditions for the scattering
of incoming channel 7 into outgoing channels j (¢, j=1,

., N) are

i o
B 2 (7)+Z Ar'U i (1 Womi(r') =K A

dr? m=1

(A1)
(the centrifugal term is absorbed into Uja),

ay;
foT =2 fim¥mi(ro), (A2)

Yo

1
[gﬁe—inr_Sﬁeinr:l .

j

lim ¢;:(r)~ (A3)

In Eq. (A1) the nonlocality at » does not extend
to #'<ro: For energy-independent f;; it has been estab-
lished® that y;=0 for r<r,, automatically imposing
the cutoff at 7 on nonlocal effects. For energy-depen-
dent fy;, the short-range nonlocal effects are to be
included in the boundary condition.

We also write the counterpart of the above for ¥;,*.

dz'hn (r) > r°
d r ———+ X | dUpma* (1) =Kin*(r), (A4)
7 m=1 J pq

3 M. M. Hoenig and E. L. Lomon, Ann. Phys. (N. Y.) 36, 363
(1966).
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”—Z Sim mn* (r0), (AS)
7o
1
lim 1#,-,,* (7’)’\’ (5],ne+inr_Sj”*e—inr) . (Aﬁ)
>0 \/K]

Following the usual procedure for unitarity proofs,
Eq. (A1) is multiplied by ¢;.*, Eq. (A4) is multiplied
by ¥, the second product is subtracted from the first,
and the whole expression is summed over j and inte-
grated from 7y to . The second derivative term is
integrated by parts, and the result is

N ds ' d ;n* ©
2 [\an*i —¥i s ] / dr / dr'
=1 dr ro J=1m=1

X[ Win* (D) U it Womi (") = 5:() U ju™* (1 W™ (]

_> K} / [0 W) — bW (). (AT)

The first term on the right-hand side vanishes by the
Hermiticity of U;n(r,#") while the second term vanishes
identically. Substituting Egs. (A2), (A3), (AS), and
(A6) into the left-hand side of Eq. (A7), one obtains

7 Z lim [(5JnezK,r__S *e— zK]r)(s zK]r_I_S ezK,r)

=1 r->»
— (5jie—i1{jr_ jieiK;‘r) (6jn6inr+Sjn*e—inr):|
1 v~ N

= - gl Z=:1 [—¥in™* (r0) fim¥mi(ro)
’ 05 (r0) fommn® (r0) 1

The right-hand side of (A8) vanishes by the symmetry
and reality of the f matrix. On the left-hand side, the
terms bilinear in 6 and .S cancel as do those in § and S*.
This leaves the equation of unitarity,

(A8)

N N
2 SiuSin* =2 80 ="0:n.

i=1 =1

(A9)



