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We have measured elastic electron-proton scattering cross sections in the range of four-momentum
transfers from 7 F~2[0.27 (GeV/c)?] to 150 F2 [5.84(GeV/c)?] and at scattered electron angles of between
20° and 34° in the laboratory. The estimated errors in the cross sections range from +2.19%, at the lowest
momentum transfer to £9.69%, at the highest. Both the scattered electron and the recoil proton were
detected, resulting in an overdetermination of the kinematics. When the constraint of a coincident proton
is removed, there is no significant change in the estimated cross sections.

I. INTRODUCTION

ERE we present an experimental contribution to
the information on nucleon structure.! Elastic
electron-proton scattering cross sections have been
measured in the range of four-momentum transfers from
7 F-2[0.27(BeV/c)%] to 150 F2[5.84(BeV/c)%]. These
measurements, in conjunction with data from other
experiments covering different angular regions at simi-
lar four-momentum transfers, can be used to extract
proton form factors. This experiment was performed
in conjunction with measurements of quasi-elastic
electron-deuteron scattering,? which yield information
concerning the neutron form factors.

Knowledge of the incident electron energy and di-
rection and of one further parameter, the scattered
electron angle in this experiment, is sufficient to define
completely the two-body elastic kinematics. It is usual
to impose one further kinematic restraint, knowledge
of the scattered electron energy in this experiment, in
order to exclude or substantially reduce backgrounds
from inelastic events such as those in which one or
more pions are produced. This experiment is unique
in that one further redundant kinematic parameter
was measured—namely, the angle of the recoiling pro-
ton. The investigation of whether an apparent change
in the measured value of the cross section occurs when
the additional constraint is relaxed constitutes a critical
check on the measurement. No previous experiment
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has had this degree of overdetermination of the kine-
matics.

In Sec. IT we describe the experimental apparatus.
Section III is a brief description of the computer sys-
tem. The data analysis is presented in Sec. IV and the
results, together with a comparison with other data,
in Sec. V.

A report of preliminary results of this experiment
has already been given.? The cross sections reported
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Fic. 1. Plan view of the apparatus (schematic).

here supersede those of Ref. 3, which were the result
of a preliminary analysis and were correct within their
quoted errors. The present analysis is, however, an
improvement on the preliminary one and, in addition,
involves some new data not previously presented.

The nominal values of the kinematic variables in-
volved in this experiment are given in Table I. Through-
out this paper data are referred to by the value in
reciprocal square fermis of the nominal momentum
transfer involved.

3 M. Goitein, R. J. Budnitz, L. Carroll, J. Chen, J. R. Dunning,
Jr., K. Hanson, D. Imrie, C. Mistretta, J. K. Walker, Richard
Wilson, G. F. Dell, M. Fotino, J. M. Paterson, and H. Winick,
Phys. Rev. Letters 18, 1016 (1967).
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II. APPARATUS

A schematic diagram of the apparatus is presented
in Fig. 1. The Cambridge Electron Accelerator’s ex-
ternal electron beam passed through a liquid-hydrogen
target and was stopped some 12 m further downstream
in a Faraday cup placed inside a shielding hut. Scattered
electrons were detected in a magnetic spectrometer
which defined the angular acceptance of the system.
Recoil protons were detected by scintillation counters.

A. Incident Electron Beam

The approximate characteristics of the external elec-
tron beam are summarized in Table II. The beam
position was monitored both by rf cavities and by
fluorescent screens viewed by closed-circuit television.

B. Liquid-Hydrogen Cooler and Target

The cryostat was of a well-established design similar
to one described in Ref. 4. Cooling was effected by
passing cold helium gas through condensing coils in
the hydrogen gas. The target cup, liquid reservoir, and
gas ballast tank formed a closed system. The pressure
drop upon cooling was thus a direct measure of the
volume of condensed hydrogen. Moreover, the hydro-
gen gas pressure measured directly, in the manner of
a vapor-pressure thermometer, the temperature and
hence density of the liquid. The target cup is depicted
in Fig. 2. It was designed to encourage convection
rather than boiling as the principal mechanism for
heat loss. Visual observation indeed indicated the pres-
ence of strong convection currents.

C. Electron Spectrometer
The elements of this spectrometer were (i) half-

quadrupole magnet; (ii) defining aperture for the elec-

TaBLE II. Characteristics of the CEA external electron beam.

Repetition rate 60 cps
Duty cycle 3%
Spill duration 300-1200 usec
Extraction efficiency 50-70%,
Maximum operating intensity about 2X1077 A
Energy range 0.5 to 6 BeV
Energy spread <+1.3%:2
Stability of peak energy +0.05%, approximately
Beam profile:
At target,
horizontal 3 mm
vertical 1 mm
At Faraday cup
horizontal 5 cmP
vertical 2% cmP

2 Strongly dependent on spill width.
b Average values, rather dependent on energy.

‘L. Hand, J. Rees, W. Shlaer, J. K. Walker, and Richard
Wilson, in Nucleon Structure, edited by R. Hofstadter and L.
Schiff (Stanford U. P., Stanford, Calif., 1964).
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Fic. 2. End and perspective views of the target cup.

tron solid angle; (iii) momentum-defining counters;
(iv) threshold gas Cerenkov counter; and (v) lead-
Lucite sandwich shower counter. All elements were
mounted on a movable platform which pivoted di-
rectly below the liquid-hydrogen target. The basic de-
sign of single quadrupole spectrometers is well estab-
lished® and we will mention only briefly the salient
features of this one. The momentum defining counter
array was the only unusual element. The spectrometer
had a total momentum acceptance of 149, subdivided
into bins of about 19, width and a resolution, above
2 BeV/e¢, of approximately 29, full width at half-
maximum (FWHM).

(i) The half quadrupole magnet was a standard
C.E.A. 12-in. quadrupole with the iron and coils of
one half removed and replaced by a flat iron plate
which, acting as a magnetic mirror, preserved the
quadrupole nature of the field in the remaining semi-
circular aperture. Long flip-coil measurements were
made of the field integrating along the length of the
magnet. [H-dl was within 1% of that for a full quad-
rupole of otherwise identical design. A lead “plug” ran
the length of the magnet in the horizontal plane.

(i) Two defining apertures were used during the
experiment. The “front aperture” consisted of two
tungsten jawed apertures placed just in front of the
quadrupole magnet, one above and one below the hori-
zontal plane of the spectrometer. The jaws were angled
so as to point at the target and had a small step ma-

5 K. W. Chen, J. R. Dunning, Jr., A. A. Cone, N. F. Ramsey,
J. K. Walker, and Richard Wilson, Phys. 141, 1267 (1966).
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F1c. 3. Rear aperture. Schematic and not to scale.

chined in them to reduce edge uncertainties. The front
aperture subtended about 0.83 msr.

The “rear aperture’” was defined by several obstacles:
A semicircular lead and tungsten aperture behind the
quadrupole intercepted in the horizontal direction. A
tungsten block in the front of the quadrupole deter-
mined the smallest vertical slope permitted and served
to divide the aperture into a lower and upper half.
Steeply sloping trajectories were delimited by the
stainless-steel wall of the vacuum chamber which ran
the length of the quadrupole. Figure 3 indicates the
location of the various elements of the aperture which
subtended 1.8 msr.

(iii) The momentum-defining counters are shown in
Fig. 4. Nineteen counters were placed with their top
edges in the focusing plane of the quadrupole at 19,
momentum intervals (except for four 1% bins). Six
counters were placed above and in contact with certain
of the bottom counters and to aid in the pattern-
recognition problem, and to simplify triggering. Figure
5 shows a schematic side view of the counter array and
a representation of the ideal firing pattern for a fall-
ing trajectory—termed an “up-down” trajectory. The
counters were made as small as possible in order to
reduce singles rates, and consequently a further compli-
cation arose, namely, that some counters, such as “+6”
in the trajectory depicted in Fig. 5, might not neces-
sarily be involved in the firing pattern which defined a
particle-crossing point.

Fic. 4. Perspective view of the momentum defining counters.
The target is to the right. Two counters (—39% and +%9%) are
not shown.
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One advantage of such an array over the conven-
tional configuration which places a series of thin coun-
ters in the focal plane of the magnet is that there is no
overlap of momentum bins. That is, there is no possi-
bility of two or more adjacent bins being triggered
simultaneously by a single trajectory. Another advan-
tage is the detail available for reconstructing an event.
In a sense, one has the equivalent of a fast one-dimen-
sional spark chamber. This implies the principal dis-
advantage, namely, that the pattern recognition proce-
dure is complicated and virtually necessitates the use
of a computer.

The counters were pivoted about the quadrupole
axis so as to compensate for the kinematic correlation
of elastically scattered electron momentum with scatter-
ing angle.
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Fic. 5. Typical “up-down” trajectory focusing in 09, bin
(‘perfect” trajectory). Shaded counters fire, others should not
fire (not to scale).

(iv) The threshold gas Cerenkov counter has been
described elsewhere.’ Filled with Freon C318 gas, the
pressure was usually set just below the Cerenkov radi-
ation threshold for pions of the same momentum as the
elastically scattered electrons.

(v) The lead-Lucite sandwich shower counter con-
sisted of ten 86112 cm sheets of UVT Lucite inter-
leaved with ten 1-radiation-length lead sheets and was
viewed by eight 5-in. phototubes. Lucite, rather than
scintillator, was used in an effort to improve discrimina-
tion against pions.” The poor uniformity of light collec-
tion almost certainly offset this potential gain and we
would recommend the use of scintillator for counters
of this size unless extreme care is taken in the light
collection. However, we have no detailed information
as to the pion rejection which we achieved in practice.

D. Proton Arm

The proton detector consisted of scintillation coun-
ters in direct view of the target. They were protected

5A. A. Cone, Ph.D. thesis, Harvard University, 1965 (un-
published); A. A. Cone, K. W. Chen, J. R. Dunning, Jr., G.
Hartwig, N. Ramsey, J. K. Walker, and Richard Wilson, Phys.
Rev. 156, 1490 (1967).

7C.) Heusch and C. Prescott, Nucl. Instr. Methods 29, 125
(1964).
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from low-energy charged particles (up to about 40
MeV/c) by a sweeping magnet which provided some
80 kG in. of field.

At the high-momentum transfers (above 70 F2), two
telescopes were used, each consisting of three scintilla-
tion counters. One intercepted all protons associated
with electrons elastically scattered out of the target
into the upper half of the electron spectrometer accept-
ance, the other telescope was positioned to receive
protons associated with electrons scattered into the
lower half of the electron aperture (see Fig. 6).

At 70 F~2 and below, a single, much larger, telescope
of two (sometimes three) scintillation counters was
used. It accepted all protons no matter where their
associated electrons went in the spectrometer aperture.
This telescope was also used in the quasi-elastic electron-
deuteron experiment and is described more fully in
Ref. 2.

The proton counters were oversize by at least 3°
(subtended at the target) in order to ensure that the
system acceptance was determined by the electron
aperture alone. This tolerance was sufficient to allow
for uncertainties arising from surveying error, beam
position changes, energy spread in the incident beam,
uncertainty in the effect on protons of the sweeping
magnet, and angular upsets involved in scattering ac-
companied by radiation.

E. Electronic Logic

Signals from all phototubes were fed into discrimina-
tors (Chronetics 101 and 114 modules). A fast-event
trigger was then formed (Chronetics 102) which indi-
cated that an electron might have crossed within the
momentum acceptance of the spectrometer. During

-
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F16. 6. Schematic perspective view of the proton counter
telescopes.
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Fic. 7. Block diagram of the computer trigger. Numbers at
the top of the frames indicate modulate numbers of Chronetics
circuits and those at the bottom indicate the width settings of
the circuits. The computer trigger is labeled “X”.

this experiment two slightly different triggers were in-
volved corresponding to a slight modification of the
momentum defining array. The block diagram for the
second of these is depicted in Fig. 7. The trigger was

E= (EUD) OR (EDU);
where

Eyp= (1U or 2U or 4U) axp (5D or 6D)

AND shower,
Epy= (1D or 2D or 4D) anD (5U or 6U)

AND shower.

The shower bias in this trigger was very low, ensuring
better than 99.99 efficiency for electrons of the elastic
scattering energy. The logic was designed so that events
would generate a trigger even if one of the trigger
counters was inoperative.

On generation of a trigger, fast gates recorded
whether the discriminators associated with each and
every counter had fired and this information was trans-
mitted to a computer together with pulse-height infor-
mation about the shower and Cerenkov counters and
sundry other information. In addition, several fast co-
incidences were generated and their outputs scaled.
These were used for independent checks of the func-
tioning of the apparatus during data acquisition but
played no role in the data analysis.

III. COMPUTER SYSTEM

The experiment was connected on-line to a PDP-1
time-sharing computer which served three main func-
tions: (i) It performed certain checks on the apparatus
which ensured that the electronic circuitry was oper-
ative (i1) it acted as a tape recorder, storing on mag-
netic tape all data transmitted to it, and (iii) it per-
formed on-line data analysis which enabled the cross
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Fic. 8. Block diagram of the computer interface.

section to be evaluated with about 109, accuracy. The
same program structure was used for the subsequent
off-line data reduction, in conjunction with other arith-
metic work performed on faster floating-point com-
puters.

We refer the reader to Chap. 3 of Ref. 1 for the
details of the computer system which can only be very
briefly described in what follows.

The trigger to the computer was intended to be
virtually 1009, efficient for events of interest and was
therefore made very nonrestrictive. In consequence, in
the extreme case of the highest momentum transfer,
elastic-scattering events constituted only 0.4% of all
triggers. On receipt of a trigger, fast gates were inter-
rogated to determine the state of all counter discrimina-
tors and, in addition, certain key counters such as the
shower and Cerenkov counters were pulse-height ana-
lyzed. Other information connected with the event was
also sampled. This included the charge collected during
the run in the beam monitors, the field in the synchro-
ton magnets (this being a measure of the incident
electron energy) at the time of the event, the current
run number, and the value of one seven-digit scaler.
In all, more than 200 bits of information were associ-
ated with each event and, in transmitting them to the
computer, it was necessary to use buffers to ‘“hold”
the information and a multiplexer to transmit, one at
a time, 13 words of 18 bits each. A schematic diagram
of the interface logic is given in Fig. 8. The maximum

data acquisition rate, dictated by the computer, was
one event per synchrotron burst. The maximum rate
would then be 60 events per second but, in order that
the sampled events be randomly picked from the
machine spill, it was necessary not to exceed a rate
of from five to ten events per second. In a few in-
stances the beam intensity had to be reduced to achieve
this.

The most important aspect of this procedure is that,
since information is obtained and stored for each event
individually, it is possible to examine in retrospect
correlations between various parameters. In particular,
one can subsequently analyze the data many times
over with differing criteria (such as counter biases,
momentum cutoff, presence or absence of coincident
proton, etc.).

The analysis programs worked somewhat as follows:
All information pertaining to an event was stored in a
buffer area of core which, when filled, was transmitted
to magnetic tape. Thus all data, regardless of the re-
sults of the on-line analysis, were stored. Each event
was then analyzed. The analysis involved presentation
of the event to a sequence of ‘“filters.” If the conditions
imposed by any filter were not met, the event was not
considered further. If all included filters were satisfied,
the event was presented to a series of independent
subprograms each of which performed some analysis
on the event as a result of which some relevant histo-
grams or storage words would be updated. Both during
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and at the end of a run, the results of the analysis
could be requested as displays on a storage oscilloscope
which could be photographed.

Some of the filters were: (1) Require that each of the
six pulse-height-analysis channels fall within a specified
pulse-height “window”” which could have upper or lower
bounds, or both, (2) make some requirements on the
momentum of the event (such as that it lie in some
central group of momentum bins), (3) require that
certain specified counter-firing patterns be present or
absent (in particular, a bit corresponding to a coincident
proton might be required to be on or off).

The analysis programs performed, in many instances,
logic identical to that of the filters but, whereas the
purpose of the filters was to determine the eligibility
of an event for analysis, the analysis programs were
responsible for the accumulation of the numerical re-
sults. Some examples were (1) determine whether the
event was consistent with certain specified counter firing
patterns. Each pattern thus was equivalent to a sepa-
rate chain of electronic logic and the updating of the
relevant storage location was equivalent to use of a
fast electronic scaler; (2) momentum analysis of the
momentum-defining counters (see Sec. IV B); (3) ac-
cumulation of histograms on each of the six pulse-
height-analysis channels; and (4) creation of two-
dimensional scatter plots for any two pulse-height
channels.

The on-line programs, outlined above, were also used,
with some few additional options, for the off-line data
reanalysis. The discussions of Sec. IV bring out in
greater detail the way in which these programs were
used.

IV. DATA ANALYSIS
A. Survey of Data Analysis

We first survey the general scheme of the analysis
in order to tie together the rather detailed accounts
which follow. The basic detection was of electrons in
the spectrometer which were in coincidence with a
proton telescope count. A certain momentum bite about
the central momentum for elastic scattering was se-
lected and, subject to several corrections, the number
of particles in that bite was taken to be the number of
elastically scattered particles. Not all elastically scat-
tered electrons fell into this bite and it was necessary
to determine how many were outside it due, for exam-
ple, to long tails of the resolution function and energy
loss due to radiation. Moreover, it is possible for some
electrons to be rejected incorrectly by the pattern recog-
nition procedure used in determining the scattered mo-
mentum and thus not be accepted even though they
actually were in the bite. These questions are discussed
in Secs. IV:B and IV M. Events can be included which
are not due to electrons elastically scattered from hy-
drogen as well as elastically scattered electrons being
missed. These might come from electrons involved in

e-p SCATTERING CROSS SECTIONS
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inelastic pion production, electrons scattered from the
aperture edges or pole face, electrons scattered in the
target end walls, or from background processes which
resulted in counter-firing patterns which looked like
acceptable electron scattering events. An important
question is the sensitivity of the results to the actual
momentum bite taken. All these points are dealt with
in Sec. IV C.

The efficiencies of the computer trigger, of the pro-
ton counters, and of the shower and Cerenkov counters
are discussed in Secs. IV D, IV E, and IV'F, respec-
tively. The monitoring of the number of incident elec-
trons is dealt with in Sec. IV G. The number of target
protons depends on the length and density of the
liquid-hydrogen target. Bubbling of the liquid hydrogen
is a particularly troublesome problem. These matters
are discussed in Sec. IV H.

Determination of the solid angle for detection of
electrons is discussed in Sec. IV K. The cross section
is a strongly varying function of the defining kinematic
variables, here chosen to be the energy of the incident
electrons and angle of the scattered electrons. These
are discussed in Secs. IV I, IV J, and IV L.

The proton coincidence was not required in the com-
puter trigger. Its presence was required, however, for
the cross sections we present in Sec. V. We investigate
the consequence of omitting the proton coincidence
requirement in Sec. IV E.

The presentation of the results is deferred to Sec. V
which also lists the errors in the measurements—the
rationale for which is contained in the present section.

B. Momentum Analysis

The momentum analysis was a central feature of the
data analysis and, as a result of the counter geometry,
was somewhat unusual. It illustrates well the use of
the computer to correlate several parameters. For these
reasons we discuss this question in some detail.

(2) Trajectory Identification

The momentum-defining counter geometry has al-
ready been described in Sec. IT C (iii). A typical firing
pattern is indicated in Fig. 5. The ideal firing configu-
ration can be spoiled by the failure of one or more
counters to fire, or, more probably, by the firing of
counters which are expected to be off. The pattern-
recognition problem is handled in the following way.

A “mask” defines a so-called “perfect” trajectory
for each momentum bin. It specifies all the counters
which, in an ideal case, would fire and most of those
which would not fire when a trajectory intersected the
counter plane in the momentum bin in question. There
are two masks for each of the 16 bins, one for falling
(up-down) and one for rising (down-up) trajectories.
Each event is compared with each mask in turn to
determine the number of counters which would have
to be turned off and turned on to match each mask.



2456

GOITEIN et

al. 1

Tasre III. Breakdown into categories of the momentum analysis. All events exceed certain shower and Cerenkov counter biases
and are associated with coincident protons. Each category is presented as the percentage of the sum of 00, 01, and 10 categories (which
provide a good measure of the ‘‘cross section”). An asterisk indicates aknown malfunction ofa counter. (Columns 3-7 are unambiguous.)

Fraction of

triggers
above final Fraction of codes 00401410 (in %)
shower-} Sum of
v Cerenkov Unambiguous Ambiguous preceding-
(F2) biases (%) 00 01 10 02 11-22 all codes 77 four columns
7 97.6 86.3 10.6 3.1 1.6 0.7 1.8 0.9 5.0
10 68 86.3 11.4 2.3 1.8 0.6 4.0 0.8 7.2
15 81 87 11 2 1.9 0.6 3.5 0.8 6.8
30 61 85 15 0.3 3 0.4 3.6 2.0 9
45 38 81 18 1 4 1.3 2.2 8 16
115 3.2 54* 45 1 10 1 4 11 26
130 1.9 82%* 17 1 5 1.6 4 15 26
150 0.4 71* 13 16 3 9 2 6 20

A two-digit code is assigned to the comparison, the
first digit being the number of counters which must be
turned on, the second the number to be turned off.
Thus the assignment “12” would imply one inefficient
counter and two overefficient counters. If a “00” cor-
respondence is established (complete agreement with
a mask) the scan is halted since it has met with suc-
cess. Otherwise all masks are scanned and then a deci-
sion is made as to how the event should be assigned.
This is done on the basis that it is more likely that two
counters be spuriously on (but less likely that three
be on) than that one should be spuriously off. Thus
events are assigned to that bin whose mask differs
least from the event as determined by its having the
numerically lowest of the possible codes: 00, 01, 02,
10, 11, 12, 20, 21, 22. If more than one bin has the same
code and no other has one lower, the event is termed
“ambiguous.” It is assigned to the bin with that code
first encountered in the scan. A separate count is kept
of the relatively rare ambiguous events. If more than
two counters must be turned on or off to obtain cor-
respondence between the event and any of the masks,
the event is considered unassignable (and given the
code 77).

In practice, overefficient counters were a greater prob-
lem than inefficient counters. The dominant cause of
overefficiency (a counter being on when it should be
off) was not, as might be expected, due to random
firing of counters due to backgrounds or noise—the
frequency for which can be determined by delaying the
counter signal so as to be out of time for real coinci-
dences. It was found to be, in large part, correlated in
time with the real signal.

We believe that this is due to the effect of knock-on
electrons which are produced by interactions of elec-
trons with the plastic scintillators through which they
pass in describing a legitimate trajectory. Such a
knock-on electron may then fire a neighboring counter

which would otherwise not have fired. We get excellent
agreement between the observed frequency of such
overefficiencies and calculation.

Table IIT indicates the frequency of the various
categories of event for several momentum transfers.
These frequencies are quite consistent with the known
counter efficiencies and with the knock-on electron
probabilities.

Finally, there remains to be discussed the vexing
problem of the events which could not be analyzed by
the pattern recognition program (termed code “77”
events in the computer analysis). We present, in Table
IV, a breakdown of these events. They are a more or
less constant fraction of the elastically scattered elec-
trons for all but the lowest momentum transfers (fourth
column). (It should be remembered that the cross
section varies over some seven orders of magnitude in
these measurements.) Their number is not proportional
to the total number of triggers (second column). Nor
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Tasre IV. Breakdown of code-77 events.

Code-77 events; with proton coincidence

9 of all
% of 77’s above
triggers Number of shower-++
above chosen code-77 events  Cerenkov
shower+ per 10~ bias that
¢ % of all Cerenkov % of codes Coulomb have proton
(F2) triggers bias 00401410 of beam coincidence
7 0.8 0.8 0.9 635 77
10 0.5 0.7 0.8 210 83
15 0.6 0.7 0.8 114 56
30 1.0 1.6 2.0 24 73
45 2.1 5.5 8.4 108 50
115 0.2 7.5 11 2.5 18
130 0.2 9 15 1.1 27
150 0.02 4 6 0.2 24

do they scale with the number of incident electrons
(fifth column) which would allow for their interpreta-
tion as due to, for example, photon fluxes from the
target. At 10 F—2, their proportion is the same whether
the front or back apertures are used. At 45 F~2, there
are less of them (1.520.49%) when using the front
aperture than when the back aperture is used (5.54&
0.5%).

These events are target associated as evidenced by
their disappearance in empty target runs. Moreover,
they display the same time distribution in the syn-
chrotron spill as do perfect trajectories. On the other

“hirnr .

SHOWER COUNTER —>
C)

(c) (d)
CERENKOV COUNTER ———

F16. 10. Scatter plots of the shower counter (vertical) versus

erenkov-counter pulse height (horizontal axis) for certain classes
of events at 45 F~2. (a) codes 00-01; (b) code 77; (c) code 02;
(d) codes 11-22, )

hand, they do not, as a class, display the properties of
elastically scattered electrons. The proton coincidences
are a much smaller proportion of all code 77’s (fifth
column) than the 969, typical of perfect trajectories.

We discuss these events further for the particular
case of 45 F—2, Figure 9 presents schematically the
first 14 code-77 events of one of the data runs. The
bottom two seem to be compatible with centrally cross-
ing trajectories. However, the calculated probability
for three counters to fire in coincidence with a crossing
trajectory, including knock-on effects, is less than 0.29%,.
Moreover, in very “clean” situations such as the low-
momentum-transfer runs, we do not see many such
events, which confirms our suspicion that the large
fraction of such events seen at high momentum trans-
fers is not an inevitable characteristic of elastically
scattered electrons.

In Fig. 10 we show scatter plots of the shower
counter versus Cerenkov counter pulse heights for a
45-F-2 run. Plots of good trajectories (00 and 01 codes)
and of nonanalyzable (77) events are shown (as well
as codes 02 and codes 11 through 22, for interest). One
clear feature is the large number of low pulse-height
code-77 events. We are confident that these are of no
concern since we know that electrons give large pulses
in both the shower and Cerenkov counters. More worry-
ing are those code-77 events whose shower and Ceren-
kov pulse heights are both large and fall in about the
region into which the 00 and 01 events are grouped.
We observe however, that these events show an aver-
age shower-counter pulse height somewhat lower (by
about 15%,) than that of the 00 and 01 codes. More-
over, there is a somewhat larger proportion of code 77’s
with high shower-counter pulses whose Cerenkov pulses
lie in the overflow channel—which is what the Cerenkov
response would be to the passage of several coincident
particles. These observations are consistent with two
explanations of these events: (i) Inelastically scattered
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TaBLE V. List of contributions to the momentum resolution. The situation depicted is for a 2-in. target. The numbers quoted are
estimates of the contributions to the full-width at half-maximum assuming a focus near the central momentum bins. p is the momentum,
in BeV/c, of the scattered particle and s is the average slope of trajectories in the quadrupole, here taken to be 1/28.

Theoretical
estimate Calculated effect (%) at
Source (%) 1.5 3.0 4.5BeV/c
Target
beam height 1.0 1.0 1.0 1.0
target length 1.47 1.47 1.47 1.47
Before quadrupole, target (15/ps) X0.81 0.227 0.113 0.076
and other material
Quadrupole, aberrations 0.7 0.7 0.7 0.7
and kinematic smearing
After quadrupole, multiple (15/ps) X1.23 0.344 0.172 0.115
scattering in counters
Total (adding in quadrature) 1.95 1.92 1.92

electrons will focus before the momentum counters,
passing through either all “up” counters or all “down”
counters and may fire some other counters by knocking-
on electrons or by some other mechanism. (ii) Scattered
charged particles may strike the pole faces or plug in
the magnet or the rear aperture edge, shower, and
produce a spray of particles. The first possibility pro-
vides an explanation for the lower number of 77’s at
low momentum transfers since the inelastic electron
threshold is then far from the elastic momentum. Both
explanations are in agreement with the approximate
scaling of the code 77’s with the elastic cross section.

While the type of argument given above is sugges-
tive, one cannot necessarily assume that all code-77
events belong to the same class of events. There may
be some fraction of them which are associated with
genuine elastically scattered electrons passing through
the aperture. We have ‘“hand-scanned” the code-77
events and find some fifth of them, viewed by subjec-
tive criteria, could conceivably be ‘“good” events. This
proportion holds for both the high momentum transfers
and for the relatively less numerous code-77 events at
the low momentum transfers. We have, therefore, taken
one-tenth of the code 77’s to be acceptable events and
assigned an error equal to the number accepted. This
introduces a typical error of #£0.75% in the inter-
mediate momentum-transfer range which is a very large
error for a measurement of this kind. It suggests that
a radical redesign of the spectrometer would be re-
quired to perform absolute cross-section measurements
to much better accuracy than that of the present ex-
periment.

(#) Events Shifted In and Out of Bite Taken

Inefficiency or overefficiency of a counter can result
in assignation of events with a “00” code to the bin
adjacent to the one in which the true trajectory passed.
One effect of such bin shifting is to add slight tails to

the resolution function. One might worry that the
number of events in the acceptance bite might be sig-
nificantly altered by this effect. However, there is a
cancellation between rising and falling trajectories pro-
vided the cutoff is in a reasonably smoothly varying
region of the momentum spectrum, which is normally
so. The uncertainty is then of the order of a few per-
cent of the difference between the number of up-down
and down-up events in the momentum bins in the
region of cutoff. This leads to a typical error in the
cross section of less than +0.29.

(413) Momentum Resolution

The importance of knowing the momentum-resolu-
tion function is twofold: First, in order to be able to
estimate the fraction of elastically scattered electrons
excluded from the acceptance bite by virtue of being
in the tails of the resolution function; and second, in
order to determine whether events observed either side
of the elastic peak are due to the natural tails of the
resolution function or to background contamination
(which would presumably also be present under the
peak).

Calculated estimates of the momentum resolution
are presented in Table V, which gives an idea of the
importance of various contributions. The shape of the
momentum resolution was expected to be roughly
Gaussian, with perhaps somewhat smaller than Gauss-
ian tails. In practice the observed peak width agreed
with the calculated values to about #4-0.49%, FWHM,
but was found to vary by about that much from day
to day. This is not clearly understood, but is thought
to be due to fluctuations in the vertical beam position
which would lead to a time-averaged beam profile
which would be broader than that observed in a short-
term glass-slide exposure. Moreover, there was a high
momentum tail to the resolution function, especially
marked for down-up trajectories. This tail was present
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even at very low momentum transfers where back-
ground contamination is negligible and hence is clearly
established as intrinsically due to acceptable elastically
scattered electrons. It is thought to be due to some
effect such as the presence of knock-on electrons as
described above in Sec. IV B (i). These would affect
down-up trajectories preferentially, but our calcula-
tions do not predict as large a tail as was observed.

Because the effects observed were not completely
determined by calculation and the resolution width
was not predictable on the basis of the monitored
parameters, the resolution function in each case was
obtained by scaling, to fit the data, curves which, when
radiative effects were allowed for, fit the “clean” low-
momentum-transfer data.

One final, very puzzling feature of the observed reso-
lutions is that, at several momentum transfers, the
widths of the peaks produced by rising and by falling
trajectories were appreciably different. We can find no
explanation for this effect. It was not due to multiple-
scattering broadening which was only slightly differ-
ent for the two trajectories. One possibility we con-
sidered is a different dispersion for the two trajectories
due, for example, to a tilt of the counter array out of
the horizontal plane. To produce the observed effect
such a tilt would be of the order of } in. over the entire
array, which is very large indeed. However, such an
explanation is ruled out since it results in radically
different ratios of inelastic electroproduction to elastic
scattering cross sections for the two trajectories.

This anomaly is unfortunate mainly because it is
not understood. Its effect on our results is, however,
expected to be small. This is because there is a good
cancellation between up-down and down-up correc-
tions in all instances in which the width of the resolu-
tion function or the momentum dispersions are of
concern.

C. Contamination by Nonelastic Events
(1) Empty-Target Subtraction

The end walls of the target were made of 0.0015-in.
aluminum and were responsible for a few percent of
the accepted scattered electrons. Moreover, it is pos-
sible that there were other sources of scattering such as
the copper feed lines between the cryostat and target
cup which could conceivably interact with any beam
halo present. Data were therefore taken with the target
evacuated. The electron arm rate in a =#+3.59% mo-
mentum bite was always consistent with (6/t)% of
the target full rate, where ¢ is the target length in
inches and was typically between 1.2 and 3.5 in. The
electron-proton (e-p) coincidence rate in the target-
empty runs was always equal to one-third of the total
electron rate to within the accuracy of the measure-
ment. The subtraction was of e-p coincidences and was
therefore a (2/t)% subtraction. These rates were con-

e-p SCATTERING CROSS SECTIONS

2459

sistent with calculations of the rates due to scattering
by the target walls.

At momentum transfers above 70 F—2, the expected
number of empty target e-p coincidences was small or
zero due to the low counting rates. Empty-target runs
were still made, but were viewed as checks on the data.
The subtraction made was the (2/¢)9, subtraction in-
ferred from the more accurate low-momentum-transfer
data.

(#t) Events Above Peak

At a given scattering angle with a monoenergetic
electron beam, no particle has a higher momentum
than an elastically scattered electron. Thus, the mo-
menta above the elastic peak are kinematically for-
bidden and, ideally, there would be no events there.
Possible sources for legitimate events are electrons
scattered from nuclei in the target and walls and parti-
cles associated with long tails of the resolution func-
tion. The former should be excluded by an empty-
target subtraction. The latter are reasonably well
known from the low-momentum-transfer data. We
have estimated the number of events which would lie
under the elastic peak if those events observed above
the peak, and not accounted for by the above effects,
are associated with a flat momentum spectrum ex-
tending to low momenta. We subtract one-half the
contamination suggested by such above-peak events
and assign an error equal to the subtraction.

The fraction of events thus subtracted is very small,
being 0.2, 0.6, and 1.5%, of the elastic peak events at
115, 130, and 150 F—2, respectively, and less than 0.19%
below 115 F-2, These numbers are a good indication
of the scale of possible contamination, and are satis-
factorily small.

(#41) Charged and Neutral Pions and Protons

Charged pions and protons are produced in the tar-
get. Particles produced in the hydrogen should have
reduced momenta compared with elastically scattered
electrons and should also have pulses below the bias
levels in the shower and Cerenkov counters. We have
estimated the contamination by such particles to be
less than 0.29%, of elastically scattered electrons in the
worst case (150 F~2).

Neutral pions do not, of course, count directly but
can register by virtue of their Dalitz decay which pro-
duces an electron-positron pair. We have calculated
the possible contamination and find it to be less than
0.19, in the worst case (150 F~2).

(1v) Electropion Production

A major source of contamination is from electrons
involved in single pion production, one prominent fea-
ture of which is the excitation of the first (1236-MeV)
nucleon resonance. The two reactions are

(a) etpoetptn,
(b) etp—etntnt.
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TasrLe VI. Comparison of Adler theory with data. Momentum transfers are those of elastic scattering kinematics. We give our cal-
culated elastic cross section and that of Adler’s inelastic calculation evaluated at an excitation (shown) near, but not actually at, the
peak of the N*. The Adler cross section is the electron-only detection from both e+ p—e-+p+7° and e+ p—e+n-+=r+. We show, for
up-down and down-up trajectories separately, two comparisons: (1) the ratio of N* observed to be produced to the Adler prediction
(this is an average over the region extending from threshold to just about the N* peak); (2) the ratio of the fraction of observed in-
elastic electrons which have a coincident charged particle to the theoretically predicted fraction.

Elastic cross
section corre-

sponding to form Adler prediction
N* Ratio Fraction Ratio factors used for N* produc-
Elastic ¢2 electron only data/theory (e+p)/e data/theory for the N* tion at Eom*

(F2) ud du ud du (10732 cm?/sr) Een¥ ub/ (sr BeV)

45 2.0 1.6 0.5635 1236 0.01973

70 2.1 2.4 0.1030 1224 0.00342

75 2.7 2.9 2.2 1.9 0.0897 1247 0.00245

90 2.5 1.9 1.9 1.3 0.0305 1247 0.000848
100 2.3 2.4 0.9 1.3 0.0118 1245 0.000363
115 3.5 2.4 2.4 2.8 0.00634 1247 0.000185
130 3.1 2.7 2.4 2.8 0.00271 1247 0.0000828

Cone data (see Ref. 6)

30 1.4

45 2.0

100 1.7

ALL ELECTRONS ELECTRON + PROTON ELECTRON + PROTON
( J[ rement) fits to elastic 4 inelastic ' ?“T ‘;f elfq?hc and
no proton requiremen shown separafe!y INeIasTic TITS
2 2
100F X“=9.0 X==11
2
2 X"=6.4
130F 6

SCATTERED ELECTRON
MOMENTUM ———

Fi6. 11. Comparison of the data with estimates of the resolution function and of inelastic electroproduction. Radiative corrections
are included. The bar histogram is the data, the dotted curves are the theoretical fits, and the horizontal lines are the integrals of the
theoretical fits over the experimental bin widths. The number at the top left of each graph is the full scale value of the y axis. The x?
evaluation is at the right of each plot. There are six degrees of freedom in the fits.
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Such inelastically scattered electrons have a continuum
of momenta below a threshold momentum whose sepa-
ration from the elastic scattering momentum scales
inversely with incident electron energy. The worst case
is at 6-BeV incident energy, when the threshold is only
2.3% below the elastic peak. Our modest momentum
resolution then implies the possibility of a serious con-
tamination from inelastically scattered electrons within
a momentum bite large enough to accept the bulk of
elastically scattered electrons.

Coincident detection of a charged particle at or near
the angle at which protons recoil from elastic collisions
reduces, but does not eliminate, the contamination.
Near threshold, reaction (a) is suppressed and S-wave
charged-pion production (b) dominates. The charged
pions are indistinguishable, in this experiment, from
protons but are spread out over quite a large cone,
only a portion of which is subtended by the coincidence-
counter telescope.

To estimate the contamination, one must know the
shape and magnitude of the scattered electron mo-
mentum spectrum near threshold, both with and with-
out coincident charged-particle detection. To obtain
this, we used the dispersion theory of Adler® to estimate
the cross sections of both reactions (a) and (b) above,
differential in electron scattered energy and solid angle
and in pion solid angle. We then integrated these pre-
dictions over the coincidence-counter acceptance, and
also, separately, over all pion angles, to obtain the
electron momentum spectrum with and without coinci-
dent charged-particle detection, respectively.

In comparing these theoretical spectra with the data,
it was clear that the theory was substantially under-
estimating the cross section at high momentum trans-
fers. Thus it was not possible to use the theory to
calculate the contamination directly. Instead, it was
assumed that the shapes of the spectra were correct
and their magnitudes were adjusted to fit the observed
data. The fitting procedure was complicated® because
it was necessary to fold in the resolution function and
to include radiative corrections which distort all the
spectra. In addition, the width of the resolution func-
tion was considered a variable, as discussed in- Sec.
IV B. From the best fit, the contamination in the
acceptance bites was estimated. Since the theory is in
some doubt, we assign a conservative error of one-half
the correction made in each instance.

Table VI indicates the observed ratio of experiment
to theory for the various data points. The two trajec-
tories were treated separately and somewhat different
results were obtained for each. We show both ratios
separately and suggest that the error in the determina-
tion is probably of the order of the discrepancies be-

8S. L. Adler, Ann. Phys. (N.Y.) 50, 189 (1968); and private
communication.
9 See Sec. 4.3.e of Ref. 1.
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UP-DOWN TRAJECTORIES

DOWN-UP TRAJECTORIES

COUNTS PER 1% BIN

SCATTERED ELECTRON MOMENTUM

F1c. 12. Momentum spectra of electrons at 150 ¥~2, Continuous
lines are of electron-proton coincidences, dotted lines are of
electrons with proton anticoincidence. The inelastic contamination
was taken to be one-third of the ep spectrum, making allowance
for a 4%, proton inefficiency for elastic scattering.

tween the two trajectories. We, in fact, compared the
ratio of inelastic to elastic electron scattering in the
data to that same ratio in theory, thereby considerably
reducing the sensitivity to the values assumed for the
form factors. We also show the same ratio as observed
by Cone.® The agreement between our two experiments
is quite satisfactory. We also give the calculated in-
elastic cross section at the peak of the A(1236) reso-
nance (differential in electron energy and solid angle)
together with the elastic cross section in order that
others may reproduce our results. Difficulties with
Adler’s predictions at high momentum transfers involv-
ing electropion production from neutrons are discussed
by Budnitz.?

Figure 11 shows typical fits, as described above, for
up-down trajectories at 100 and 130 F~2. The com-
puter generated displays show the electron-only mo-
mentum spectra and the e-p spectra, which involve
the coincident detection of a charged particle. In the
latter case the fits to the elastic and inelastic spectra
are shown individually and in sum in separate displays
for purposes of clarity.

The procedure followed at 150 F~2 differed from that
described above. This was because the paucity of data
did not allow a meaningful fit. What was done was to
extrapolate the ratio of electron-proton coincidences
(e+p) to anticoincidences (ep) found experimentally
at lower momentum transfers. The measured ep spec-
trum at 150 F~2 was then used in conjunction with
this ratio to predict the e+ inelastic spectrum. Fig-
ure 12 shows the measured and deduced spectra for
about half of the 150-F~2 events.

(v) Sensitivity of Cross Section to Momentum Cutoff

It is important that the cross sections not depend
critically on the point at which the low-momentum
cutoff is taken. The fits of Fig. 11 contain the informa-
tion of concern but we have explicitly plotted the cross
section as a function of the cutoff for a few momentum
transfers in Fig. 13. The stability is very satisfactory.
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Fic. 13. Cross-section dependence on low-momentum cutoff, at
45, 115, 130, and 150 F~2. The ratio of the cross section which
would be obtained relative to that at the selected cutoff is plotted
against the cutoff (measured relative to the selected cutoff in %
of the elastic momentum). The sum of up-down and down-up
trajectories is involved. The errors are the relative errors of the
points and do not include statistical errors. They are obtained
from the combination of one-half of the inelastic electroproduction
contamination and one-fifth of the contents of the last included
bin (to include errors from bin shifting, etc.).

D. Apparatus Dead Times
(1) Trigger Dead Time

Dead times in the trigger counter discriminators and
in some subsequent electronic circuits lead to trigger
inefficiencies of as much as 1.59, in the worst case.
Unfortunately, the dead-time characteristics of the
circuits were inadequately appreciated in the initial
stages of the experiment and, as a result, the param-
eters on which the dead times depended were poorly
monitored and there are consequently uncertainties of
as much as the amount of the correction itself.

(#3) Computer Dead Time

The computer had a dead time which resulted in the
number of events recorded on tape being less than the
number of triggers generated. The latter quantity was,
however, scaled so that this dead time could be cor-
rected for exactly, provided only that the triggers ac-
cepted were a random sample of all triggers. To achieve
this, the computer dead time was kept below about
5% by lowering the beam intensity when necessary.

E. Proton Counter Efficiency
(2) Setting and Monitoring of the Gains

The gains of the proton counters were set by deter-
mining their efficiency in what amounted to a tagged-
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proton beam, namely a beam of recoil protons associated
with well-defined elastically scattered electrons detected
in the electron spectrometer and guaranteed to strike
the proton counter by virtue of the kinematics of elas-
tic scattering. “Clean” electrons were obtained by re-
quiring high shower and Cerenkov pulses, unambiguous
trajectories on the top of the elastic peak, and by oper-
ating at fairly low momentum transfer (30 F—2), where
background processes were negligible.

(#) Comparison of Measured and Calculated Proton
Counter Efficiencies

By selecting clean electrons as just described, from
the actual data runs, it is possible to measure the
proton counter efficiencies. However, there is the pos-
sibility that the measurement will degenerate at high
momentum transfers if the electron arm ceases to be
self-sustaining. On the other hand, one can calculate
the expected efficiency taking into account (i) proton
losses due to wide-angle scattering in the target and
the air path between target and counters; and (ii) the
loss of protons due to nuclear absorption in the air and
within the counters themselves. Table VII lists the
measured and calculated proton counter inefficiencies.
Agreement is, in general, good and the slightly low
calculated inefficiency at high momentum transfers is
thought to be understood, at least in part, by omission
of inelastic contributions to the absorption cross section.

(#t) Role of Proton Counters in Data Analysis

At momentum transfers of 70 F~2 and below the
measured efficiency [as described in (ii) above] was
used to extract the cross section. The use of the measured
efficiency in this way has several ramifications: The
efficiency measurement is based on a subset of all
eventually accepted events which usually corresponds
to about 709, of them. This subset is, in effect, accepted
without the requirement of a proton coincidence. The

TasrE VII. Comparison of calculated and observed
proton-counter inefficiencies.

Proton-counter inefficiencies (%)

Calculated

¢ inefficiencies Observed (%)
(F2) (%) Up-down Down-up

7 4.51+0.5 4.840.3 4.0+0.3

15 4.8940.55 6.940.3 5.1+0.3
30 1.89+0.35 2.441.2 0.1+£1.4
45 2.04+0.4 0.8+0.6 1.240.7

70 2.0240.4 2.741.5 6.1+1.7

75 1.940.8 2.5+8 7.7+6
100 1.940.8 5.3+1.5 5.0+1.6
115 1.940.8 1.0+3 5.943.6
130 1.940.8 4.445.7 0(4)+3.2
150 1.940.8 5.4413 0(3) %29
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coincidence is only imposed on events falling short of
perfection due either to low pulse heights in the shower
or Cerenkov counters, nonperfect trajectories, or be-
cause they lie in the tails of the elastic peak. The error
in the proton efficiency is thus only applicable to the
309% or so of events not used in its determination.
Moreover, effects due to random coincidences in the
proton counters or gain shifts due to instantaneously
high beam intensities are directly measured by our
technique and, therefore, introduce negligible error into
the determination of the cross section.

At 75 F~2 and above, the proton coincidence was
required of all accepted events. We do not use the
measured efficiency but, rather, assume an efficiency
of 97.5+£19%. This is lower by 3% than the calculated
value but is consistent with the measured values at the
lower-momentum-transfer points where better statisti-
cal accuracy was possible. This discrepancy is consider-
ably less than the statistical errors involved in the
cross-section measurements.

() Effect on Cross Section of Removing
Proton Coincidence Requirement

Requirement of a proton coincidence should be kine-
matically redundant. It is a vital check on the experi-
ment to determine what results would be obtained if
the proton coincidence were not invoked.

Table VIII shows, for some of our data, the changes
in our estimates of the cross sections which would
result from ignoring the proton coincidence in selecting

Al e+p ep
T EVENTS 600D TRAJECTORIES - 600D TRAJECTORIES
2 45F?
=
15F72
150F

CERENKOV PULSE HEIGHT ——

. F16. 14. Scatter plots of the shower counter (vertical) versus
Cerenkov counter (horizontal axis) at 45, 115, and 150 F2
See text for details.
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TasrLe VIII. Effect of removing the proton coincidence re-
quirement at the high momentum transfers. The ratio of the
cross section which would be obtained if no coincident proton is
required to the cross section with coincidence is shown for the
high momentum transfers. The errors quoted are relative errors
and derive almost entirely from the increased inelastic contamina-
tion when no coincidence is required. Below 75 F~2 the measured
proton efficiencies were used and the ratio of this table is then
not more than 19, different from unity, with no more than 19,
uncertainty at 45 F~2 and below.

Momentum o (electron only)
transfer —_—
(F?) a(e+p)
90 1.02+0.06
100 1.06=0.06
115 0.9964-0.05
130 1.03+0.06
150 1.02+0.06

scattered electrons. (The proton counters are, however,
still involved in estimating the Cerenkov counter effi-
ciency—see Sec. IV F.) To within the accuracy of the
comparison the measurement is not altered by relax-
ing the proton coincidence requirement. This gives us
great confidence in our coincidence results.

F. Shower and Cerenkov-Counter Efficiencies
(1) Shower versus Cerenkov-Counter Scatter Plots

We present, in Fig. 14, scatter plots of the shower
versus Cerenkov-counter pulse height at momentum
transfers of 45, 115, and 150 F~2. At each momentum
transfer, we show scatter plots of all triggering events
(labeled “all events”); events with good trajectories
(codes 00 and 01) in the accepted momentum bite
which had a proton coincidence (labelled e+p); and
good on-peak trajectories which had no problem co-
incidence (ep).

The most important point to observe is the excellent
separation of electrons in the (e+4p) plots which per-
sists up to the 150-F~2 data. Up to, and even including,
the 115-F—2 data, a bias in the shower counter alone
would provide adequate separation. Above 115 F~2 a
bias in the Cerenkov counter is also necessary. The ep
plots demonstrate the role of the proton coincidence in
cleaning up the measurement. The few ef events with
large shower and large Cerenkov pulses are mainly
associated with the proton counter inefficiency which
is of the order of 219%,. The number of ¢j events with
low shower or Cerenkov pulses, or both, becomes very
appreciable as the momentum transfer increases. We
present the (all-events) plots to indicate how the trig-
ger deteriorated as momentum transfer increased.

(ii) Sensitivity of Cross Sections to Shower and
Cerenkov-Counter Bias

Biases for the shower and Cerenkov counters were
chosen on the basis of an inspection of these scatter
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. F16. 15. Cross section as a function of bias in shower and
Cerenkov counters at 45, 115, and 150 F~2. The ratio of cross
section at a given bias to that found at the bias eventually chosen
is plotted against the lowgst channel accepted in the shower
spectrum. Three different Cerenkov biases are plotted in most
instances, the lowest being the case in which the Cerenkov counter
is not requlred at all (channel 0). The solid error bars are the
result of statistical uncertainty in the cross-section determination
and in the determination of the shower and Cerenkov efficiencies.
The dotted lines are estimates of the uncertainty in the deter-
mination of the efficiencies based on the possibility of drifts in
the ATD gains.

plots and the data were analyzed with the selected
biases and also with both higher and lower biases to
ensure that the results were insensitive to the bias
chosen. Figure 15 shows the results of such determina-
tions at 45, 115, and 150 F~2 The stability for rather
wide ranges of biases is a good indication that the
counter efficiencies are understood. More importantly,
it suggests that our results are relatively free of con-
tamination from backgrounds such as charged pions
since the proportion of events from such processes
would be expected to decrease rather rapidly with
increasing level of bias.

(#1) Shower-Counter Efficiency

The shower counter, with a rather low bias, was a
constituent of the computer trigger. Inspection of the
spectrum of pulse heights of all events resulting in a
trigger indicates at least 99.99, efficiency of this low
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bias for all data reported here. However, higher biases
were imposed in the data analysis The efficiency was
determined as follows.

Events were selected from the dala runs with the
characteristics of having coincident protons, large
Cerenkov pulses, and perfect (codes 00 or 01) on-
peak trajectories. The response of the shower counter
to these clean electrons was then determined. At and
below 30 F-% the pulse-height spectra of such events
is quite clean, showing no sign of background con-
tamination. This technique is then considered as meas-
uring the shower-counter efficiency. At higher mo-
mentum transfers a small amount of background begins
to appear in the low-energy tail of the spectrum. At
150 F—2 this background is as much as 209, of all such
events.

Above 30 F~2 the shower-counter efficiency was deter-
mined by comparison of a pulse-height spectrum ob-
tained in a clean situation (10 F~2) with a spectrum
obtained as described above. The underlying assump-
tion was that the low-momentum-transfer spectrum
was a good representation of the shower-counter re-
sponse to energetic electrons. The only difference would
lie in a somewhat different scale and absolute gain.
These were adjusted by comparison with data at the
correct scattered energy. A typical example of this
comparison is shown in Fig. 16.

The uncertainty in the efficiency was taken to be
the change in efficiency which would result from one-
half a channel change in bias.

(iv) Cerenkov Counter Efficiency

At momentum transfers of 100 F~2 and below, the
efficiency was obtained from the data runs looking at
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Fic. 16. Comparison of shower counter spectrum from a
115-F~2 data run (horizontal bars) with a scaled 10-F~2 spectrum
(dots). The vertical scale and the horizontal scale and displace-
ment are varied until the minimum x2is achieved. The 2 is
evaluated for points to the right of the vertical line.
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events with a high shower-counter pulse, coincident
proton, and perfect on-peak trajectories. The effect of
this method was that the Cerenkov counter was effec-
tively not used in accepting the fairly large class of
events used to determine its efficiency. It was only used
in screening the more dubious events with, for exam-
ple, imperfect momentum-defining counter patterns.

At and above 115 F~2, a Cerenkov-counter bias was
required of all events. The efficiency was then deter-
mined by a technique very similar to that already
described for the shower-counter efficiency determina-
tion at high momentum transfers. The difference was
that the clean spectrum was not taken from a low-
momentum-transfer data run, but from a calibration
run taken in conjunction with all high-momentum-
transfer runs. In these calibration runs, electrons of
the same incident energy as used in the data runs were
allowed to hit either a hydrogen or polyethylene target.
The electron arm was moved to a forward angle (about
12°) and the spectrometer was set to detect inelastically
scattered electrons of the same scattered energy as
would be associated with elastic scattering at the high
momentum transfer. In this way a high counting rate
and a relatively good electron-to-background rate were
obtained without having to alter the synchrotron en-
ergy. Events with a high shower-counter pulse and a
perfect trajectory in a momentum bin corresponding
to the position of the elastic peak in the data runs
were selected. The efficiency thus obtained was always
consistent with that determined from the clean-data
events, but had better statistical precision.

G. Number of Incident Electrons
(i) Faraday Cup Efficiency

A Faraday cup provided the absolute monitor of the
charge in the beam. The basic design of this cup, CEA
Faraday cup No. 2, has been discussed by Burr.’? The
calculated efficiency of the cup is better than 99.99,.
Measurements of the response of the cup relative to
some secondary monitor as the potential of the cup
relative to its outer casing is varied are relevant to the
determination of efficiency. Typically, plateaus were
obtained at large positive and negative biases which
differ by +0.15 and —0.3%, respectively, from the
response at zero bias (where the data runs were taken).
Some hold that these plateaus represent the extremes
within which the 1009 efficiency point must lie. Others
prefer to consider the apparent variation of efficiency
with bias as a symptom which suggests a scale for
possible malfunction of the device without being an
absolute indication of its accuracy.

A further measure of the efficiency has been made
using a toroid coil to detect directly the difference be-
tween the charge in the beam and that collected in the

© P, H. Burr, CEA Report No. CEAL-1008 (unpublished).
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cup. A preliminary determination gave!! an efficiency
of 99.240.49%,. We have, however, taken the Faraday
cup (at zero bias) to be 100+0.259, efficient, based
primarily on the bias curve measurements. We con-
sider that the toroid measurement is not yet sufficiently
well understood. We do consider that it offers an im-
portant check at the 19, level on our assumed value
for the efficiency.

A recent comparison of Faraday cups used at the
Cambridge Electron Accelerator? and at SLAC con-
cluded that their efficiencies were identical to within
the measurement error of 0.3%,. Since the design of the
cups is basically the same, this is no surprise. Losses
due to Coulomb scattering out of the beam were calcu-
lated to be less than 0.19. At low energies a helium

 bag was used to reduce these further. The response of

the Faraday cup relative to a secondary monitor was
unaffected by 4=1.5-in. movements of a 5-BeV beam.

(#2) Faraday Cup/Secondary Emission Monitor Ratio

The secondary monitor was CEA secondary emission
monitor No. 4. During data runs, the ratio was almost
always constant to within 19,. Moreover, agreement
between runs at different dates is good. We regard this
ratio as providing a check at the 19, level of our abso-
lute monitor stability together with that of the inte-
grators.

(#4t) Integrator Calibration

Before or after each run the integrators were cali-
brated by depositing a known charge into them. Two
separate calibration devices and an intercalibration
with a CEA integrator confirm that our integrators
were accurate to within 20.19, for collection of charge
involving at least 100 cycles. The 24-h stability was
well below 0.19, drift.

H. Length and Density of Target
(1) Target Length Measurement

The targets ranged in length from 1.2 to 3.5 in. The
lengths were measured at room temperature by mechan-
ical techniques to an accuracy of better than 0.002 in.
Compensation was made for changes in length due to
the low temperatures of operation and to the pressure
differential between the inside of the cup and its vacuum
environment. The corrections amounted generally to a
few tenths of a percent. The main uncertainty in target
length arose from the rough treatment occasionally
meted out to the target cups which resulted, in the
worse case, in a 4=0.99%, uncertainty in target length.

1 G. F. Dell, J. dePagter, M. Fotino, H. Holcomb, and L. Law,
in Proceedings of 1966 International Conference, Instrumenta-
tion for High-Energy Physics, p. 597 (unpublished).

G, F. Dell, and M. Fotino, CEA Report No. CEAL-1043
(unpublished).
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Fi1c. 17. Intensity dependence of the cross section.

(it) Beam Position in Target

Ofi-center displacements of the beam and the small
angle which the beam may make with the target axis
affect the interaction length. The bulge of the end
walls involves additional corrections for angles coupled
with corrections for off-center displacements of the
beam. Moreover, the lateral extension of the beam
involves integration over a small range of lengths
weighted by the distribution function of the beam
profile. In practice these corrections were always less
than 0.15%,.

(#44) Density of Liquid Hydrogen

The density of hydrogen was taken to be®® 0.0351 g
molecules/cm? at 760-mm Hg.

As described in Sec. II B, the temperature of the
liquid hydrogen was deduced from the pressure at its
surface which was monitored to better than 4=25mm Hg,
leading to a =-0.149, uncertainty in the density.

(iv) Boiling and Bubbling—Beam Independent

The aforementioned errors are overshadowed by the
problem posed by the possibility of bubbling in the
target which clearly lowers the effective density. There
are two types of problem: beam-associated and beam-
independent bubbling.

Beam-independent bubbling arises from the absorp-
tion of radiated heat by the target walls (whose emis-
sivity is high). There are two mechanisms for carrying
such heat away: by convection to a heat sink or by
vaporization of some liquid. The cup was designed so
as to encourage convection as the primary mechanism
for heat transfer (see Sec. II B and Fig. 2). By visual
observation of the target with its radiation shield re-
moved we made the, admittedly rather subjective, ob-
servation that the relative volume occupied by the
bubbles could not possibly exceed 5%; that we doubt
it could be over 29,; and we estimate it to be less
than 1%,

From the observed rate of rise of bubbles and calcu-
lation of the heat absorbed by the target and feed
lines we calculate that, if one-quarter of the heat ab-

13 H. M. Roder, D. E. Diller, L. A. Weber, and R. D. Goodwin,
Cryogenics 3, 16 (1963).
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sorbed is lost to bubbling, there will be at most 0.2%
average density reduction in the interaction region.
We rely on this result in applying a 0.29, correction
to the data and assigning a 40.5% uncertainty for
this effect.

(v) Beam-Induced Bubbling

Tonization in the track of an electron results in local
heating and the possibility of local boiling. We calcu-
late, again assuming conservatively that as much as
one-quarter of the heat lost by the beam develops into
bubbles, that the effective density reduction is 0.3%
with a 1077-A beam.

We have attempted to measure the effect by taking
data at varying beam intensities. Figure 17 indicates
the results. The picture is complicated by trigger dead-
time effects discussed in Sec. IV D. The data are con-
sistent with no effect and impose an upper limit of
approximately 29, at 10~7 A.

We have used our calculation of 0.39%, at 1077 A to
correct the data for beam-dependent bubbling—scaling
the correction linearly with beam intensity. We assign
errors equal to the correction. The greatest correction
is a 0.49%, correction at 100 F~2. At 70 F~2 and below,
the largest correction is 0.1%.

I. Energy of Incident Electrons

The cross section is a strongly varying function of
the incident energy, being inversely proportional, for
small energy variations, to between the fourth and
seventh power of the energy (see Table I). It is neces-
sary, therefore, to monitor the beam energy distribu-
tion very carefully.

Electrons were ejected at and on both sides of the
peak of the accelerating cycle. We separately monitored
the energy distribution of the beam relative to the
peak energy and the value of the peak energy. The
latter is a function of the field in the synchrotron
magnets and, weakly, of the frequency of the accelerat-
ing rf field. We regularly monitored the necessary pa-
rameters during data runs so that the relative peak
energy was known to better than #0.19, at all times.
The absolute energy calibration of the machine, relative
to the monitoring parameters as used by us, was made
by Winick.’® The uncertainty in that absolute energy
calibration is 4-0.29%,.

The electron synchrotron has an inherent energy
spread of between 0.1 and £0.2%. The time spread
of the ejected electrons results in a rather larger energy
spread. The tail of the energy distribution can extend
to 1 or 2%, below the peak energy. The time distribu-
tion (from which the energy distribution can be di-
rectly deduced) was observed continuously on an oscil-
loscope screen. The magnetic field in the synchrotron

14 See Sec. 4.8.d of Ref. 1 for details.
15 H, Winick, CEA Report No. CEA-1015 (unpublished).
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at the time of occurrence of each computer trigger
was also sampled and recorded by the computer. Al-
though not an absolute measurement, this enabled the
energy distribution to be determined relative to the
peak energy. From these measurements the average
energy was calculated. The correction to the energy
was typically 0.29% and the error involved was typically
#£0.59%, in the cross section.

J. Angle of Scattering

The Rosenbluth formula has a basic sin™¥(36) de-
pendence. The 1/¢* dependence of the form factors
introduces a further angular sensitivity. For the condi-
tions of this experiment the cross-section dependence
on angle ranged from 6* to 6% (see Table I). This
strong angular dependence, typical of electromagnetic
scattering, forces us to measure and monitor the scat-
tered electron angle rather carefully.

Determination of the scattered angle is complicated
by the extended size of the target and defining aperture
and by the angular spread in the electron beam.

(3) Central Scattering Angle

The central angle was determined by knowing the
relative positions of the target center, the center of the
electron-defining aperture, and the beam position at a
point downstream of the target. That position was
chosen to be as near as possible opposite the defining
aperture in order to reduce the sensitivity of the deter-
mination to the knowledge of where the beam passed
through the target relative to the target center.

The beam position at the downstream point was
monitored continuously using a tuned rf cavity mounted
on a movable table. A glass slide was exposed to the
beam occasionally to confirm the absolute beam posi-
tion relative to fixed survey points.

The over-all error in the determination of the scatter-
ing angle, when the front aperture was employed, was
in the region of £0.19%, with a consequent cross section
uncertainty of about 3%. With the back aperture in
use an additional error was introduced owing to a dis-
crepancy in surveys and the uncertainty in scattering
angle was then about #0.29%, at 20°.

Finally, a large but well-known correction had to be
made to allow for the effect on both the incident and
scattered electrons of the fringing fields of the proton
arm-sweeping magnet. The resulting corrections to the
cross sections, which are accurate to better than one-
twentieth of their value, were approximately —2.59,
at 20, 30, and 45 F2, —0.6% at 70 F2, and less than
0.19%, at all other momentum transfers.

(#) Finite Range of Angles

A range of angles is accepted due primarily to the
finite acceptance of the spectrometer—but also to the
finite length of the target and spread of directions of
the incident beam. We have corrected the data for this

e-p SCATTERING CROSS SECTIONS
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effect. The corrections amount to less than 1%, and
have an associated error of less than +0.1%,.

K. Solid Angle

(1) Introduction

The acceptance of the system was defined by aper-
tures in the electron spectrometer as described in Sec.
II C (ii). The target-to-aperture distance was accu-
rate to about #0.08 cm, which contributes an error
about #0.19, to the solid-angle determination and,
hence, to the cross section.

(i1) Front Aperture

The front aperture was used in the 75-F—% run and
for all data at and below 30 F—2. This aperture was
located in front of the quadrupole magnet whose fringe
field distorted the acceptance by less than 0.19. Un-
certainty in the aperture definition arises because elec-
trons near the edge can be scattered back into the
aperture before their energy has been sufficiently de-
graded. The aperture was designed to minimize such
an uncertainty. Calculation suggests that the effective
edge was within 0.0025 cm of the physical edge. We
have used the aperture defined by the physical edge
of the material and assign a 0.3%, error, systematic to
all measurements using the front aperture, due to this
effect.

Surveying error is dominated by the target-position
uncertainty. An additional #0.19%, uncertainty arises
from possible skew of the aperture.

(#12) Rear Aperture

Edge uncertainties in the various components of the
rear aperture [see Sec. II'V (ii) ] were negligible com-
pared with surveying uncertainties in their positions,
and notably in that of the stainless-steel vacuum tank.
This led to an uncertainty of 4=0.59%, in the solid angle.
A central obstacle limited trajectories near the hori-
zontal plane of the system for both the upper and lower
halves of the aperture simultaneously. There was an
uncertainty of 0.25 c¢m in its vertical position. Such a
displacement would affect the combined solid angle of
both halves by much less than 0.1% but would affect
the ratio of up-down to down-up trajectories by as
much as 89,.

The principal uncertainty in the solid angle arises
from the fact that, since the components of the aper-
ture are in or behind the quadrupole, it is necessary
to compute the solid angle on the basis of the known
field. The error in computation and magnetic field
measurement uncertainty would normally involve no
more than a few tenths of a percent error. However,
there is additional uncertainty due to certain aspects
of the magnet performance which are not understood
in terms of the measured field. We have estimated the
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TaBLE IX. Ratio of cross sections computed independently
for down-up as compared with up-down trajectories. The errors
are the statistical counting errors and do not include uncertainty
in shower and Cerenkov counter efficiencies. An asterisk indicates
that the rear aperture was used for the measurement.

) o down-up . o down-up

(Fq_z) o up-down ( Fq_z) o up-down
7 0.998+0.014 70* 1.134-0.06

10 0.982+0.012 75 1.055+0.12

15 1.0054-0.014 90* 1.00340.034

20 1.008+0.02 100* 0.93+0.08
30 1.024-0.04 115* 0.9040.08
45 1.05+0.08 130* 1.10+0.11
45* 0.998+0.03 150* 0.84+0.14

uncertainties which would arise from a number of types
of field distortion or apparatus alignment. We feel that
the error of 4-19, which we place on the solid angle
due to field-mapping uncertainties is a very conserva-
tive estimate.

() Inlercalibration of Apertures

The uncertainties in the magnetic field of the quad-
rupole and a wish to obtain a consistency check led us
to take data in a high counting rate situation with
both apertures. A fairly large electron angle (25.9°)
was chosen so as to improve stability with respect to
variations in the primary beam direction. The calcu-
lated ratio of the solid angles subtended by the two
apertures was 0.451. The observed ratio was 0.452

(1£0.015). The agreement is excellent and lends con- -

siderable confidence to our estimate of the solid angle
subtended by the rear aperture.

(v) Ratio of Up-Down to Down-up Cross Sections

Although many errors cancel in comparing cross sec-
tions separately evaluated for the two trajectories, the
performance of the counters themselves is checked by
this means and gross errors in one trajectory would be
revealed. Adding the two trajectories does, however,
cancel certain errors in bin assignment and solid angle.
We present, in Table IX, the ratio of the cross sections
for the various runs. Data taken with the rear aperture
are so indicated. The ratio of solid angles may differ
from unity by £89, for these runs due to misalignment
of the components of the aperture. The comparison is
considered very satisfactory.

L. Nominal Kinematics

We have chosen to define the elastic scattering kine-
matics of our data by the values of the incident electron
energy and scattered electron angle. We make a small
and precisely known correction to each cross section
to be able to quote its value at nominal “‘round-figure”
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values of the four-momentum transfer and either the
incident electron energy or the scattered electron angle.
The only error in such a correction comes from possible
uncertainties in the change in form factors over the
typical change of 1% in momentum transfer. From a
comparison of the data with the dipole fit we estimate
that, at worst, such a correction might be in error
by £0.2%.

M. Radiative Corrections
(1) Meister and Yennie

Meister and Yennie!® have calculated the correction,
(1+6)71, to be applied to an observed cross section in
order to extract the theoretical cross section in the
absence of radiation. Their é is, in general, negative
leading to observed cross sections which are smaller
than the theoretical cross sections. They treat the case
of an electron detected with good momentum resolu-
tion and very poor angular resolution and without
coincident proton detection. They consider radiation
by the proton as well as the electron lines.

Our basic radiative correction is that calculated by
Meister and Yennie and written out in Eq. (4.1) of
their paper.’® They state that the error is expected to
be “of the order of 19, and probably not more than
29,.” Since we have made some improvements (de-
scribed below) to Meister and Yennie’s calculation we
have assigned to their calculation a £19%, error which
is systematic to all our cross sections.

We have, as they proposed, exponentiated the doubly
logarithmic terms in § to include the contributions from
unincluded higher-order terms in the perturbation-
theory calculation.

An alternative calculation of the radiative correction
is that of Tsai,”” who does the same physics as Meister
and Yennie but makes some different calculational
approximations. Mo and Tsai®® believe Tsai’s approxi-
mations to be an improvement over those of Meister
and Yennie. Use of the Tsai correction would result
in our reporting cross sections slightly larger than our
present estimate. The difference would be 0.3% at the
lowest momentum transfer (7 F~2) and 0.7% at the
highest momentum transfer (150 F~2).

(11) Angular Restriction of Electrons

If a photon is radiated at a substantial angle to the
direction of the scattered electron, the electron suffers
an angular upset which results in a second-order correc-
tion to the cross section. However, the probability of
sufficiently energetic photons being radiated at large
angles is small and we estimate the effect on the cross
section to be less than 0.19, and hence negligible.

1 N. Meister and D. Yennie, Phys. Rev. 130, 1210 (1963).

7 R, Atkinson, IIT (private communication). Details are given
in Sec. 4.13.d of Ref. 1.

18], Mo and Y. S. Tsai, Rev. Mod. Phys. 41, 205 (1969).
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(#2) Coincident Detection of Protons

The coincident proton detection places an angular
constraint on the proton. An estimate of the radiative
correction due to this effect has been made by Atkinson®
which leads to a correction of less than 0.29, in our
experiment. The smallness of this correction is due to

the deliberate oversize of the proton counters (see
Sec. II D).

(1v) Variation of Mairix Element with
Momentum Transfer

An assumption of Meister and Yennie’s treatment is
that the basic matrix element for the interaction of the
electromagnetic field with the proton is not affected
by the change in momentum transfer experienced by
the exchanged photon when radiation takes place.

This assumption is not fully justified since quite ap-
preciable changes in the matrix element (about 209,
in its squared value) can accompany radiation of pho-
tons sufficiently hard to alter the scattered electron
energy by, say, 3.5%. We hasten to add that most
photons are soft and cause little upset. We have at-
tempted to correct for this effect by estimating the
variation in the matrix element when radiation occurs
before scattering.?® Form-factor variation with mo-
mentum transfer was included. This correction leads
typically to a 19 change in cross section and we assign
an error of one-quarter of the correction.
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Mo and Tsai® have recently published a review of
radiative-correction calculations, primarily with regard
to inelastic electron scattering, in which they include
such an effect.

(v) Real Bremsstrahlung

The correction due to real bremsstrahlung is quite
appreciable, being typically about 6%, but it can be
precisely calculated. The form of the correction is con-
tained in Bjorken’s paper? where the connection be-
tween radiative corrections and real bremsstrahlung is
brought out clearly.

(vi) Width of Resolution Function

There is no additional correction to be made when
the low-momentum cutoff in the acceptance is sub-
stantially below the elastic peak in units of, say, the
FWHM of the momentum resolution function. How-
ever, if the cutoff is less than about 3 FWHM below
the peak, the radiative correction is not quite that
evaluated for the momentum interval between peak
and cutoff. In this experiment the correction ranges
from 0.1 to 0.5%. Details of the calculation are given
in Ref. 1.

V. RESULTS
A. Evaluation of Cross Sections

The cross sections were evaluated from the formula

(number of scattered electrons)X (correction factors)

do/dQ=

where N is Avogadro’s number, here taken to be
6.0225X10% molecules/g molecule; # is the number of
scatterers per molecule and is 2 for hydrogen; p is the
density of target material in units of g molecule/cm?;
I is the target length (in cm); AQ is the solid angle
subtended by the detector in units of steradians.

The number of incident electrons is taken to be

[charge (Coulombs) collected by Faraday cup ]
X6.242X 10,
The heart of the analysis lies in the various correc”

tion factors which we now discuss.

B. Discussion of Errors

We present a detailed breakdown of the analysis of
some representative runs in Tables X and XI. Each
table lists some 30 constituents of the cross-section
calculation which are combined to provide a cross sec-
tion and its related errors. Against each entry is a

19 Details are given in Sec. 4.13.e of Ref. 1.
% See Sec. 4.13.e of Ref. 1 for details.

(number of incident electrons) X N#plAQ

2

reference to the section in this paper in which the
correction is discussed. ‘

Each constituent has associated with it a ‘“value”
and a multiplicative “correction factor.” The value
may be a component of the cross section or may be
presented merely for interest. The correction factor is
assumed to be unity if not specifically presented.

In estimating the errors associated with each con-
stituent we have divided them into random and sys-
tematic errors. By systematic errors we mean to imply
errors which are common to several measurements.
However, there are complications. The absolute cali-
bration of the synchrotron energy is, for example, sub-
ject to a #0.29, systematic error—a future measure-
ment may improve and change our estimate of that
quantity. However, the effect of this uncertainty on
the cross sections varies from 40.8 to 4=1.49, depend-
ing on the energy dependence of the cross section (see
Table I). Thus, some “systematic” errors are not the
same for all cross sections. Then, too, cross sections
measured with the back aperture have a common 1.2%,

21 J, D. Bjorken, Ann. Phys. (N.Y.) 24, 201 (1963).
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2472 GOITEIN et al. 1
Tasre XII. Final cross sections.
Kinematics
Four- Ratio of
momentum Fractional errors Cross section  Total fractional  cross section
transfer Incident energy or Counting  Other random Systematic units of error in to dipole

(F2) scattered angle statistics errors errors 10732 Cm?/sr cross section  fit prediction
7.00 20.00 deg 0.007 0.010 0.018 76.75 (140.021) 0.915
10.00 20.00 deg 0.006 0.012 0.018 41.19 (14£0.022) 1.009
15.00 20.00 deg 0.007 0.018 0.018 15.64 (140.026) 0.981
20.00 20.00 deg 0.010 0.012 0.016 7.595 (14£0.023) 1.017
30.00 20.00 deg 0.032 0.025 0.020 2.398 (140.045) 1.076
30.00 20.00 deg 0.020 0.011 0.019 2.304 (140.029) 1.035
45.00 20.00 deg 0.039 0.017 0.019 0.6056 (140.046) 1.075
45.00 20.00 deg 0.016 0.016 0.024 0.5792 (1+£0.033) 1.028
70.00 5.500 GeV 0.032 0.033 0.024 0.1209 (14-0.052) 1.173
75.00 6.000 GeV 0.060 0.051 0.022 0.0958 (140.081) 1.068
90.00 6.000 GeV 0.018 0.033 0.026 0.0364 (140.046) 1.195
100.0 5.500 GeV 0.041 0.027 0.027 0.0135 (1£0.056) 1.144
115.0 6.000 GeV 0.038 0.032 0.027 0.00725 (14-0.056) 1.139
130.0 6.000 GeV 0.055 0.030 0.029 0.00298 (140.069) 1.095
150.0 6.000 GeV 0.065 0.066 0.025 0.00104 (140.096) 1.104

systematic error which is not shared with measure-
ments made using the front aperture. We have, never-
theless, included this as a systematic error on the basis
that it is more systematic than random.

Another class of errors which has given us pause for
thought is that associated with measurements whose
errors are asymmetric. The bubbling correction to the
hydrogen density is an example. It can only reduce the
density so that, in the sense in which we apply them,
its correction factor must be greater than or equal to
unity. We believe that the correction is most probably
small but can not completely rule out an effect con-
siderably larger than our (small) “most-probable’ esti-
mate. Rather than attempt to construct an asymmetric
likelihood function, which is a more elaborate procedure
than our understanding of these effects warrants, we
have estimated the maximum possible correction and
applied one-half of it while incorporating a symmetric
error equal to the applied correction.

The random errors quoted are estimates of the change
in cross section from a 1 standard deviation in the
measurement. We do not, in general, include errors
less than +0.29.

For each table we evaluate the product of all correc-
tion factors (total correction) and the total random
and systematic errors added both in quadrature and
directly. The straight sum of the errors is presented for

interest and as an absolutely outside Jimit on the error.
The addition in quadrature is our best estimate of the
errors. To assign an over-all error we have taken the
sum, in quadrature, of the random and systematic
errors. This procedure is reasonable but not necessarily
correct and our results must be considered with an eye
to the systematic errors.

The dominant errors in the cross sections are the
following:

(1) Statistical fluctuations in the number of ac-
cepted events, which dominate the high-momentum-
transfer data (above about 70 F~2).

(2) Uncertainties in event selection, due mainly to
the problem of assigning code-77 events as discussed
in Sec. IVE (i). At momentum transfers above about
45 F-? this effect gave rise to an uncertainty of as
much as 4+19.

(3) The computer trigger was intended to be 100%
efficient, but unforeseen dead-time effects gave rise to
corrections of as much as 1 to 29, with uncertainties
of the same magnitude.

(4) The radiative corrections were rather carefully
computed with several effects not generally considered
in previous scattering experiments having been made
(see Sec. IV M ). We assign a 41.09%, systematic error
to our correction based on the uncertainty estimated
by Meister and Yennie.!
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TasrE XIII. Cross sections of Ref. 22. The cross sections are for the stated incident energy and scattered angle.
The momentum transfers are provided for convenience.

Kinematics
Scattered Incident Fractional errors Total Ratio of
Four-momentum electron  electron Other Cross section fractional cross section
transfer squared angle energy Counting random  Systematic units of errorin  to dipole fit
(F2) (GeV/c)?2  (degrees) (GeV) statistics errors errors 107%2 cm?/sr cross section prediction
1.413 0.055 6.77 2.001 0.0081 0.046 0.016 8720 0.049 1.017
3.724 0.145 6.76 3.264 0.012 0.030 0.016 2270 0.036 0.965
6.858 0.267 6.67 4.517 0.012 0.030 0.016 830.0 0.036 0.938
10.839 0.442 8.64 4.529 0.0087 0.030 0.016 189.0 0.035 1.003
16.694 0.650 9.55 5.019 0.0093 0.030 0.016 64.20 0.035 1.051

(5) Contamination from inelastic electropion pro-
duction has been carefully computed using the theory
of Adler.® Nevertheless, at momentum transfers above
about 45 F~2 there are uncertainties in the subtraction
of from =41 to £29.

(6) Uncertainties in target length have led to errors
of from +0.3 to 4=19,.

(7) Uncertainty in the absolute energy calibration

of the accelerator (£0.29%,) leads to systematic un-
certainties in the cross sections of from =0.8 to 4=1.49.

(8) The uncertainty in the measurement of the
electron-scattering angle leads to errors of from 3%
to +=13%.

(9) The solid angle of the electron spectromeéter was
uncertain to #0.3% (front aperture) or £1.2% (rear
aperture).

T T ‘ T T 1 T T T T T l 1 T T T T T T T
— ® THIS EXPERIMENT ]
_ 14— ©  ORSAY < 75° (REF. 24) —
o - x  BONN (REF 25) i
g§l.3—— —
= 12— _
2 X ]
(95 X
3 LI ] [x [ -
510 f{ } ¥ T -
= 2 I
= T E } gf } §1 F |
09— —
- (BeV/e)— 1
0.8 1 I 4 1 [ 1 1 1 1 1 oo | 1 1 1 L 1 L1
0.05 0.l 0.5 10 50 100
L 1 1 L [ | 1 1 1 R S S SR N L
9 10 N 100 (F?%) —

MOMENTUM TRANSFER

Fic. 18. Comparison of the data from the present experiment with data of Refs. 24 and 25. Data from all laboratories are plotted as
ratios to the “dipole”-fit prediction with a constant of 0.71 (GeV/c)2.
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F16. 19. Comparison of the data from the present experiment with the data of Refs. 26-30.

The contributions from other sources of error can be
ascertained from Tables X and XI and are generally
smaller than the above effects. The reader is referred
to the relevant sections of this article specified in the
tables for a discussion of the individual effects.

The final cross sections are presented in Table XII.
We list separately the counting statistical fluctuations,
contributions from other sources of random error, and
systematic errors. Our final over-all error (standard
deviation) is obtained by adding these in quadrature.

We also give, in Table XIII, the elastic electron-
proton scattering cross sections determined by Mistretta
et al.2 Their experiment was performed on the same
apparatus as the present experiment and they were
led to measure elastic electron-proton cross sections as
normalization points. They used essentially the same
analysis procedure as in the present experiment, but
proceeded independently of the present analysis.

A preliminary analysis of this experiment was re-
ported in Ref. 3. While correct to within the stated

errors the previous analysis is to be regarded as super-

seded by the present data which are the results of a

22 C, Mistretta, J. A. Appel, R. J. Budnitz, L. Carroll, J. Chen,
J. R. Dunning, Jr., M. Goitein, K. Hanson, D. Imrie, and Richard
Wilson, Phys. Rev. 184, 1487 (1969).

more complete analysis and contain some new un-
published results.

The present experiment represents an improvement
over previous forward-angle measurements made in
this laboratory® and should be regarded as superseding
them.

C. Comparison with Other Data

In comparing our data with data from other labora-
tories we make use of a technique first introduced in
Ref. 3 in which the measured cross sections are divided
by a calculated cross section which is evaluated using
the Rosenbluth formula® in conjunction with some
model for the form factors. In this way almost all the
momentum-transfer dependence is cancelled out of the
cross section and one is left with a ratio which differs
from unity due either to deficiencies in the model for
the form factors or to errors in the measured cross sec-
tions or to both. Provided the deficiencies in the form-
factor model vary fairly slowly with both momentum
transfer and, say, angle this provides a powerful tech-
nique for interpolating and comparing data.

% See, for example, L. N. Hand, D. G. Miller, and Richard

Wilson, Rev. Mod. Phys. 35, 335 (1963), where the form
factors we use are also written out.
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Fic. 20. Comparison of the data from the present experiment with the data of Refs. 31 and 32. The data of Ref. 32 have the quoted
systematic error of 69, folded in quadrature with the statistical errors to conform with common usage.

The model we pick for the form factors is the so-
called dipole fit [with a constant of 0.71 (GeV/c)?]
combined with the scaling law

Gep (7)) = Gnp (¢*)/1p=[1+4¢*/0.71 (GeV/c)* T

This model does indeed fit the data over all regions
of momentum transfer and angle presently measured
to within about 4-15%,. The approximate validity of
the scaling law combined with the great insensitivity
of high-momentum-transfer data to G, imply, then,
that this technique for comparing data is probably
accurate to the order of 1 or 29%,.

With the plethora of data now in existence one can-
not display the data of all laboratories on one compre-
hensible graph. We have, therefore, divided the data
into three separate groups with no motive other than
clarity of presentation in mind. Thus, we present in
Fig. 18 a comparison of the present data with that of
Lehmann et al.2* and Berger et al.®® We observe agree-

2#P. Lehmann, R. Taylor, and Richard Wilson, Phys. Rev.
126, 1183 (1962); B. Dudelzak, G. Sauvage, and P. Lehmann,
Nuovo Cimento 28, 18 (1963); P. Lehmann, in Proceedings of
the Twelfth International Conference on High Energy Physics,
Dubna, 1964 (Atomizdtat, Moscow, 1965).

25 Chr. Berger, E. Gersing, G. Knop, B. Langenbeck, K. Rith,
and F. Schumacher, Phys. Letters 28B, 276 (1968).

ment within the errors with these groups with the
possible exception of the Berger data® above 1 (GeV/¢)?
where their data appear to be a few percent higher than
ours. Their data are taken at fairly backward angles
and this apparent discrepancy is just the manifestation
of their observation of the ratio uGe/G,, being less than
unity at their higher momentum transfers.

In Fig. 19 we compare our data with those of Bartel
et al.,”% Albrecht ef al.,%% and Behrend ef al.® We
observe excellent agreement to within the stated errors
with all groups with the exception that above about
3 (GeV/c)? our data are consistently higher by some
10 to 159% than those of these groups. Also, above
1 (GeV/c)?, the data of Albrecht et al. show a spread
rather outside of the errors.

% W. Bartel, B. Dudelzak, H. Krehbiel, J. M. McElroy, U.
Meyer-Berkhout, R. J. Morrison, H. Nguyen Ngoc, W. Schmidt,
and G. Weber, Phys. Rev. Letters 17, 608 (1966).

W. Bartel, B. Dudelzak, H. Krehbiel, J. M. McElroy, U.
Meyer-Berkhout, R. J. Morrison, H. Nguyen Ngoc, W. Schmidt,
and G. Weber, Phys. Letters 25B, 236 (1967).

% W. Albrecht, H. J. Behrend, F. W. Brasse, W. Flauger, H.
Hultschig, and K. G. Steffen, Phys. Rev. Letters 17, 1192 (1966).

% W. Albrecht, H. J. Behrend, H. Dorner, W. Flauger, and H.
Hultschig, Phys. Rev. Letters 18, 1014 (1967).

®H. J. Behrend, F. W. Brasse, J. Engler, H. Hultschig, S.

Galster, G. Hartwig, H. Schopper, and E. Ganssauge, Nuovo
Cimento 48, 140 (1967).
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In Fig. 20 we compare our data with the more for-
ward angle data (<75°) of Janssens ef al.®! and the
recent data of Coward et al.?? There is excellent agree-
ment with Janssens et al. up to about 0.65 (GeV/c)?
above which our data lie some 59, below theirs. The
data of Coward et al. are some 5%, higher than our data
below 2 (GeV/c)? and are in good agreement with our
data above that momentum transfer.

Thus we see that the data from several laboratories
are fairly consistent. There are, in some instances, dis-
crepancies of as much as 109, which remain to be
resolved. We wish to emphasize that the data are clearly
and unequivocally not fit in detail by the dipole fit.
The discrepancy is not to be found in experimental
error—nor can it be remedied by other choices of the
free parameter in the model. Nevertheless, the fit is a
remarkably good representation of the gross momentum
transfer dependence of the form factors to within about
+159% in the value of the square of the form factors.

31 T. Janssens, R. Hofstadter, E. B. Hughes, and M. R. Yearian,
Phys. Rev. 142, 922 (1966).

2 D, H. Coward, H. DeStaebler, R. A. Early, J. Litt, A. Minten,
L. W. Mo, W. K. H. Panofsky, R. E. Taylor, M. Breidenbach,
J. L. Friedman, H. W. Kendall, P. N. Kirk, B. C. Barish, J. Mar,
and J. Pine, Phys. Rev. Letters 20, 292 (1968). In the figures of
this paper we have combined these authors’ statistical error with
their quoted 6% systematic error to conform to common usage.
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VI. CONCLUSIONS

We have reported measurements of elastic electron-
proton data taken in the range of four-momentum
transfers of from 7 F—2 [0.27 (GeV/c¢)?] to 150 F—2
[5.84 (GeV/c)*] and at electron scattering angles in
the range of 20° to 34°. The accuracy of the low-
momentum-transfer data, which are dominated by
systematic errors, is estimated at 4=2.19,. The feature
of this experiment which gives us considerable confi-
dence in the results is our ability to remove a redundant
kinematic constraint on the process, namely, the re-
quirement of a proton coincidence, with no appreciable
change in computed cross section (see Table VIII).
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