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Results for the three-nucleon (3N) bound state carried out using the three-dimensional (3D) formalism are
presented. In this approach calculations are performed without the use of angular momentum decomposition and
instead rely directly on the 3D degrees of freedom of the nucleons. In this paper, for the first time, 3D results for
3He bound state with the inclusion of the screened Coulomb potential are compared to *H calculations. The *He
calculations were made possible largely due to a new, faster implementation of the 3N force in 3D calculations.
Additionally, using these results, matrix elements of simple current operators related to the description of B
decay of the triton are given. All computations are carried out using the first generation of NNLO 2N and 3N

forces from the Bochum-Bonn group.
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I. INTRODUCTION

The three-dimensional (3D) approach is an alternative to
traditional, partial wave decomposition based, few-nucleon
calculations. The main characteristic of the new approach is
that it does not rely on angular momentum decomposition and
instead works directly with the (three-dimensional) momen-
tum degrees of freedom of the nucleons. As a consequence,
it is not necessary to numerically implement the heavily
oscillating functions needed for partial wave calculations.
This beneficial property opens up the possibility to perform
calculations at higher energies and with longer-ranged poten-
tials. The latter is explored in this paper for the >He bound
state. Some introductory applications of the 3D approach were
investigated by various research groups [1-3]. A very good,
general introduction to the 3D approach is given in Ref. [4].

This paper is built on top of the work carried out in
Refs. [3,5,6]. A previous paper [5] focused on 3D *H bound-
state calculations with the inclusion of a three-nucleon (3N)
force. Unfortunately the implementation of the 3N interac-
tion used in Ref. [5] was very inefficient and required the
numerical calculation of many-fold integrals each time a new
3N energy was tested for the existence of a bound state. In
this paper a significant improvement to the implementation
of the 3N force in 3D calculations is introduced. In practice
this improvement allows a lot of the numerical work to be
performed once and the results of this work can be reused
many times when testing different energies for the existence
of a bound state. After carrying out the initial computations
and storing the results, calculations with a 3N force are
not drastically more expensive than calculations with 2N
forces only. With the new improved implementation of the
3N force, the 3D approach could make it possible to more
freely test various 3N force models since 3D calculations do
not require performing the partial decomposition procedure.
This is especially important for *He bound-state calculations
with a screened Coulomb force since a significant lowering
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of the amount of numerical work is required in order to
perform calculations at many different values of the screening
parameter.

Several additional improvements were made with respect
to the previous work presented in Ref. [5]. An additional
% total isospin component is included in the calculations
allowing for a much wider class of potentials to be used
in 3D calculations. In this paper the first-generation NNLO
nuclear interaction is used (as in Ref. [5]), however, the
additional isospin component made it possible to include
the screened Coulomb interaction for *He bound-state cal-
culations and opened up the possibility to use more modern
nuclear potentials in future computations. Furthermore, the
results presented in this paper demonstrate that including
potentials with a longer-range (screened Coulomb interaction)
is possible within the 3D approach.

The paper is organized as follows. In Sec. II an introduction
to the 3D bound-state calculations is provided. The Faddeev
equation is introduced together with the operator form of
the 3N bound and Faddeev states. This operator form allows
states to be defined via sets of scalar functions of Jacobi
momenta. These scalar functions are the main object of the
3D calculations and the Faddeev equation is transformed into
a linear equation in a space spanned by the scalar functions. In
Sec. III explicit expressions for the relevant linear operators,
acting in the space spanned by the scalar functions, are
given. Crucially Sec. Il C contains details on the new, faster
implementation of the 3N force in 3D calculations. Section IV
contains information on the practical numerical realization of
the calculations. This section also contains a presentation and
discussion of the results of the calculations: the *H and *He
bound state, and the matrix elements relevant to the triton
B decay. Finally Sec. V contains the summary and outlook.
Additionally, Appendix A contains a list of spin operators
used in the operator form of the 3N bound and Faddeev states
and Appendix B contains details related to the calculation of
current operator matrix elements related to the triton 8 decay.
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II. FORMALISM

Calculations of the 3N bound state are carried out within
the Faddeev formalism. Results presented in this paper are
obtained with a version of the Faddeev equation that was
investigated in Ref. [5] and that does not use the 2N transition
operator:

1) = Go(E)V + VD) + P)|y). )

InEq. (1) |) is a Faddeev component, Go(E) is the free prop-
agator for energy E, V is the two-nucleon potential between
particles two and three, and V! is a part of the 3N force that
is symmetric with respect to the exchange of particles two and
three. Finally:

P = PPy + P3Py (2)

is composed from operators P; ; that perform the exchange of
two particles i =1...3,j=1...3 and the full 3N bound
state wave function |W) can be obtained from the Faddeev
component |{) using:

W) = (1 + P)|y). A3)

The starting point of the calculations is an operator form of
the 3N (Faddeev, bound) state from Refs. [5,6]. In this form a
3N state |¢) can be written as:

1
<pq;( )TMT|¢ Z¢<’><p,q PO 9lx™, )

where p, g are Jacobi momenta; ¢ is the isospin in the two-
nucleon subsystem T is the total isospin; MT 1s its projection
(—l for °H, 1 for 3He); the sp1n operators O;—;.g(p, q) are

listed in Appendlx A and | x"=* i) = (01 )2 m) is a given spin
state where the spins of the three nucleons are coupled to the
total spin 3 1 with projection m. The set of scalar functions

qﬁ(’)(p, q,P-q) in Eq. (4) for all indexes i, ¢, T fully deter-
mines the state |¢). In further parts of the paper a notation will
be used in which this whole set of scalar functions is referred
to by the greek letter without the indexes and arguments. For
example: the 3N states |@), |v), |B), ... are defined by sets
of scalar functions [from the operator form D] {¢(’)( P, q, P
DY, (P a. b @Y, B (P.q. p- )}, .. and these sets
will be simply referred to as ¢, y, B, .. .. Moreover, the scalar
functions in ¢, ¥, B, ... span a linear space that will form
the main stage of the 3D calculations and vectors from this
space will also be referred to using the same greek letters
¢7 Vs ﬁ LI

The approach to solving (1) using the operator form (4)
follows the procedure outlined in Refs. [3,5]. First the operator
form of the Faddeev component (4) is plugged into the Fad-
deev equation (1). Next the spin dependencies are removed
from the resulting equations as discussed in Sec. III. Finally
the resulting expressions are transformed into the following
equation:

AEW =, &)

where A(E) is an energy-dependent linear operator that acts
in a space spanned by the scalar functions from (4) and
Y are scalar functions that define the Faddeev component.

In practical calculations a slightly modified version of this
equation:

AEYW =1y (6)

is solved for various values of the energy E. Once a solution
to (6) is found such that A = 1 then v is also a solution to
(5), E is the bound-state energy, and the solution to (1) can be
reconstructed using (4) with the scalar functions .

The operator A from (5) can be split into several parts that
correspond to the various operators that appear in the Faddeev
equation (1). These parts correspond to the application of 1 +
P (A11p), Go(EW (Agy), Go(EWD (Ag,ym) onto the 3N
state |y) (represented by the set of scalar functions ). In
3He calculations, the two-nucleon force V can be further split
into the short nucleon-nucleon interaction Van and the longer-
ranged screened Coulomb potential Ve (R):

Go(E)V = Go(E)Van + Go(EWVe(R), @)

where R is the screening radius. This results in the operator
AGOV being written as a sum of two parts that correspond to
the short-range nuclear (NN) and long-range Coulomb (C)
interaction:

Ay (E) = Aoy (E) + Agyve (E, R).

For *He, the effect of this separation is four linear operators
(acting in the linear space spanned by the scalar functions) and
an additional dependence on the screening radius R:

A(E) = A(E,R)

= [Acovan (B) + AGyve (B, R) + Ag o (B)]A14p.  (8)

For the triton the A is slightly less complicated and there are
only three operators:

AE) = [Acyvyw (E) + A,y (E)]A 4. )

The explicit form of all these operators will be given in
Sec. 1L

In this paper Eq. (6) is solved with several significant
improvements with respect to Ref. [5]. The first change is
the addition of the screened Coulomb interaction for *He.

Second, athirdt=1,T = % isospin state is included in all
1

calculations on top of t =0,7 =5 and t = 1,T = %, this
change has the most significant impact on *He calculations
that utilize proton-proton interactions. Third and most impor-
tantly, a new numerical integration scheme was developed
to deal with the application of the 3N force in AGNU(E ).
The new scheme allows applications of AVGDVm(E ) on scalar
functions for a number of different energies to be carried out
with very little numerical work compared to Ref. [5]. The
new implementation of the 3N force significantly extends the
possible applications of the 3D approach and the details on
this new approach are given in Sec. III C. Finally, all results
in this paper are obtained assuming charge dependence of the
nucleon-nucleon interaction and using different proton-proton
and neutron-proton versions of the 2N force (the neutron-
neutron interaction is taken as the strong proton-proton po-
tential).
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III. EXPLICIT FORM OF OPERATORS ACTING
ON SCALAR FUNCTIONS

This section contains details on the linear operators A p,
AGyvyys Acyves and Ag,yo) from (8) and (9). These operators
act in a space spanned by the scalar functions from the opera-
tor form (4) and are components of Egs. (5) and (6). Equation
(5) directly corresponds to the Faddeev equation (1) and the
scalar functions obtained by solving (5) can be used to recon-
struct the Faddeev components of the *H and *He bound state.

A. Permutation operator

The permutation operator 1 + P is implemented in the 3D
calculations as A1 p. The approach used here is more general
than the one used in Ref. [5] but also shares some similarities.
Some additional details are available in Ref. [5] and in Chap.
10 of Ref. [7]. A sketch of the derivations is provided below.

First, the operator form from for the states |«), |§) from (4)
is inserted into both sides of:

18) = (1 + P)lar). (10)

Next the spin dependency is removed from this equation
by projecting it from the left onto different spin states
(x"Ox(p'q’) for k = 1...8 and summing over m. This oper-

J

i ’ /1 / m
Fiparip' . 4) = Z<(f E)T ®

m

, 1
F (P 4) = Z<<”5>T/

m

, 1
A= ((r3)r

m

where the tensor product ® separates states and operators in
the particle 1 subspace from the particle 2,3 subspace and
[P ;] are the matrix representations of the operator exchanging
particles i and j in the combined isospin-spin space of the
3N system. The functions P13, P12 9?13 and Q%' are
a direct result of applying the permutation operator to Jacobi
momentum eigenstates:

PuPulp'q) = IPPP(p, ¢)Q7 (0. 4),

PER(p . q') = —3(2p' +3¢).

0. ¢)=p — 34,

PaPulp'q) = IPPP ', ¢)07 (', )

PP (p'.q) = —32p — 3q)

0P q) = -
The three parts of the permutation operator 1 + P = 1 +

PPy + P13P23 in Eq (1 1) will be considered separately If
the first part of P = P,Pos + P3P, namely Py P, is applied

_“I

(x"I[1 ® Ou(p', NP IP3]IT @

® (x"I[1 ® Ox(p', )PP ® O:(PP1 (P, q), 0% (0, 4))]

ation results in a set of coupled integral equations that involve
the scalar functions « and § that define |«) and |§) via (4).
Using basic algebraic transformations these coupled equations
can be transformed into:

8=Ara, 1)

where on the right-hand side A, p is a linear operator acting in
the space of scalar functions. Equation (11) defines the A;p
operator since « and § are scalar functions that, together with
(4), can be used to reproduce the states |«) and |§) before and
after the application of 1 + P.

The transformation of (10) into (11) and the implemen-
tation of AHP requires the introduction of a number of ad-
ditional functions. The explicit forms of all these functions
are given below, but due to their significant complexity they
are calculated using software for symbolic programming [8].
After their analytical forms are worked out, they are automat-
ically translated into FORTRAN code.

Unlike Ref. [5] the action of the permutation on the com-
bined isospin-spin state of the 3N system is considered. In-
stead of using the F;, 7 coefficients from Ref. [5] the following
functions are introduced:

1

(t§>T>® [x™), (12)
1

(t ) >® [x™),

13)

1 m
<t§>T>® [x"),

(14)

O0;(P>"(p', ¢, 02" (p', ¢))]

(

to a 3N state |o) written in the form of Eq. (4) (|«) is defined
by a set of scalar functions «) then this results in a new 3N
state |y) that can also be written in the form from Eq. (4) (|y)
is defined by a set of scalar functions y). This introduces the
operator 13155313“ that is defined via the relation:

scalar (k) / / ~ Al
(Prsdsra) o (P11 B @) = vip (P 1g' B - @) (15)

or, after removing the spin dependencies and using basic
algebraic operations on the resulting equations:

k oA A
yap' 11 B - @)

— Z Z D (PP

tT  i=1

2312 , ~2312
) Q (P ’ q ))Crl%"zl?; lTl(p/s q,)’

L1072, 4Dl (16)

P
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223
where the functions C)77,,7; are

1223 d 1223
CFri®d) =Y F) ;0 VTP 4
Pt
a7

and the inverse functions (F9)7!
relation:

Z (Fld)t Tkt T j (p q )FHTH] le(p/» q,) = Bt’tBT/TBki- (18)

T j

irkgre; Are defined by the

The second part of the permutation operator Pi3Py; can
be introduced in a completely analogous way by replacing
everywhere in Eqgs. (15)-(18) 12 by 13:

1 k)
(Plggg;r ) /Tf(|p/|7 |q/|’

Or more precisely:

=y 1L 7). 19

ﬁ%mum -q)

=> quf?(w””(p’, ). 107" ¢)l. (20
1T i=1
PP gy 07w ) C P ).

Finally, the 1 in 1 + P is just the identity operator and does
not change the scalar function. In the end:

A )P 11 P -8
=af. (P11, P - §) + (Pia)
+ (B e) ) (P g1, B - @), Q1)

Additional details are available in Ref. [5] and in Chap. 10
of Ref. [7]. The numerical implementation of ﬁf;glg“r and f’fgggﬂr
requires the use of interpolations; the calculations presented in
this paper use cubic Hermitian splines.

(k) ~
pACARVAN Y D

B. 2N potential

This section contains expressions necessary to implement
the action of the 2N potential on the scalar functions from the
operator form (4)—the AGOV (E) operator in 3D calculations.
Since the approach used in this section is similar to the
methods presented in Ref. [5], below a simplified version of
the derivations is presented. However, with the information
given in this section it should be possible to recreate the
numerical implementation.

It is well established (see, e.g., Ref. [9]) that the matrix
element of the 2N force between 3N Jacobi momentum eigen-
states (p'q’|, |pq) can be written as:

(P'q'IVipg)

6
=@ -D D D> Suwbup, v} W p B P)
i=1 t'T" tT MyMy
« L SN 1
X (1 ® w; IE T My Z‘E TMyp|, (22)

where 1 ® w;(p/, p, p’ - p) is a spin operator with w;(p/, p, p’ -
p) acting in the space of particles 2 and 3. Any operator that
can be written using (22) implicitly satisfies symmetries with
respect to spatial rotations, parity inversion, time reversal,
and particle exchange and is effectively defined by the set
of scalar functions of the relative final and initial momenta
v T (p/, p, p' - p). The spin operators 1;(p’, p) from (22) are
[9,10]

Wi(p,p) =1
a(p', p) = G(1) - 5(2)

3P, p) = —i(6(1) +6(2)) - (p' x p)

wa(p'.p) =6Q2)- (p' x p)&(3)- (p' x p)
ws(p',p) =6Q2)- ' +p)&3)- (' +p)
we(p',p) =6Q2)- (' xp)&3)-(p —p)

and are constructed from the relative momentum vector op-
erators p’, p and the spin vector operators &(i) acting in the
space of particles i = 1, 2.

In the previous paper [5] the operator form (22) was used to
work out the numerical implementation of Go(E)V in three-
dimensional bound-state calculations. This was achieved by
inserting the operator form (4) of 3N states |«), |y), the 2N
potential (22) and the momentum space expression for the free
propagator:

P'q'|Go(E)pg)=5(p — p)8*(q — q)
E— 3P = 54’

(23)
into
Go(EW o) = |y),

and projecting the resulting equation onto a Jacobi momentum
eigenstate (p'q’|. The spin dependency of the resulting equa-
tion was removed, using the same method as in Sec. Il A,
by projecting it from the left onto different spin states
(x™Or(p'q) for k = 1...8 and summing over m. The result
of these manipulations, after some algebraic transformations,
is a linear relation:

y =Acyv(E)a, (24)

which defines the energy E dependent operator AGOV (E). It
acts in the space of the set of scalar functions that define
Faddeev component in Eq. (4). Applying the first part of the
Faddeev equation (1), Go(E)V, to a state |a) written in the
operator form (4) that is defined by a set of scalar functions «
[ t(kT),(p q,x' = p'-§)] results in a new state |y) that can
be written in the same form (4) but with a different set of
scalar functions y [yt(k) (P, q,x' =p -§)] The full form of
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AVGOV (E) iS

W g x) = Aoy EY)S (W, g, X =p -§)
8

amP

i=1

@)

6
1 o o
- /d3pZZZ E—2p2— 12 v TP p b LGP g Py (p. g x)
T j=1 m

mP” "

oo 1 8 6 2
1 o o .
= f dpp’ / )y d T > / dp ;" (P p. b DL 4 ) ey (pod o), (29)
0 -t = BT Tm j=170

where the integral over the vector p is parametrized as:

p=p(/1—x2cosg,/1—x2sing, x)

with p being the magnitude of p, ¢ being the azimuthal angle
and x being the cosine of the polar angle. Additionally, using
the scalar character of the equations, in Eq. (25):

p/ = p/(V 1 _x/29 O’x/)a
q =40,0,1)

can be chosen. The L functions are defined as:

Lyji = ZC,QILzﬁ,
!
where the C~!, L coefficients are defined in Egs. (49), (30)
from Ref. [5]. Due to their complexity these functions are
calculated using software for symbolic programming [8] and
automatically translated into FORTRAN code.
The curly brackets in Eq. (25) contain integrals

g d X, p.x)
6 2” 1l -
=> / de v T (p p.p - P)Lii(p .4 p)  (26)
j=170

that can be performed once and reused later when applying
Go(E)V to different states (which are defined by different
scalar functions «) and using different energies.

Equation (25) can be used to perform numerical calcu-
lations with both the short-range and long-range 2N inter-
actions. When calculating the bound state of *He with the
screened Coulomb interaction, the operator AGOV is further
split into two parts:

Ay = AGyvw T AGyve

that correspond to the short-range nuclear interaction and
longer-ranged screened Coulomb force, respectively. The nu-
merical implementation of both of these operators is very
similar. The only practical difference is that in the longer-
ranged part Ag,y, the integrals I, (¢, ¢, X, p, x) from
(26) are calculated using more integraﬁbn points around p’ =
p and x’ = x. Examples of grid points in the p-x plane are
shown in Fig. 1. Also the number of integration points along
the azimuthal angle in Eq. (26) is increased, typically 256
Gaussian points were used compared to 16 or 64 points for
the nuclear interaction.

(

For the results presented in this paper a screened Coulomb
potential from Ref. [11] was used. The momentum space
expressions for this interaction are given explicitly in Egs.
(A3) and (A4) in Ref. [11]. Solutions were obtained using
the same, first generation, short-range NNLO 2N interaction
as was used in Ref. [5] but use both the neutron-proton and
proton-proton version of this interaction (the neutron-neutron
interaction is approximated by the available proton-proton
force).

C. 3N force

This section contains expressions necessary to implement
the action of the 3N potential on the scalar functions from the
operator form (4)—the AGOVm operator. The matrix element
of the 3N force between 3N Jacobi momentum eigenstates

p'=1.86[1/fm] x'=0.513

~05 0.0 0.5 1.0
X

90

FIG. 1. Example integration points used for the screened
Coulomb interaction in Eq. (25). Grid lines correspond to integration
points in the x and p directions. The cross corresponds to (x', p').
Integration points in each direction are created by stitching together
several sets of Gaussian quadrature points.
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(P'q'|, |pq) can be written [5] as:

P'q1Vpg) = ZZ Z 5TT/5MTMT,V,§1}(P/, q.p.9)

vT (T MrMy

1 1
X (t/§>T/MT/><<t§)TMT

where V e T(p 4, p,q) is a spin operator acting in the space
of three particles. The momentum dependence of this spin
operator is limited by the requirement of spatlal rotation
invariance. Using this limitation the V(lT(p q',p,q) can be
written as a linear combination of 64 scalar functions and
known spin operators (for more details see Appendix A in
Ref. [12]). Unfortunately using this operator form does not
directly impact numerical performance and for this reason
the general operator form was not used and a new faster
method of carrying out the necessary numerical integrations
was developed instead. Using this new method was crucial in
He calculations with a 3N force since these calculations have
to be repeated for various values of energy and the screening
parameter. The results presented in this paper use the same
first generation, NNLO 3N force as was used in Ref. [5].

In Ref. [5] the implementation of the second term of
the Faddeev equation (1), Go(E)V™, in three-dimensional
calculations was worked out. Similarly as in Sec. III B the im-
plementation is an energy E dependent linear operator acting
in the space of scalar functions that are used to define states in
(4). This operator AVGOVm (E) is defined via the relation:

, 27

y = Agyo (E)a, (28)

where «o [ott(,kT)/(p’, q,x' =p'-§)] are scalar functions that

together with (4) can be used to reproduce the 3N state |Ot>
before the application of Go(E)V" and y [y,(k) ,q,x

-q')] are scalar functions that together with (4) can be
used to reproduce the 3N state |y) after the application of
Go(E)WD. The full form of this relation is given explicitly
in Ref. [5]:

[ANEAD. P q D @)

=y . q.p-q)

_ d3 d3 1
- P qE_ip/z_lq/z

4m m

x ZZE”T(p q.p.0e% (.. -9, (29

where the E/'T" functions are expressed in terms of the C~!
and E coefficients from Eqgs. (49) and (27) in Ref. [5]:

2: —1 t'tT’
Ckl Eli .
!

These functions, due to their complexity, are calculated using
software for symbolic algebra [8] and automatically translated
to FORTRAN code. Equation (29) is obtained by inserting the
operator form of the Faddeev component (4), the 3N force
(27) and the free propagator (23) into

ly) = Go(E)W )

ot'tT'
Eki -

and, using the same methods as in Secs. III A and III B,
removing the spin dependencies by projecting it from the
left onto a Jacobi momentum eigenstate (p'q’ |, different spin
states (x”|Ox(p'q) for k = 1...8 and summing over m.

It turns out that the parametrization of the sixfold integral
in Eq. (29) is crucial to the numerical efficiency of the
calculation. In Ref. [5] the following parametrization of the
p and q vectors was used:

P =p(cosdp /1 —x2,singp, /1 —x2,xp)

= pRIR(0,0. 1) (30)
g = q(cosgg,/1— X2, sin g, /1 — X2, x5)
= gRV'E (0,0, 1), 31

where Iég‘ is a spatial rotation around the unit vector & by angle
a, p (g) is the magnitude of the momentum vector p (q), ¢,
(¢g) is the azimuthal angle of vector p () and x, (x,) is the
cosine of the polar angle of vector p (¢). This parametrization
results in the following form of Eq. (29):

1
v (. q,

2
2/ dpp/dxp/ d¢p/ dqq’
2 1
X/;ldqu d‘quE_i /2_%61/2

x ZZEI’/T(P q.p. 9 (p.q.p- Q).

/

where the angle argument of the scalar function O‘m( D.q, P
¢) has a complicated form:

q = (cos ¢pcos gy + cos (¢p — ¢g)\ /1 —x2./1 —x2)

(32)

and the many-fold integral has to be calculated each time
Go(E)WU is applied. In the present work a different
parametrization of the vector ¢ is used:

<y %0 %Py 30,
q = qRIRYRYRY(0,0,1)

= (‘ /1 — xf,xq cos(¢p)

+./1 - xg(xp cos(pp) cos(py) — sin(Pp) sin(gy)),

/1— xlz,xq sin(¢p) + /1 — x;(xp sin(¢,) cos(dq)

+ cos(¢p) sin(Py)),

Xpxg — /1 —x2,/1 — x2 cos(¢y)). (33)

The new parametrization (33) is related to the old parametriza-
tion (31) by a spatial rotation and the absolute value of the
Jacobian determinant of the coordinate transformation from
(30), (31) to (30), (33) is 1. Using (33) together with (30)
leads to a very simple form of the third argument of the scalar
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FIG. 2. (a)—(e): The eigenvalue A that is closest to 1 as a functions of the energy E. The screened Coulomb potential from Ref. [11] was
used and consecutive plots correspond to different screening radii used in Eq. (6). The crosses indicate the extrapolated bound state energies
Eps and A = 1. (f): The extrapolated bound-state energy Eps as a function of the screening radius R. Calculations were performed during the
first run (see text) and use both the 2N and 3N force.

functions: where the integrals in the curly brackets:

3N
Pq=x,=cosb, (34) LW q % pog,xg)

2 2w
— GtT o1
and allows Eq. (29) to be written as: = /0 dop /; ' dxp /o degky” (0. q.p.q)

) X) can be performed once, stored in arrays and reused. The pos-

Yor (P s = sibility to reuse these integrals significantly reduces the nu-
1 8 merical work needed to carry out the bound-state calculations,
/ dpp / dqq / dxq 72— 1gn Z Z especially if the calculations are to be performed for a vast
At m spectrum of bound-state energy candidates E. The downside
27 27 of this approach is that that I>N(p/, ¢, x', p, ¢, x;) must be
{ / dop / dxp / deEL™" (0. 4, p. 4)} calculated and stored for a large number of parameters—
the floating point parameters p', ¢’, X', p, ¢, x, and discrete
I('T),(p, q,p-q=xy), 35) indices ¢, i.
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FIG. 3. Selected scalar functions for the Faddeev component of the *He bound state plotted as a function of the Jacobi momentum ¢
magnitude. Scalar functions ¥ obtained from the Arnoldi algorithm using (41) are marked using dashed lines while functions 8 obtained
using (42) are marked using dotted lines. The correct solution to (5) implies that v = § and since all lines essentially overlap this verifies the
solution. Plots (a), (b) containthe t = 0,7 = % isospin component; (c), (d) containthe t = 1, T = % isospin component; and (e), (f) contain
thet =1,T = % isospin component. Calculations were performed during the second run (see text) with improved numerics and using both
the 2N and 3N nuclear forces and a screened Coulomb interaction form [11] with screening radius R = 10 fm (the potential goes to zero at
distances greater than 3R = 30 fm). The eigenvalue from (6) for energy £ = —7.72654 MeV was A = 0.99997. The number of grid points

used in the calculation was N, = N, = 16, N4, = 17.

The same approach to changing the integration variable
can also be applied to calculations of the expectation value
of the 3N force. The integrations necessary to carry out this
calculation are outlined in Ref. [5] and are practically the same
to those used in AVGOV“)- This allowed the expectation value to
be quickly calculated for a number of different 3N states.

IV. NUMERICAL REALIZATION AND RESULTS

Finding the solution to (6) requires the computation of
a matrix representation of A [A(E) for *H or A(E,R) for
SHe]. This is achieved using Krylov subspace methods.
The procedure starts with an initial set of scalar functions

¢o that satisfy the symmetry conditions (¢(()’3T(p, q,p-q) =
id’(()sz(P’ q, —p - q) where O is the index of the initial set
of scalar functions ¢p) outlined in Ref. [5]. Next, using
the Arnoldi algorithm (see, e.g., Sec. 6.2 of Ref. [13]), a
finite-sized linear space spanned by N orthonormal vectors
o, - ..¢n—1 [here the lower index does not correspond to
t, T from (4) but only numbers the vectors in the basis] is
constructed in such a way that is spans the Krylov subspace K
of operator A:

span(¢o, @1, P2, ..., dn-1)

= K = span(¢o. Ago, A¢o. ... AN 'g0).  (36)
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FIG. 4. Similar to (b), (f) from Fig. 3 but the scalar functions were obtained during the first run (see text) with less integration points.
Calculations were carried out using both 2N and 3N nuclear forces and a screened Coulomb interaction from Ref. [11] with screening radius
= 10 fm (the potential goes to zero at distances greater than 3R = 30 fm). The eigenvalue from (6) for energy E = —7.77833 MeV was

A =0.99996.

Simultaneously the matrix elements of A are calculated within
this subspace:

(¢, A¢;) (37
thus producing a N x N matrix representation of A:
[Alico..N—1 j=0.n—1 = (¢, Ad;). (38)

The Arnoldi algorithm requires the implementation of a scalar
product between two sets of scalar functions (37). The spin
operators O;(p, q) (listed in Appendix A) are chosen in such
a way that the scalar functions are real allowing the use of:

=) f dpdqdxyP (p, 4. )87 (p, g, x)  (39)
tTk

as the scalar product for the purposes of the Arnoldi algorithm.
In addition to the scalar product all that is required for the
Arnoldi algorithm is the implementation of a subroutine that
performs the application of A on the scalar functions. This
routine performs the integrals related to the various parts of A
from (8), (9) numerically as described in Secs. III A-IIIC.

In this paper two values for N = 80, 110 were used. This
resulted in 80 x 80 and 110 x 110 dimensional matrix repre-
sentations of (6). The FORTRAN LAPACK library was used to
solve these equations. Once solved all eigenvalues were dis-
carded except one, whose value was closest to 1 (see A values
given further in the text). The corresponding eigenvector:

(40)

v=(vg,...,Un-1)

was used to reconstruct the scalar functions from (6) by simple
summation:

(41)

N1
Y= Z Vi @;.
i=0

Solutions ¥ calculated for energies E [in A(E) for *H and
A(E, R) in *He calculations] such that A is sufficiently close
to 1 are good approximations of the solutions to (5). This
also means that they are good approximations to the scalar
functions of the Faddeev components of the 3N bound state
and the bound-state energy is E. Naturally, it is important to

verify the obtained solutions and for this reason plots of the
scalar functions ¥ presented further in this paper also contain
the functions g calculated by a single application of A:

B =Avy.

A correct solution to (5) implies ¢ = 8.

The scalar functions ¥ for the full 3N bound-state wave
function are obtained from the scalar functions for the Fad-
deev component ¥ with (for more details see Sec. III A):

\I-IZAVI+P¢.

(42)

(43)
Using the identity:

A+ P2 =31+p
an additional simple verification of the calculations can be

established. Namely, when Ap is applied to W producing
new functions ¢:

(44)

¢ =A4p¥

then (44) implies that ¢ = 3W. To check this, all plots of W
show also %{.

The scalar functions ¥, ¥, 8, ¢ that were obtained as a
result of the Arnoldi algorithm [13] require normalization.
A method very similar to the one outlined in Eq. (58) from
Ref. [5] was used. This formula can be modified to require
only the scalar functions for the full bound state W and this
approach was used for all scalar functions.

In the numerical realization scalar functions from (4)
are represented using multidimensional arrays. Since three
isospin states are considered:

(45)

|(t = Oz)T = %MT)’
¢ = 17 = 1),
= 13)7 = 3aaz)

and i =1,...,8, a set of scalar functions ¢ = {¢(')(p, q,p-
@)} can be represented using a 3 x 8 X N, x Ny x Np4 di-
mensional array where N, N, are the numbers of grid points
for the Jacobi momentum magnitudes and Nj.; is the number
of grid points for the angle between the Jacobi momenta.
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FIG. 5. Selected scalar functions for the *He bound state. Scalar functions ¥ obtained using (43) are marked using dashed lines while
functions %C obtained using (45) are marked using dotted lines. Identity (44) implies that %;‘ = W. Since the lines essentially overlap, with
the exception of regions where the value of the function is small, this confirms the reconstruction of the bound state scalar functions. Plots (a),

(b) containthe t =0, T = % isospin component; (c), (d) contain the t = 1,7 = % isospin component; and (e), (f) contain the t = 1,7 = 3

3
2

isospin component. Calculations were performed during the second run (see text) with improved numerics and using both 2N and 3N nuclear
forces and a screened Coulomb interaction from Ref. [11] with screening radius R = 10 fm (the potential goes to zero at distances greater than
3R = 30 fm). The eigenvalue from (6) for energy E = —7.72654 MeV was A = 0.99997. The number of grid points used in the calculation

was N, =N, =16, N3 = 17.

Two different values for the number of lattice points
N,, Ny, Nj.4 were used in calculations presented in this paper
in what will be referred to as the first and second run. In the
first run of the code N, = N; = N;.; = 16 was used and in the
second run N;.; was changed to 17. This change was dictated
by the different computer architecture used in the second set
of calculations.

In the second run, an improvement in numerical precision
was achieved by increasing the number of Gaussian integra-
tion points for the azimuthal angle in Eq. (26) from 16 to
64, the number of iterations in the Arnoldi algorithm was
increased from N = 80 to N = 110 and the range of lattice

points for ¢ was changed from ¢ < 5fm™! to ¢ < 4 fm~!.
The range of lattice points for p remained unchanged p <
5 fm~!. These combined changes resulted in a visible increase
in the quality of the results as will be shown in plots presented
in this section. The currently obtained results encourage the
adaptation of two-stage parallelization in order to optimize the
code for the new JURECA Booster [14] computer. This would
allow calculations with an increased number of N,, Ny, N
grid points, but is reserved for future calculations that will
be performed with more modern chiral potentials. Current
calculations are performed with a relatively small number of
grid points and use the same, first generation, chiral NNLO 2N
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FIG. 6. Dominant scalar function for the *He bound state plotted
as a function of the magnitude of the Jacobi momenta p, g for a
chosen value of p - q.

and 3N potentials as in Ref. [5]. In this paper, however, both
the proton-proton and neutron-proton versions of the 2N force
are used and a third T = % isospin component is incorporated
into the calculations. Moreover a new integration scheme is
used in the implementation of the 3N force that significantly
reduces the numerical work needed to run the code.

The benefit of this new method of carrying out the inte-
grals related to the 3N force can be demonstrated by con-
sidering Fig. 2. The plots show the dependence of the *He
bound-state energy on the screening radius of the screened
Coulomb interaction from Ref. [11]. Figures 2(a)-2(e) show
the eigenvalue A from (6) that is closest to 1 as a function of
the energy E. These five plots correspond to screening radii
R=1,2,4,7.5,10 fm and the data was obtained during the
first run. The amount of numerical work required to compute
a single point from Figs. 2(a)-2(e) using the old method of
carrying out 3N integrals from Ref. [5] is comparable to the
amount of work needed to calculate all points from these
plots using the new method outlined in Sec. III C. The reason
behind this improvement lies in the implementation of the 3N
force, which is the most expensive part of the calculation.
Using the new method a significant portion of the integrals

p =003 1/fm, p-§=-088 t=1T=1/2

0.0 e —~
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—

™

-0.2 h
S i

~0.5F
5 (a)
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can be performed once and then later reused making Arnoldi
iterations with 2N and 3N potentials not much more expensive
than calculations that use only 2N forces.

The AL(E) dependence in Fig. 2 is visibly linear and a sim-
ple linear fit was used to extrapolate the bound-state energy
Egs such that A(Egg) = 1. The Egs dependence on the screen-
ing radius R is shown on Fig. 2(f). The difference between
the extrapolated bound-state energy for R = 7.5 fm and R =
10 fm is minimal and in the second run of the calculations
a single value R = 10 fm was used. The screened Coulomb
potential wg(r) from Ref. [11] is a piecewise function, whose
domain is divided into three parts 0 — R, R — 3R, 3R — 00
and it goes to zero at distances r greater than 3R = 30 fm. An
additional benefit of using this potential is that the analytical
momentum space expression for the screened Coulomb force
is worked out and does not require additional numerical work.
In the second run a similar procedure was used to obtain the
scalar functions for the bound states. A range of energies
was scanned looking for A = 1, next a linear fit was used to
extrapolate to the bound-state energy.

Figure 3 shows selected scalar functions for the Faddeev
component of the *He bound state obtained during the second
run. All plots contain both the i functions from (5) [that
were reconstructed using (41)] and the § functions from (42).
The obtained values of these functions practically overlap,
verifying the solution. The additional 7" = % component is
visible on Figs. 3(e) and 3(f). In Fig. 4 selected scalar func-
tions obtained during the first run are shown. When these two
plots, Figs. 4(a) and 4(b), are compared with Figs. 3(b) and
3(f) numerical artifacts are visible for low values of g. The
disappearance of these artifacts in the second run is indicative
of the positive effects of the changes made in the second run of
calculations. It should, however, be noted that the numerical
artifacts observed in the first run affect only the nondominant
scalar functions whose values are relatively very small. For
this reason they are not expected to have a significant impact
on the extrapolated bound-state energy and other observables.

Figure 5 shows selected scalar functions W for the full
3He bound state obtained using (43) during the second run.
All plots also contain the %g‘ functions from (45). The values
of these two functions practically overlap again verifying the
numerical realization. Differences appear for nondominant

p =003 1/fm p-§=-088,t=0,T=1/2
0.0 O —

-0.5 £

i

(b)
0 1 2 3 4

q [1/fm]

FIG. 7. Similar to Fig. 3. Comparison of two dominant scalar functions [(a) : ¥, (b) : #®] for the Faddeev component of *H and *He.

Dashed lines correspond to *H and dotted lines correspond to >He.
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FIG. 8. Similar to Fig. 5. Comparison of two dominant scalar functions [(a) : ¥, (b) : ¥®] for the *H and *He bound state. Dashed lines

correspond to *H and dotted lines correspond to *He.

scalar functions and at low values of the momenta and angles.
These differences can be attributed to problems with interpo-
lations in regions close to the function domain boundaries and
are barely visible in Fig. 5 where the same values of p and
P - q were used as in Fig. 3 for the purpose of comparison.
Figure 6 exemplifies the dependence of the dominant, first,
scalar function W for the full *He bound state on the
magnitude of both Jacobi momenta p, g for a given angle p - §.
It can be observed that the scalar function quickly drops to
zero in a region where the momenta are greater than %2[%].

The differences between the two dominant Faddeev com-
ponent scalar functions i are shown in Fig. 7 for *He and
*H. In both Figs. 7(a) and 7(b) the T = % components are
dominant. This dominance is also clearly visible in Figs. 8(a)
and 8(b) that contain the largest scalar functions W for the full
wave function of *H and *He. Finally in Fig. 9 two dominant
scalar functions W for the *He bound state calculated with a
3N force and without a 3N force are compared. The largest
differences appear for the T = % components.

Table I contains a comparison of the energy, eigenvalue
closest to 1 [see Eq. (6)] and expectation values of the 2N
potential and kinetic energies. These values were calculated
using the *H wave function obtained using the 3D approach
and standard partial wave techniques without a 3N potential

p =003 1/fm, p-§=-088 t=1,T=1/2
0.0 P

-0.1 ./'

/.

™

c -0.2 .-":

0 1 2 3 4

q [1/fm]

and using two different versions of the 2N force. The three-
dimensional (3D) results and the first set of the partial wave
results (PWD 1) were obtained using the neutron-proton and
neutron-neutron versions of the 2N interaction (the neutron-
neutron potential was approximated by the available proton-
proton force). The second set of the partial wave results (PWD
2) were obtained using only the neutron-proton version of
the 2N force, the same interaction as was used in Ref. [5].
The aim of this comparison is to verify the use of the new
2N interaction that takes into account two different isospin
cases (neutron-proton and neutron-neutron). Since the values
of the first set of partial wave results (PWD 1) agree with the
three-dimensional results (3D) the new 2N potential is used
in further calculations. The small differences in expectation
values can be attributed to the slightly different eigenvalues
and to the lack of the T = % isospin component in the partial
wave calculations. A larger energy difference can be observed
between the first two columns (3D, PWD 1) and the third
column (PWD 2). This shift in energy can be attributed to the
change of the 2N force.

Table II contains a comparison of the energy, eigenvalue
closest to 1 and expectation values of the 2N potential, 3N
potential, and kinetic energies for *H calculated with a 3N
interaction. The second and third column (3D 1, PWD [5])

p=0.03 1/fm, p-§=-0.88,t=0,T=1/2
0.0 B S R

-0.5

[fm°]

7 (b)
0 1 2 3 4

q [1/fm]

FIG. 9. Similar to Fig. 3. Comparison of two dominant scalar functions for the *He Faddeev component calculated with and without the
3N force. Dashed lines were calculated with the use of the 3N interaction and dotted lines were calculated with only 2N forces. In calculations
without the 3N force the eigenvalue from (6) for energy E = —7.34124 MeV was A = 0.99997.
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TABLE L. In MeV: the *H bound-state energy E the expectation
value of the kinetic energy (Eyn), the expectation value of the 2N
potential (E2), and ¥ = (Eyn) + (E2)). The eigenvalue A closest
to 1 in Eq. (6) is in the last row. 3D calculations obtained during
the second run (see text) are in the first column (3D). The second
column (PWD 1) contains analogous results but obtained using
standard partial wave techniques and without the 7 = 3/2 isospin
component. The third column (PWD 2) contains partial wave results
that use only the neutron-proton version of the two nucleon poten-
tial. Additionally, for the 3D results, the expectation value of the
screened Coulomb interaction: 0.71 MeV and 3N force: 0.06 MeV

was calculated.

3D PWD | PWD 2
E —8.02 —8.07 —831
(Eiin) 31.32 31.57 31.99
(E2) —39.29 —39.62 —40.28
b —-7.97 —8.05 —8.29
A 0.99997 0.99949 0.9995

contain values that were calculated in Ref. [5] using the
3D approach and the standard partial wave approach. These
results were calculated using only the neutron-proton version
of the 2N potential. The first column (3D) contains new results
obtained using the more efficient implementation of the 3N
force described in Sec. IIIC and a 2N potential that dis-
tinguishes between the neutron-proton and neutron-neutron
cases. Similarly as in Table I there is a roughly 0.25 MeV
shift in the energy E between the new results (3D) and old
results from Ref. [5] (3D [5], PWD [5]) that can be attributed
to the different 2N forces. The expectation values of the 3N
force are similar in all three columns. This encourages the use
of the new 3N force implementation in further calculations.

TABLEIIL InMeV: the *H bound-state energy E, the expectation
value of the kinetic energy (Eii,), the expectation value of the 2N
potential (E Y), the expectation value of the 3N potential (E.Y), and
% = (Eyin) + (Eg) + (E;Y). The eigenvalue A closest to 1 in Eq. (6)
is in the last row. 3D calculations obtained during the second run
(see text) using both 2N and 3N forces are in the first column (3D).
The second column (3D 1) contains 3D results that used the same
3N force and the same neutron-proton version of the 2N force as in
Ref. [5] (this calculation includes the T = 3/2 isospin component
but its influence is negligible). The second column (3D 1) can be
compared with the third column (PWD [5]), which contains partial
wave results from Ref. [5] obtained using the same potentials as
column two and not including the 7 = 3/2 component. Additionally,
the expectation value of the 2N screened Coulomb interaction was
calculated for the newest 3D calculations: 0.71 MeV.

3D 3D 1 PWD [5]
E —8.40 —8.62 —8.646
(Exin) 3291 33.25 33.448
(EX —40.45 —41.02 —41.329
(EN —-0.79 —0.78 —0.765
® -8.33 —8.55 —8.646
3 0.99998 0.99998 1.0

TABLE IIL. In MeV: the *He bound-state
energy E, the expectation value of the ki-
netic energy (Ey,), the expectation value of
the strong 2N potential (E;é\l’ ), the expecta-
tion value of the screened Coulomb potential
(EZV) and & = (Eypp) + (Epz(f{) + (E2). These
values were obtained from *He bound-state
scalar functions obtained during the second
run (see text). The bound state was calculated
using only 2N forces. Additionally, the expec-
tation value of the 3N force was calculated:

0.04 MeV.
E —7.34
(Exin) 30.73

(E2) —38.70
(E2V) 0.70

b 727
A 0.99997

Other differences across the three cases can be attributed to
a smaller number of N,, Ny, Ny pomts used in the newest
calculation and to the lack of the T = 5 isospin component in
calculations from Ref. [5].

The next set of results in Tables III and IV are related to
3He calculated without and with the 3N potential, respectively.
In both cases a significant contribution to the total energy
comes from the screened Coulomb potential. It should be
noted that the calculations in Table IV would not be practically
possible with the old implementation of the 3N force used
in Ref. [5] due to the large numerical cost. The reason for
this is that the *He calculations have to be repeated for many
different energies when looking for an energy value such that
the eigenvalue from Eq. (6) is sufficiently close to 1. This
was demonstrated in Figs. 2(a)-2(e). The new implementation
from Sec. IIIC, after carrying out some initial numerical
work, makes Arnoldi iterations with both 2N and 3N forces
not significantly more expensive than iterations with only

TABLE IV. In MeV: the expectation
values for the kinetic energy (Eyi,), the
strong 2N potential (Egg ), the screened
Coulomb interaction (Eg 2y, and the 3N
force (Epm) These values were obtained
from *He bound-state scalar functions
obtained during the second run (see
text). The bound state was calculated
using both 2N and 3N forces. The
eigenvalue from (6) for energy E =

—7.72654 MeV was A = 0.99997.

E ~7.73
(Exin) 32.36
(E2) 3991
(E2V) 0.69
<Eg§{ ) —-0.77
~7.63
A 0.99997
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TABLE V. Nonzero matrix elements of the Fermi current for
particle 1. The spin projection of the triton in the initial state is m;
and the spin projection of helium-3 in the final state is m;.

TABLE VII. Nonzero matrix elements of the currents from (48)
and (49). The spin projection of the triton in the initial state is m; and
the spin projection of helium-3 in the final state is m.

matrix element value matrix element value
(*He my = —1|pr(DHI*H m; = —1) 0.332825 (CHe my = Yjor (DPH m; = —1) 0.439465
(*He my = 11pr(DIPH m; = 1) 0.332825 CHe my = —1|jor-(DPFH m; = 1) —0.439465

2N forces. Figure 2(f) shows that it is sufficient to use the
screened Coulomb potential [11] with screening radius 10 fm
and this value was used in the results from Tables III and IV.

The obtained *H and *He wave functions were the starting
point used to calculate matrix elements necessary to describe
triton B decay. These elements were calculated for two simple
single-nucleon current models. Details of this calculation are
available in Appendix B. Numerical values for the matrix
elements of the Fermi current for particle one:

(ky1pr(Dlk:) = F(1)4 1, (46)
where k}, k are the momenta of particle one in the final and
initial states, ¥ (1), is the isospin raising operator and I is the
identity operator in the spin space of particle one, are gathered
in Table V.

Matrix elements for the z component of the Gamow-Teller
current:

(K lJgr.(Dlkr) = E(1)4 5(1), (47)
where (1), is a component of the vector spin operator
6(1) = (1), 5(1)y,5(1),), are gathered in Table VI. In
order to verify these results several additional calculations
were performed. First, matrix elements of (47) were calcu-
lated with ¢ (1), replaced by the spherical components of the
spin & (1)41, & (1)1

Jor+(1) = F(1)45 ()41, (48)
Jor—(1) = ()45 (1)1 (49)

These results are gathered in Table VII. Since observables are
proportional to the sum over the spin projections in the initial

and final states m;, my:

SGh= Y. Y ICHe m/|j(DPHm)*  (50)

m/:i% m;:i%

this sum was calculated for 6(1),, (1)4, and 5(1)_; and
compared in Table VIII. The values are essentially the same
and this confirms the correctness of the calculations from
Tables VI and VII. Next, the expectation values of the
%[i + t(1)3] isospin operator [T (1)3 is the third component of

TABLE VI. Nonzero matrix elements of the Gamow-Teller cur-
rent for particle 1. The spin projection of the triton in the initial state
is m; and the spin projection of helium-3 in the final state is m;.

matrix element value
(CHe my = —1|jor.(DIFH m; = —1) 0.310749
(CHe my = Yjor.(DPH m; = 1) —0.310749

the isospin for particle 1] were calculated. The obtained values
were 0.666395 for *He and 0.333533 for *H. These two results
provide an additional verification since they are very close to
% and % that could be expected for *He and *H, respectively.
Results for simple single-nucleon currents that are presented
here, open up the possibility to perform calculations with

more complicated models and two-nucleon currents.

V. SUMMARY AND OUTLOOK

This paper shows that three-nucleon bound-state calcula-
tions with screened Coulomb potentials are possible using the
three-dimensional approach. Instead of relying on the partial
wave decomposition of operators relevant to the calculation,
the new approach uses the three-dimensional momentum de-
grees of freedom of the nucleons directly. A practical numer-
ical realization of these calculations is made feasible by the
idea to write the three-nucleon state as a linear combination
of spin operators and scalar functions. These scalar functions
effectively define the state and are the central object in the
three-dimensional calculations.

The dependency of the *He bound-state energy on the
screening radius of the Coulomb interaction was shown and
it was determined that it is sufficient to perform calculations
with a screening radius of 10 [fm] (for the model of Coulomb
interaction used this means that the potential goes to zero
at distances larger than 30 [fm]). At this radius the values
of observables are expected to be converged. Plots showing
selected scalar functions were given. Apart from the scalar
functions that define the bound state, the plots also contain
additional, overlapping, functions that verify the validity of
the obtained solution. It should be noted that the new imple-
mentation of the three-nucleon force in the three-dimensional
calculations was crucial for *He calculations by significantly
reducing the numerical work required for the calculations.

TABLE VIII. Values of the sum from (50)
for currents (47)—(49). The values are essen-
tially the same for all cases. Since observables
are proportional to (50) [among other things,
the proportionality coefficients contain a factor
of 32 = 9 stemming from the necessity to use
J()+ j(2) + j(3)] this verifies the calcula-

tion in Tables VI and VII.

sum value
S(er:) 0.19313
SUcr+) 0.19313
S(ar-) 0.19313
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Having calculated the bound states of *He and *H, the
expectation values of the kinetic and potential energies were
calculated. This further confirmed the correctness of the
obtained results but also showed that it would be beneficial
to perform the calculations using a greater number of grid
points to represent the scalar functions. Calculations with an
increased number of points are planned for more modern
models of chiral two- and three- nucleon interactions.

Additionally, basic matrix elements related to the triton g
decay were calculated. These matrix elements are based on
simple models of nuclear currents and can be directly used to
calculate observables related to that decay.
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APPENDIX A: SPIN OPERATORS IN 3N OPERATOR FORM

Below is a list of spin operators used in the operator form of
the 3N (Faddeev, bound) state (4). Spin operators acting in the
spaces of particle 1, 2, 3 are denoted as 6(1), 6(2), ¢(3), re-
spectively, and 6(2, 3) = %[6(2) — 6(3)]. Vectors p, q are the
Jacobi momenta of the 3N system (if k; , 3 are individual par-
ticle momenta then p = %(kz —k3),q= %[kl — %(kz +k3))).

OVI(pv Q) - iv

3 1

Ox(p,q) = ﬁ6(2,3)-6(1),

y 31, o

Os3(p,q) = \/;70(1) (P x ),

y 1

O4(p.q) = E(ié(l 3)-pxq)—(6(1)x6(2,3)-(pxq)),

« 1
Os(p.q) = (6(2, 3)-xq

i
- é(&(l) X 6(2,3))-(p x 17)),

“ 3 1
Os(p. q) = \/;(5(2, 3)-po(l)-p— 56(2, 3)- 5(1)),
|

. 1
W, (1) ) = d3 d3 t/_ T/M;
e m A T m) = [ &p qZZ<< 2) r

t'T" T

x (ot 10;(0 . @) f(K = q. k1 = 9)O0:(. 4 xom,)

vt
T

07(p.q) =

S

1
(6(2, 3)-46(1)-4 - 36(2.3)- 6(1)>,

(77(2, 3)-qo(l)-p

Sl -

y 3
Os(p,q)=§
+06(2,3)-p6(1)-q — gp-qo(2,3)~0(1) ,

APPENDIX B: MATRIX ELEMENTS RELATED
TO THE TRITON g DECAY

The calculation of observables related to the S decay
process:

H > 3He + e+ A
requires computing matrix elements of the form:
(Waptel J(D) W)

where j(i = 1,2, 3) is the single-nucleon current acting in the
space of nucleon i. In this paper two simple current models are
used:

(BI)

(K. jor (DIk:) = 176 (), == & for (ki ki), (B2)

and

(K pr (D) = £1 := & fr (K}, ky), (B3)

where on the right-hand side the dependence on single-
particle momentum in the initial and final state was added
for generality. In Egs. (B2) and (B3) #,* is the isospin raising
operator for particle i, 5 (i), is the z component of the spin
operator for particle i, 1 is the identity operator in spin space
and k;, k; are the momenta of particle i in the final and initial
states.
Using the property:

(K, Ky, K5 J (DK, ko, kes)
= [y, k)8 — k)8 (kS — k3),

and the relation between the single-particle momentum eigen-
states and Jacobi momentum eigenstates:

(kiksks|pgK) = 8°(p — 3 (ky — ks3))
x 8%(q — 5 (ki — 3 (k2 +k3)))
x 83 (K —ky — ky — k3),

where K is the total momentum of the 3N system, the op-
erator form of the >He and triton bound states from (4), the
assumption that the total momentum of the 3N system does
not change in the triton B decay process and that initially the
triton is at rest it is possible to write (B1) for particle i = 1 as:

8

8
1 . .
(i) A A ) A A
<IE)TMT> E E \IJS;_IS;Z/T/(pv q,DP - q)‘"IJSH;[T(p’ q,D - q)

i=1 j=1

(B4)

where m, m; are spin projections of the 3N system in the final and initial state and Wsy., Way are scalar functions that determine

the *He and *H bound states, respectively.
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The integral in Eq. (B4) can be easily calculated using a similar choice of integral variables as in Sec. III C:

p = pR’E? (0,0, 1),

S0 500 3500 150
q = R YRR (0,0, 1),

Choosing this parametrization leads to p - § = cos(6,) := x,. This can be used to greatly simplify (B4) to the following

expression:

. o0 o0 1 1 )
Wy FONsom) = [ dpp? [ dag® [ dxq22<(r’§>TMw
0 0 —1

t'T" T

it
T

(3w

8 8
x Z Z \113(36;17’(17’ 9 xq)llj3(ljrl);zT(p’ g x‘l)
i=1 j=1

T 2T 2T
x{ /0 d6, sin(9,) /O dg, /0 d¢q<xm,-|éj<p,q>*fv(k’l=q,k1=q>a<p,q>|xm,.>},

where the integrals in the curly brackets can be computed once and then used in calculations with different scalar functions W.
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