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An attempt has been made to provide crucial information about the dependence of incomplete-fusion dynamics
on various entrance channel parameters below 8 MeV/nucleon energy. The forward recoil range distributions of
several evaporation residues produced in the 13C + 175Lu system have been measured at ≈88-MeV energy and
examined in the framework of the code SRIM. Owing to the fractional linear momentum transfer from the
projectile to the target nucleus, incomplete-fusion (ICF) products are observed to be trapped at lower cumulative
thickness than that of complete fusion products. In order to study the incomplete-fusion behavior with various
entrance channel parameters, the incomplete-fusion fraction (FICF) has also been deduced and compared with
those obtained for the systems available in the literature. The reinvestigation of the Coulomb factor (ZPZT )
dependence of incomplete fusion indicates that it is somehow projectile structure dependent. No systematic
trend is observed with the target deformation parameter (β2) dependent study of ICF. A systematic linear growth
in the incomplete-fusion probability function (FICF) is observed with increasing the parameters ZPZT β2 and
ZPZT /(1−β2), but separately for α- and non-α-cluster structured projectiles with different targets. The present
findings explore the role of Coulomb interaction on ICF dynamics more effectively. Moreover, the projectile α-Q
value is found to be a suitable parameter which explains effectively the observed trend in the study of ICF with
the above-mentioned parameters. The incomplete-fusion existence below critical angular momentum (�crit), i.e.,
� � �crit , is also observed for the present 13C + 175Lu system.
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I. INTRODUCTION

Efforts are continuously being made to investigate the
incomplete-fusion (ICF) process in collisions of heavy ions
at lower projectile energies [1–5]. In the interaction of two
heavy ions, several reaction channels may open up, which
further leads to the transfer of cluster of the nucleons. Fu-
sion suppression based studies have also explored the ICF
dynamics, using weakly bound projectiles around the barrier
[6–9]. Nevertheless, the study of ICF is still an active area
of research due to complexity in the mass transferred from
the projectile to the target. Thereby, it requires further inves-
tigation to unfold the ICF dependence on various entrance
channel parameters. It is now a well-understood fact that the
ICF process is also one of the dominant reaction modes other
than complete fusion (CF) at energies near and well above the
Coulomb barrier (VCB), which contributes significantly to the
total fusion cross sections [10–13]. In the case of CF, the entire
projectile fuses with the target nucleus. On the other hand, the
incident projectile may break up into its fragments in the case
of ICF, wherein only one of the parts fuses with the target and
the remnant moves as a spectator.
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The experimental features of the ICF in the breakup of
projectiles like 12C, 14N, and 16O into α clusters were first ob-
served by Britt and Quinton [14]. However, Inamura et al. [15]
provided the major advances in the study of the ICF process
from the extracted information based on the particle-γ coin-
cidence measurements. Udagawa and Tamura [16] explained
the projectile breakup into α clusters in the vicinity of the
target nuclear field. Several theoretical models [16–20] were
proposed using tightly bound projectiles to explain the ICF
process. The CF and the ICF processes have also been catego-
rized on the basis of imparted angular momentum (� ) in the
system. For the ICF process, the attractive nuclear potential is
no longer strong enough to capture the projectile entirely by
the target nucleus and the CF gives way to the ICF process.
As per predictions of the SUMRULE model of Wilczynski
et al. [17], the ICF process exists only for input angular
momentum values (� ) greater than critical angular momentum
values (�crit). However, in contradiction to the SUMRULE model
approach, a substantial contribution of ICF below �crit has also
been observed in recent studies [12,13,21–23]. As the projec-
tile partially fuses with the target, less nucleonic degrees of
freedom participate in the case of ICF. Hence, owing to the lin-
ear momentum transfer (LMT), the ICF products are observed
to traverse the shorter path in the stopping medium compared
with that of CF products [4,12,22,23]. The studies available
in the literature show noticeable ICF contribution in the
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α-emission channel products [4,5,10–13,21–23]. The forward
recoil range distribution (FRRD) measurement is observed to
be a sensitive probe to differentiate the residues produced
by the CF and/or the ICF processes on the basis of their
recoil ranges [4,12,22,23]. The proposed theoretical models
[16–20] using tightly bound projectiles explain satisfactorily
the ICF process above 10 MeV/nucleon energy. Theoretical
works have also addressed the low-energy breakup fusion
reactions of weakly bound projectiles by using the quantum
and classical approaches [24–28]. The effect of continuum
couplings in the fusion is studied using a three-body model
within continuum-discretized coupled-channel (CDCC) for-
malism around the Coulomb barrier energies [24,25]. The
existing quantum models have limitations, as they cannot cal-
culate integrated CF and ICF cross sections unambiguously.
Neither, after the formation of ICF products, can these follow
the evolution of the surviving breakup fragment(s) since ICF
results in depletion of the total few-body wave function. Nev-
ertheless, some difficulties are overcome by the classical dy-
namical reaction model suggested in Ref. [26]. The compari-
son of breakup observables with CDCC quantum-mechanical
predictions is taken into account in this model. Further im-
provements have also been made in this classical model in
later studies [27–29]. In these studies, the key new aspect
is the time propagation of the surviving breakup fragment
and the ICF product. A self-contained PLATYPUS code [28]
based on a three-dimensional classical dynamical reaction
model with stochastic breakup has been implemented, which
is a useful tool for quantifying CF and ICF and breakup in
weakly bound two-body projectile induced reactions near the
Coulomb barrier. This code calculates the integrated CF and
ICF cross sections and their angular momentum distribution,
the excitation energy distribution of the primary ICF products,
the asymptotic angular distribution of ICF products, and the
surviving breakup fragments as well as breakup observables
such as angle, kinetic energy, and relative energy distributions.
A few required additions to the original version of the PLATY-
PUS code are explained in Ref. [29], followed by a discussion
about model calculations for ICF in collisions of 6Li with
209Bi above the Coulomb barrier energies. The classical model
[26–29] does not include the quantum tunneling probability.
To overcome this problem, a quantum reaction approach to
low-energy breakup reactions of weakly bound nuclei based
on the time-dependent wave-packet method was presented in
Ref. [30]. The improved version of a semiclassical coupled-
channel method previously developed to evaluate fusion cross
sections in collisions of weakly bound nuclei is provided in
Ref. [31]. This version takes into account the static effects
of the low breakup threshold, uses better bin states in the
discretization of the continuum, and avoids the excitation of
closed channels.

Several ICF studies have been made in recent years, but
the ambiguous dependence of ICF on different parameters
needs serious attention. Hinde et al. [32] suggested that the
fusion suppression is almost proportional to the target charge
ZT . However, Rafiei et al. [33] observed the nondependency
of the ICF probability with the target charge (ZT ). Mor-
genstern et al. [34] correlated the CF probability with the
projectile-target mass asymmetry [AT /(AP + AT )]. Recently,

it was observed that Morgenstern et al.’s mass-asymmetry sys-
tematic is somehow a projectile structure dependent [21,23].
Apart from this, the effect of projectile structure on the ICF
process has also been observed by Singh et al. [35] and
Babu et al. [36]. The observed projectile structure effect on
ICF is explored more effectively in terms of projectile α-Q
value [12,21,23,37,38]. Shuaib et al. [39] reported that ICF
probability increases linearly with increasing the product of
projectile and target charges ZPZT (Coulomb factor). On the
other hand, the reinvestigation of Coulomb factor dependence
of ICF reveals that ICF behavior with the Coulomb factor
follows linear trends but separately for each projectile [40,41].
Gerschel [42] and Singh et al. [11] studied the role of tar-
get deformation in incomplete-fusion dynamics on the basis
of the localization of the � window. Some discrepancy is
observed in the incomplete-fusion dependence on the target
deformation parameter (β2), which is further correlated with
a new parameter ZPZT β2 in our recent work [41]. The ICF
study based on this parameter dependence is limited only
for a very few systems. It is also noteworthy that despite
the majority of fusion suppression based works using loosely
bound projectiles carried out earlier [6–8,43] some work has
also been done using tightly bound projectiles [44,45]. In
the recently reported studies based on FRRD measurement
[44,45], it is also observed that the extent of fusion suppres-
sion may be governed by projectile breakup threshold energy
(EBU). Muntazir et al. [45] also explored the role of Coulomb
repulsion in the breakup fusion reactions by comparing the
fusion suppression data of different 16O induced reactions
in the light of the empirical formula suggested by Hinde
et al. [32]. Moreover, the ICF dependency on various entrance
channel parameters has been considered to be the field of keen
interest to reach some definite conclusion.

In the present paper, with a motivation of better insight into
the ICF dependence on various entrance channel parameters,
the FRRDs of residues produced in the 13C + 175Lu systems
have been measured at ≈88-MeV energy. The measured FR-
RDs are analyzed in the framework of the Stopping Power
and Range of Ions in Matter (SRIM) code [46]. The FRRD
measurement gives a better understanding of different degrees
of LMT associated with CF and/or ICF. From the present data
analysis, the relative contribution due to different fusion com-
ponents has been separated out. The ICF probability function
(FICF) deduced from the present paper has been compared
with those obtained for the systems available in the literature.
The present analysis includes the systematic study of ICF de-
pendence on the Coulomb factor (ZPZT ), target deformation
parameter (β2), parameters ZPZT β2, ZPZT /(1−β2), and the
projectile α-Q value. The present results support the recently
observed Coulomb factor ZPZT based findings [40,41] and
are also in good agreement with our recent observations [41]
based on parameter ZPZT β2. The parameter ZPZT /(1−β2) is
found more suitable for the understanding of ICF dependence
on target deformation. This paper also indicates that the pro-
jectile α-Q value also seems to be an important parameter in
the study of α- and non-α-cluster structured projectile induced
reactions. It is also observed that the fusion � distribution
window suggested in the SUMRULE model [17] is a broad
diffused boundary. It is also noteworthy that the FRRDs of
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evaporation residues (ERs) are measured and reported for the
first time, to the best of our knowledge, by using the projectile
13C. In the light of recently reported observations based on
FRRD measurement [44,45], the present paper in turn may be
helpful in bridging the gap between the ICF studies of tightly
and weakly bound projectiles at energies above the Coulomb
barrier. This paper is organized in the following sections.
Section II includes the experimental details, Sec. III presents
the analysis of measured FRRDs, and the ICF correlation with
various parameters is given in Sec. IV. Section V presents the
conclusions obtained from the present paper.

II. EXPERIMENTAL PROCEDURE

The experiment was performed by using the stacked foil
activation technique [47] at Inter University Accelerator Cen-
tre (IUAC), New Delhi, India. The self-supporting natural
175Lu target (purity ≈ 97.41%) of thickness ≈960 μg/cm2

was followed by a series of thin Al-catcher foils having thick-
ness range ≈24−45 μg/cm2. Rolling technique was used for
the preparation of target foil. However, the thin Al-catcher
foils which serve as stopping medium were fabricated by
vacuum evaporation technique. The target thickness was de-
termined by using the α-transmission procedure and also
the weighing method. The uniformity of the target was also
verified by α-transmission method. However, only the α-
transmission procedure was adopted for the measurement of
the thin Al-catcher foil thickness. The irradiation of the 175Lu
target with the 13C ion beam for about 16 h at ≈88-MeV
energy was carried out in the General Purpose Scattering
Chamber, which has an in-vacuum transfer facility (ITF). It
is worth mentioning that the ITF is used to minimize the
time lapse between the end of irradiation and the start of
the counting of the irradiated sample. The incident projectile
energy at half target thickness was calculated by using the
code SRIM [46]. The Al-catcher foil thickness was chosen
in such a way that a complete range profile may be achieved
and all the recoiling residues get trapped at their respective
catcher foil thicknesses. Beam flux was estimated by using
the total charge collected in the Faraday cup, which was kept
behind the target-catcher assembly.

A precalibrated HPGe detector of 100-cc active volume
coupled to the PC through CAMAC based FREEDOM soft-
ware [48] was used for recording the induced γ -ray activities
in each Al-catcher foil. The counting was made separately at
increasing intervals of time, keeping in view the half-lives of
the populated residues and their identification in the decay
curve analysis. The standard 152Eu γ -ray source of known
strength was used for the energy calibration and also to
determine the efficiency of the HPGe detector. The energy
resolution of the detector was found to be ≈2.5 keV for the
1408-keV γ ray of the standard source. During the measure-
ment, the dead time of the detector was kept � 10%. The
geometry dependent efficiency of the detector was calculated
by using the standard γ -ray source at same source-to-detector
distance as that for the Al-catcher foils to wash out the solid
angle effect. Further, the populated residues were identified
on the basis of their characteristic γ -ray energies in the decay
curve analysis. It is noteworthy that the production cross

TABLE I. List of identified evaporation residues produced in
the interaction of 13C with 175Lu along with their spectroscopic
properties like half-lives, characteristic γ -ray energies, branching
ratios, and spins.

Residues Emission channel Half-life Jπ Eγ (keV) Iγ (%)
13C + 175Lu (T1/2)

184Ir 4n 3.09 h 5− 119.80 30.3
390.38 25.7
961.22 12.4

183Ir 5n 58.0 min 5/2− 228.70 6.9
282.39 4.9
392.52 10.4

182Ir 6n 15.0 min 3+ 127.0 35.6
273.40 46.3

183gOs p4n 13.0 h 9/2+ 114.46 20.6
167.84 8.8
381.77 89.6

183mOs p4n 9.9 h 1/2− 1101.94 49.0
1107.92 22.4

182Os p5n 22.1 h 0+ 130.83 3.3
180. 22 33.5
263.29 6.7

183Re αn 70.0 d 5/2+ 162.32 23.3
181Re α3n 19.9 h 360.70 20.0

365.57 56.0
179Re α5n 19.5 min 5/2+ 289.97 26.9

430.22 28.0
178mTa 2α2n 2.36 h 7− 213.44 81.4

325.56 94.1
426.38 97.0

177Ta 2α3n 56.56 h 7/2+ 112.95 7.2
176Ta 2α4n 8.09 h 1− 201.83 6.0

1159.28 25.0

sections σr (E ) provide the comprehensive information about
the formation of any particular evaporation residue. In the
present paper, the cross sections have been determined from
the measured intensities of each γ ray by using the standard
formulation [49]. The factors like the target nonuniformity, the
beam current fluctuations, finite dead time, and the uncertainty
in the geometry dependent detection efficiencies of the detec-
tor may evoke the errors in the measured cross sections of
the residues. In our earlier work [21], the responsible factors
for the errors and uncertainties are described in detail. The
spectroscopic properties like half-lives, characteristic γ -ray
energies, branching ratios, and spins of the identified ERs are
taken from Refs. [50,51] and listed in Table I along with the
respective residues.

III. ANALYSIS AND ESTIMATION OF
THE MEASURED FRRDs

In the present paper, several ERs—184Ir (4n), 183Ir (5n),
182Ir (6n), 183Os (p4n), 182Os (p5n), 183Re (αn), 181Re
(α3n), 179Re (α5n), 178mTa (2α2n), 177Ta (2α3n), and 176Ta
(2α4n)—produced in the interaction of the projectile 13C with
the target 175Lu, have been identified at ≈88-MeV energy.
The present FRRD analysis of ERs is accomplished in the
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framework of range-energy loss calculations based on the
code SRIM [46] to justify the formation of evaporation
residues via CF (full LMT) and/or ICF (partial LMT). Owing
to the proportionality with the fused fragment mass, the full
LMT gives the maximum recoil velocity to the CF products.
The incompletely fused composite (IFC) system formed due
to the partial LMT has nonunique mass, energy, and mo-
mentum values compared with the compound nucleus (CN)
formed due to the CF process. Thus, the FRRD measurement
is a promising way to give the direct measure of full and/or
partial LMT from the projectile to the target nucleus. The
degree of the LMT (ρLMT) associated with the FRRD mea-
surement may be given as

ρLMT = Pfrac

Pproj
, (1)

where Pfrac is the linear momentum associated with the fused
part of the projectile and Pproj is the linear momentum for the
entire projectile amalgamation with the target nucleus. The
width of the velocity distribution of the ERs depends upon
the particles evaporated from the equilibrated CN. The most
probable velocity, v0, may be given as

v0 = vCN =
√

2MPE

MP+T
, (2)

where MP is the mass of the projectile, MP+T is the mass of the
compound system (projectile + target), and E is the incident
projectile energy. As linear momentum is proportional to the
fused mass of the projectile, the ERs populated via the partial
LMT show a smaller depth in the stopping medium than
those for the entire LMT. Moreover, the various degrees of
the LMT (ρLMT) from the projectile to the target may give
rise to different recoil ranges in the stopping medium. Hence,
the investigation of FRRDs is a well-established method to
distinguish the CF and/or ICF reaction processes and also to
separate out the relative contributions of different fusion com-
ponents. The nonunique mass, energy, and momentum values
of an incompletely fused composite system may be resulting
due to the fluctuations in the fused mass from the projectile to
the target nucleus and various interaction trajectories.

The measured cross section of the recoiled residues in
each catcher foil was divided by the respective catcher foil
thickness to estimate the normalized yields. Further, the FR-
RDs have been obtained by plotting the normalized yields
against the cumulative catcher foil thickness. The overall
errors in relative contributions are estimated to be less than
15% and the size of the circles in the FRRD figures includes
the uncertainty in the yield values. The measured FRRDs
disentangling the different fusion components are displayed
in Figs. 1–3. The yield curves of the ERs are assumed to
be Gaussian in nature and fitted with a Gaussian distribution
using the software ORIGIN, which may be given as

Y = Y0 + A

ωA

√
2π

e−(R−RP )2/2πω2
A , (3)

where RP is the most probable mean recoil range,ωA is the
width parameter [full width at half maximum (FWHM)] of
distribution, and A is the area associated with the respective

peak. The normalized yield Y may be estimated by the chi-
square (χ2) fit of the experimentally measured FRRDs and
may be represented as

χ2 = 1

(m − p − 1)
[Y (A) − Y0(A)]2. (4)

The χ2 value was minimized in the present paper by using
a nonlinear least-square fit routine, keeping the width parame-
ter (ωA) and the most probable mean recoil range (RP) as free
parameters. In the case of αxn and 2αxn emission channels,
the experimentally measured FRRDs have been fitted by using
the multipeak option in ORIGIN software.

As already mentioned, the measured FRRDs of ERs are
examined in the framework of the code SRIM to confirm the
formation of residues via CF and/or ICF. The code SRIM
is a group of programs, which calculates interaction of ions
with the matter. The programs were developed by Ziegler
et al. [52,53]. The theoretical treatment of the stopping of
ions in matter is in large measure due to the work of Bohr
[54], Bethe [55], Bloch [56], and Lindhard et al. [57], among
others. The stopping power depends on the ion’s charge and its
velocity. The Bohr velocity (v0) is expressed as 25 keV/amu,
which is basically the velocity of the conduction electrons in
a solid. Ions with velocities below v0 have adiabatic collisions
with target electrons and hence small stopping powers. The
stopping power increases with increasing ion velocity until
a peak occurs at about vpeak = 3v0z2/3

1 where z1 is the ion
atomic number. At velocities above the stopping peak, the
strength of the interaction between an ion and a target elec-
tron saturates and the duration of any interaction becomes
shorter. Thus, the stopping power decreases with increasing
ion velocity. Since, the maximum ion-target interaction occurs
at the stopping peak, this is the region which should have
the greatest deviation from Bragg’s rule. The energy loss of
ions in matter passing through the matter could be divided
into two components: nuclear stopping power (energy loss to
the medium’s atomic positive cores) and electronic stopping
power (energy loss to the medium’s light electrons). The
electronic stopping power was observed to be far greater than
the nuclear stopping power for energetic light ions.

A major advance in the understanding of stopping power
took place later when Bethe [55] and Bloch [56] restated
the problems from the perspective of quantum mechanics.
SRIM produces the tables of stopping powers, ranges, and
straggling distributions for any ion at any energy in any
elemental target. More elaborate calculations include targets
with complex multilayer configurations. This code is basically
based on the Monte Carlo simulation method, namely, the
binary collision approximation with a random selection of the
impact parameter of the next colliding ion. It needs the ion
type and energy (in the range 10 eV–2GeV) and the material
of one or several target layers. The breakup fusion model [16]
of ICF is used for the theoretical calculations of excitation
energy of the intermediate compound system, needed for
SRIM calculation.

The theoretical mean recoil ranges (Rtheo
P ) of ERs produced

via CF of the projectile 12C with the target to form CN
have been calculated using the code SRIM. As displayed
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FIG. 1. Experimentally measured FRRDs for the residues (a) 184Ir (4n), (b) 183Ir (5n), (c) 182Ir (6n), (d) 183Os (p4n), and (e) 182Os (p5n)
populated in the 13C + 175Lu system.

in Figs. 1(a)–1(e), the residues 184Ir (4n), 183Ir (5n), 182Ir
(6n), 183Os (p4n), and 182Os (p5n) formed via xn and pxn
channels are observed to show a single Gaussian peak in
their respective FRRDs. The exhibition of only one peak
in the distribution pattern, indicates the involvement of a
single LMT component in the population of these residues.

The observed ranges Rexp
P ≈ 319, ≈310, ≈307, ≈310, and

≈307 μg/cm2 for the residues 184Ir (4n), 183Ir (5n), 182Ir (6n),
183Os (p4n), and 182Os (p5n), respectively, well match with
the theoretical range Rtheo

P ≈ 327 μg/cm2 calculated for the
CN 188Ir∗ (formed due to the fusion of 13C with target 175Lu)
using the code SRIM. The close agreement between measured
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FIG. 2. Experimentally measured FRRDs for the residues (a) 183Re (αn), (b) 181Re (α3n), and (c) 179Re (α5n) populated in the 13C + 175Lu
system.

and theoretical recoil ranges indicates the population of these
residues via the entire LMT from the projectile to the target,
i.e., via CF process. Moreover, the equilibrated CN 188Ir∗

may decay via the statistical emission of four, five, and six
neutrons, respectively, to form 184Ir, 183Ir, and 182Ir and the
emission of one proton along with four and five neutrons,
respectively, to form the residues 183Os (p4n) and 182Os (p5n).
The most probable mean recoil ranges (Rexp

P ) deduced from
the measured FRRD curves and theoretically calculated mean
recoil ranges (Rtheo

P ) for the ERs produced via CF (full LMT)
and/or ICF (partial LMT) components in the 13C + 175Lu
system are given in Table II. The reaction mechanism involved
in the case of xn-pxn channels may be represented as

13C + 175Lu → 188Ir∗ → 188−xIr + xn (x = 4, 5, 6),

13C + 175Lu → 188Ir∗ → 187−xOs + pxn (x = 4, 5).

In Figs. 2(a)–2(c), the observed FRRDs of αxn emission
channel residues 183Re (αn), 181Re (α3n), and 179Re (α5n)
are displayed and fitted into the multipeak composite shape
using the ORIGIN software. The presence of two clearly
resolved differently ranged Gaussian peaks gives the signature
of the fusion of another component in addition to 13C with the
target. These αxn emission channel residues are expected to

be produced via both CF and/or ICF processes. As a repre-
sentative case, the FRRD of residue 183Re (αn) is represented
in Fig. 2(a). As shown in this figure, the measured FRRD
is resolved into two Gaussian peaks at cumulative depth
≈344 and ≈238 μg/cm2, respectively. The peak at larger
cumulative thickness ≈344 μg/cm2 indicates the full LMT of
projectile 13C to the target 175Lu; however, the second peak
at comparatively smaller cumulative thickness ≈238 μg/cm2

indicates the fusion of 9Be with the target (if 13C is assumed
to break up into 9Be + α), respectively. Both observed recoil
ranges (Rexp

P ) match well with Rtheo
P (≈327 μg/cm2 for 13C

fusion and ≈229 μg/cm2 for 9Be fusion) calculated using the
code SRIM. It may be pointed out from this figure that the
fusion of 9Be with the target also contributes significantly
along with CF in the population of this residue. Similarly,
the measured FRRDs of ERs 181Re (α3n) and 179Re (α5n)
also show two well-resolved Gaussian peaks as displayed in
Figs. 2(b) and 3(c). These figures also exhibit the presence
of another fusion component (9Be) in addition to the 13C,
and in turn the contribution from the ICF along with the
CF. The measured most probable mean recoil ranges (Rexp

P )
along with the theoretically calculated mean recoil ranges
(Rtheo

P ) for the ERs produced via CF and/or ICF components
in the 13C + 175Lu system are given in Table II. The reaction
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FIG. 3. Experimentally measured FRRDs for the residues (a) 178mTa (2α2n), (b) 177Ta (2α3n), and (c) 176Ta (2α4n) populated in the
13C + 175Lu system.

mechanism involved in the case of the αxn emission channel
may be represented as (i) the CF of the projectile 13C,

13C + 175Lu → 188Ir∗ → 184−xRe + αxn (x = 1, 3, 5) ,

and (ii) the ICF of the projectile 13C (fusion of fragment 9Be),
13C(9Be + α) + 175Lu → 184Re∗ → 184−xRe + xn

(x = 1, 3, 5),

where α moves as a spectator.
Further, the measured FRRDs of the residues 178mTa

(2α2n), 177Ta (2α3n), and 176Ta (2α4n) also show well-
resolved multi-Gaussian peaks, displayed in Figs. 3(a)–3(c).
In the case of residue 178mTa (2α2n), two Gaussian peaks are
observed at cumulative thicknesses ≈221 and ≈121 μg/cm2,
respectively. Both observed recoil ranges match well with
Rtheo

P ≈ 229 and ≈145 μg/cm2, respectively, calculated using
the code SRIM for the IFC systems 184Re∗ (formed due to the
fusion of 9Be) and 180Ta∗ (formed due to the fusion of α). It
is worth mentioning that the absence of the larger range peak
associated with the CF thickness is attributed to the population
of residue 178mTa via ICF process only. On the other hand,
the measured FRRDs of the residues 177Ta (2α3n) and 176Ta
(2α4n) are well resolved into three Gaussian peaks as shown

in Figs. 3(b) and 3(c). The presence of three peaks shows
clearly that fusion of fragments 9Be and 5He with the target
(formed in the breakup of 13C) also contributes significantly
along with the CF process (fusion of 13C). Moreover, the
ICF process also plays an important role in the population of
residues 177Ta (2α3n) and 176Ta (2α4n). The observed recoil
ranges Rexp

P along with the theoretical recoil ranges Rtheo
P for

these residues are given in Table II. The reaction mechanism
involved in 2αxn emission channels may be represented as (i)
the CF of projectile 13C,

13C + 175Lu → 188Ir∗ → 180−xTa + 2αxn (x = 2 − 4);

(ii) the ICF of the projectile 13C (fusion of fragment 9Be),
13C(9Be + α) + 175Lu → 184Re∗ → 180−xTa + αxn

(x = 2 − 4),

where α moves as a spectator; and (iii) the ICF of the
projectile 13C (fusion of fragment 5He),

13C(5He + 8Be) + 175Lu → 180Ta∗ → 180−xTa + xn

(x = 2 − 4),

where 8Be moves as a spectator.
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TABLE II. Most probable mean ranges (Rexp
P ) deduced from

experimentally measured FRRDs and theoretically estimated mean
recoil ranges (Rtheo

P ) in units of μg/cm2 for residues produced via CF
(entire LMT) and/or ICF (fractional LMT) in the interaction of 13C
with 175Lu at ≈88-MeV energy.

Residues CF of 13C ICF of 13C

Rexp
P Rtheo

P Fusion of 9Be Fusion of 5He

Rexp
P Rtheo

P Rexp
P Rtheo

P

184Ir (4n) 319 ± 65 327
183Ir (5n) 310 ± 72 327
182Ir (6n) 307 ± 75 327
183Os (p4n) 310 ± 73 327
182Os (p5n) 307 ± 79 327
183Re (αn) 344 ± 35 327 238 ± 45 229
181Re (α3n) 348 ± 40 327 239 ± 50 229
179Re (α5n) 330 ± 49 327 205 ± 41 229
178mTa (2α2n) 327 238 ± 39 229 143 ± 39 145
177Ta (2α3n) 348 ± 38 327 237 ± 45 229 133 ± 42 145
176Ta (2α4n) 357 ± 26 327 244 ± 39 229 143 ± 40 145

In the case of αxn and 2αxn emission channels, the relative
contributions for the individual fusion components, i.e., 13C,
9Be, and 5He, have also been separated out from the present
analysis. They are obtained by dividing the area under the
peak of the corresponding fusion component by the total area
associated with the FRRD of the respective residue. In Ta-
ble III, the deduced relative contributions due to the different
fusion components in the population of residues 184,183,182Ir,
183,182Os, 183,181,179Re, and 178m,177,176Ta are given. The con-
tributions coming from the fusion components 13C and/or
9Be and/or 5He are also shown in the respective FRRDs
(Figs. 2 and 3). It may also be seen from the present FRRD
analysis that the projectile 13C may break up into its fragments
9Be-4He(α) and/or 5He-8Be (2α) near the target nuclear field,
following the basic assumption of the breakup fusion model.
Moreover, these αxn and 2αxn emission channel residues

TABLE III. Measured relative contribution of CF and/or ICF
components obtained from experimentally measured FRRDs of
residues produced in the interaction of 13C with 175Lu at ≈88-MeV
energy.

Residues CF of 13C ICF of 13C

(%) Fusion of 9Be Fusion of 5He
(%) (%)

184Ir (4n) 100
183Ir (5n) 100
182Ir (6n) 100
183Os (p4n) 100
182Os (p5n) 100
183Re (αn) 12 88
181Re (α3n) 11 89
179Re (α5n) 77 23
178mTa (2αn) 58 42
177Ta (2α2n) 8 47 45
176Ta (2α3n) 6 57 37

TABLE IV. The normalized peak width (FWHM/Rexp
P ) deduced

from the measured FRRDs of residues produced via CF (full LMT)
and/or ICF (partial LMT) components in the interaction of 13C with
175Lu at ≈88 MeV.

Residues CF of 13C ICF of 13C

Fusion of 9Be Fusion of 5He

184Ir (4n) 0.41 ± 0.08
183Ir (5n) 0.46 ± 0.11
182Ir (6n) 0.48 ± 0.12
183Os (p4n) 0.47 ± 0.11
182Os (p5n) 0.51 ± 0.13
183Re (αn) 0.20 ± 0.02 0.38 ± 0.07
181Re (α3n) 0.23 ± 0.03 0.42 ± 0.09
179Re (α5n) 0.30 ± 0.04 0.40 ± 0.08
178mTa (2αn) 0.33 ± 0.05 0.55 ± 0.15
177Ta (2α2n) 0.22 ± 0.02 0.38 ± 0.07 0.63 ± 0.19
176Ta (2α3n) 0.15 ± 0.01 0.32 ± 0.05 0.56 ± 0.16

are also populated via ICF along with CF as expected. It
is also worth mentioning that the energy and momentum
of the final residues may change due to the emission of
nucleons from the recoiling products. Such perturbing effect
on the recoil velocity of the ERs is reflected in the peak
width (FWHM) of the measured FRRDs. The width may
also arise due to the contribution from the straggling effects.
An attempt has also been toward consistency in the peak
width (FWHM) of measured FRRDs of ERs produced via CF
and/or ICF processes. The deduced normalized peak widths
(FWHM/Rexp

P ) are tabulated in Table IV. The normalized peak
width values are found consistent for the CF and the ICF
residues individually. In the case of αxn and 2αxn emission
channels, the average normalized peak width for the CF is
≈0.22; however, for ICF-α (i.e., fusion of fragment 9Be) and
ICF-2α (i.e., fusion of fragment 5He), the average normalized
peak width increases to ≈ 0.37 and 0.58, respectively, as
expected.

IV. ICF CORRELATION WITH VARIOUS ENTRANCE
CHANNEL PARAMETERS

As mentioned earlier, the FRRD measurement is a promis-
ing method to distinguish the CF and/or ICF processes. The
FFRDs analysis makes it possible to obtain directly the rel-
ative contributions of individual fusion components in the
breakup of the projectile into its fragments (13C, 9Be, and
5He in the case of the projectile 13C). In the present paper,
an attempt has been made to gain better insight into the
dependence of various entrance channel parameters on the
ICF reaction dynamics. The ICF probability function (FICF)
has been deduced for the present 13C + 175Lu system and
studied as a function of these parameters. The FICF is a
measure of the strength of the ICF relative to the total fusion
cross section (�σTF = �σCF + �σICF), and is evaluated by
using the relation as

FICF = �σICF/(�σCF + �σICF), (5)
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FIG. 4. The FICF (%) deduced from the present FRRD analysis
along with those obtained for earlier studied systems as a function of
Coulomb factor (ZPZT ) at the same relative velocity (vrel = 0.074c).
The color lines drawn through the data points are just to guide the
eyes.

where �σCF and �σICF are the sums of CF and ICF channel
cross sections respectively, extracted from the present FRRD
analysis.

A. ICF behavior with the Coulomb factor (ZPZT )

In the present paper, an attempt has been made to under-
stand the dependence of ICF with the product of projectile
and target charges ZPZT (referred to as the Coulomb fac-
tor between interacting partners) more effectively. The ICF
fraction (FICF) deduced from the present FRRD analysis for
the system 13C + 175Lu along with those obtained for the
systems 12C + 175Lu [21], 12C + 169Tm [35], 12C + 165Ho
[58], 12C + 159Tb [12], 12C + 115In [59], 13C + 169Tm [37],
13C + 159Tb [12], and 13C + 165Ho [40], available in litera-
ture, has been plotted as a function of ZPZT and shown in
Figs. 4(a) and 4(b). In this figure, the FICF values have been

plotted at the same relative velocity (vrel = 0.074c) to cancel
out the effect of different Coulomb barriers due to the different
projectile-target systems. In a recent paper, Shuaib et al. [39]
observed a systematic linear growth in FICF with increasing
the parameter ZPZT . However, as shown in Figs. 4(a) and
4(b), a simple linear growth in FICF is not observed with the
increase of ZPZT , and is in some contradiction to the recent
findings reported in Ref. [39]. As can be seen from these
figures, for the systems having the same ZPZT values (marked
by dotted vertical boxes), the FICF values are found to be
noticeably different. It may also be pointed out from Fig. 4(b)
that the FICF values deduced for the projectiles 12C and 13C
follow a linear trend with increasing the parameter ZPZT , but
separately for each projectile. Lower FICF values are observed
for the reactions induced by 13C than for 12C with the targets
of the same ZT . The present results based on ZPZT dependence
of ICF support well the recently observed similar findings
[40,41]. Moreover, this paper shows clearly that the Coulomb
factor (ZPZT ) affects the ICF reaction dynamics but separately
for different isotopes of the same projectile (having the same
ZP), i.e., 12C and 13C.

B. ICF behavior with the target deformation

Gerschel [42] and Singh et al. [11] studied the role of target
deformation in ICF dynamics on the basis of the localization
of the � window. These observations show that the mean
input angular momentum values for αxn emission channels
produced via ICF are comparatively higher for the reactions
induced with a more deformed target nucleus than for the less
deformed or spherical nucleus. In turn, the higher projectile
breakup probability is found in the case of the deformed target
nucleus.

In order to understand the target deformation dependence
of the ICF process in a more clear way, the deduced FICF for
the present system 13C + 175Lu along with the earlier studied
systems [12,21,35,37,40,58] has been plotted as a function of
the target deformation parameter (β2), and shown in Figs. 5(a)
and 5(b). The β2 values for different targets are taken from
Ref. [60]. The formulation and detailed information about the
β2 parameter are given in Ref. [61]. The deformation param-
eter describes the shape of an axially symmetric deformed
nucleus and is correlated directly to the quadruple moment. In
Fig. 5(a), the FICF values deduced for the reactions induced by
the projectile 12C have been plotted. However, the FICF values
deduced for the reactions induced by 13C are represented in
Fig. 5(b). As shown in these figures, the FICF does not follow
any schematic trend. It is observed that the reactions with
the target 175Lu have the higher FICF value than those for
the targets 165Ho and 169Tm, irrespective of 175Lu having a
lower β2 value compared with 165Ho and 169Tm. As shown in
this figure, in general the larger ICF fraction is observed for
the projectile 12C induced reactions than that for 13C, while
the β2 parameter values are equal for the reactions induced
by both projectiles with respective targets. Furthermore, this
figure also reflects the projectile structure influence on the ICF
process. The present findings indicate that the β2 parameter
alone is not able to explain the ICF process at low projectile
energies. Some information extracted on the basis of observed
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FIG. 5. The deduced FICF (%) for (a) 12C induced reactions
and (b) 13C induced reactions as a function of target deformation
parameter (β2) at the same relative velocity (vrel = 0.074c).

ICF behavior with the target deformation has been reported in
recent studies [62,63].

In order to overcome the discrepancy observed in the β2

dependence of the ICF and also to have better insight into
the effect of the Coulomb factor (ZPZT ), in the present paper
the deduced FICF has also been studied as a function of
parameters ZPZT β2 and ZPZT /(1−β2), separately. As shown
in Fig. 6, the deduced FICF for the present system 13C + 175Lu
along with the earlier studied systems [12,21,35,37,40,58,59]
has been plotted as a function of parameter ZPZT β2 at the
same relative velocity (vrel = 0.074c). The linear growth in
FICF with increasing the parameter ZPZT β2 is observed to
be different for the projectile 12C and 13C induced reactions
and the present findings based on this parameter are found in
good agreement with our recent observations [41]. It may be
pointed out that the ICF dependence with parameter ZPZT β2

may be explained only for the deformed target nuclei having
the nonzero β2 values. Hence, in order to incorporate the
spherical along with deformed target nuclei, the deduced FICF

for the present 13C + 175Lu system along with the earlier

FIG. 6. The FICF (%) deduced from the present FRRD analysis
along with those obtained for earlier studied systems as a function of
parameter ZPZT β2. The color lines drawn through the data points are
just to guide the eyes.

studied systems [12,21,35,37,40,58,59] has been plotted as
a function of new parameter ZPZT /(1−β2) and displayed in
Fig. 7(a) at the same relative velocity (vrel = 0.074c). As
shown in this figure, the FICF values are found to increase
linearly with increase in the parameter ZPZT /(1−β2), but the
growth rate of the FICF is higher for reactions induced by
the projectile 12C than that for 13C. For better insight into
the ICF dependence with parameter ZPZT /(1−β2), the FICF

values deduced for 12C induced reactions with targets 175Lu
[21], 169Tm [35], 165Ho [58], 159Tb [12], 115In [59], and 103Rh
[64]; 13C induced reactions with targets 175Lu [21], 169Tm
[37], 165Ho [40], and 159Tb [12]; and 16O induced reactions
with targets 169Tm [35], 165Ho [65], 159Tb [66], and 115In [23]
have been plotted in Fig. 7(b) at the same relative velocity
(vrel = 0.053c). As shown in this figure, the FICF values lie
on the same line for α-cluster structured projectile (12C and
16O) induced reactions and are relatively larger than those for
non-α-cluster structured projectile (13C) induced reactions. It
is worthwhile to mention that as the projectile approaches
the target nucleus the strength of the Coulomb interaction
increases, resulting in the breakup of the projectile into its
constituent fragments. Hence, the Coulomb factor (ZPZT )
governs the ICF process effectively. As can be seen from
Figs. 6 and 7, as the normalized Coulomb factors, i.e., ZPZT β2

and ZPZT /(1−β2), increase, the Coulomb interaction strength
also increases, resulting in more probability of projectile
breakup near the target nucleus. Moreover, the parameter
ZPZT /(1−β2) may be more helpful in the understanding of
the role of Coulomb factor and target deformation on ICF
dynamics. A strong projectile structure dependence of ICF
is also observed from these figures, which may be explored
more effectively in terms of the projectile α-Q value. In order
to make the present observations more effective, studies with
different projectile-target combinations are required.
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FIG. 7. The FICF (%) deduced from the present FRRD analysis
along with those obtained for earlier studied systems as a function of
parameter ZPZT /(1−β2) at relative velocity (a) vrel = 0.074c and (b)
vrel = 0.053c. The color lines drawn through the data points are just
to guide the eyes.

C. ICF behavior with the projectile α-Q value

It is noteworthy that the results represented in
Figs. 4–7 and discussed on the basis of the parameters
ZPZT , β2, ZPZT β2, and ZPZT /(1−β2) indicate clearly the
strong projectile structure dependence on the ICF process. In
these figures, the FICF values are found comparatively higher
for 12C induced reactions than that for 13C, irrespective of
the higher binding-energy value for 12C (≈−7.31 MeV) than
for 13C (≈−7.27 MeV). For the better visualization of the
projectile structure effect, the FICF (%) deduced from the
present FRRD analysis for the 13C + 175Lu system along with
those obtained from the earlier excitation functions (EFs)
[21] and FRRD analysis [41] have been plotted as a function
of projectile α-Q value and are represented in Fig. 8. The
projectile α-Q value is the energy required for the separation
of the α particle from the respective projectile. As shown in

FIG. 8. The comparison of deduced FICF (%) from the present
FRRD analysis along with those obtained earlier from the EF analy-
sis (Kumar et al. [21]) and FRRD analysis (Kumar et al. [41]) at the
same relative velocity (vrel = 0.074c).

Fig. 8, a lower FICF value is observed for the more negative
α-Q-value projectile 13C (≈ − 10.64 MeV) than for the less
negative α-Q-value projectile 12C (≈ − 7.37 MeV). It is worth
mentioning that less energy is required for the projectile 12C
with the lower α-Q value to break up into its α clusters than
for 13C. It may be inferred from the present findings that
the projectile α-Q value seems to be an important entrance
channel parameter in the study of ICF reaction dynamics. The
present findings based on projectile α-Q-value dependence
of ICF also support the recent results reported by our group
[21,40,41] and others [12,23,36–38]. Further, Fig. 8 also
shows good agreement between the FICF values obtained
from the present FRRD data analysis and previously studied
EFs data analysis [21] for the 12,13C + 175Lu systems and
FRRD data analysis [41] for the 12C + 175Lu system. Hence,
it may be pointed out that the results obtained in both EF
and FRRD measurements are consistent with each other,
which in turn strengthens the reliability of data analysis.
Moreover, the present paper shows the strong projectile
structure dependence of ICF by using α- and non-α-cluster
projectiles with the same target. The projectile α-Q value
seems to be a reliable parameter which may be responsible
for the observed projectile structure effect.

D. Comparison with loosely bound projectile induced reactions

In Fig. 9, the deduced FICF (%) values for the present
system and other systems induced by tightly bound projectiles
(12C and 13C) are compared with those deduced using loosely
bound projectile (6Li and 7Li) induced reactions (6Li + 209Bi
[6] and 7Li + 209Bi [6]) and have been plotted against the
parameter ZPZT /(1−β2) at the same relative velocity (vrel =
0.074c). As shown in this figure, no systematic trend is
observed incorporating the FICF (%) values deduced for 6Li
and 7Li induced reactions. The FICF values are found to be
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FIG. 9. The comparison between FICF (%) deduced using the
tightly bound projectiles (12C and 13C) and loosely bound projectiles
(6Li and 7Li) as a function of parameter ZPZT /(1−β2) at relative
velocity vrel = 0.074c. The color lines drawn through the data points
are just to guide the eyes.

much higher for 6,7Li + 209Bi systems [6] than for 12C and
13C induced reactions. However, the ZPZT /(1−β2) values are
lower for 6Li and 7Li induced reactions than for 12C and
13C induced reactions. The alpha breakup threshold energy
(EBU) of the projectile plays an important role in the fusion
reaction dynamics. Higher suppression is observed for the
projectiles having lower breakup threshold [6–8,43–45]. The
alpha breakup threshold energy for projectiles 6Li and 7Li are
≈ − 1.47 and ≈ − 2.47 MeV, respectively, whereas the alpha
breakup threshold energy for the projectiles 12C and 13C are
≈ − 7.37 and ≈ − 10.64 MeV, respectively. The projectiles
6Li and 7Li having lower breakup threshold energy may break
up before reaching the fusion barrier, resulting in higher CF
suppression at energies near and above the Coulomb barrier.
Moreover, the tightly bound projectiles have higher breakup
threshold energy, thereby showing less suppression compared
with the loosely bound projectiles.

It is also noteworthy that the present FRRD measurement
is an offline measurement method and the induced gamma-ray
activities in each Al-catcher foil were recorded individually by
using the HPGe detector. In this measurement, a proper range
profile of thin Al-catcher foils is essential so that the different
evaporation residues may trap at their respective thickness.
A stream of 13–17 thin Al-catcher foils, generally, is used
to make a proper range profile for the reactions induced by
using the tightly bound projectiles. In the case of loosely
bound projectiles like 6Li, 7Li, and 9Be, the range calculated
using the code SRIM for the entire linear momentum transfer
(i.e., compound nucleus formation) is found to be much lower
than that for tightly bound projectiles. For instance, in the
case of 6,7Li + 209Bi systems [6], the calculated range for the
compound nucleus (215,216Rn) is only ≈70 μg/cm2. In order
to have the proper range profile for these systems, the average

thickness for each Al foil needs to be ≈4−5 μg/cm2, which
is practically difficult to make. It is quite impossible to handle
such thin catcher foils in air. Hence, the FRRD measurements
using loosely bound projectiles like 6Li, 7Li, and 9Be have not
been carried out so far to the best of our knowledge. Moreover,
due to the difficulties mentioned above for the proper range
profile extraction, the direct measurements of CF and ICF
cross sections for 6,7Li and 9Be projectiles using this method
may not be possible.

E. Observation of ICF below critical angular momentum (�crit)

The input angular momentum (�) plays a crucial role in the
study of ICF reaction dynamics. As per the sharp cutoff ap-
proximation of the SUMRULE model [17], the ICF probability
is assumed to exist for � > �crit and to be zero for � � �crit .
In order to have the better insight into the fusion � distribu-
tion, the maximum angular momentum (�max) and the critical
angular momentum (�crit) values have been calculated for
the system 13C + 175Lu and also for the system 12C + 175Lu
[41]. The “�max” is a maximum limit of angular momentum
(�) for which fusion may occur. The �crit values calculated
for the systems 12,13C + 175Lu by using the SUMRULE model
formalism [17] are found to be 48 h̄ and 50 h̄, respectively.
The �max values are calculated by using the CCFULL code
[67]. This code calculates the fusion cross sections and mean
angular momentum of the compound nucleus under the in-
fluence of couplings between the relative motion and several
nuclear collective motions. It takes into account the effects
of nonlinear couplings to all orders, which are found to play
an important role in heavy-ion fusion reactions. To make a
sensible coupled-channel calculation, it is important choose
a proper set of potential parameters. Potentials used for the
coupled-channel calculations are of Woods-Saxon form with
the following parameters: potential depth (V0), diffuseness pa-
rameter (a0), surface tension parameter (γ ), projectile radius
(RP), and target radius (RT ). The potential depth and other
parameters are calculated using Akyuz-Winther parametriza-
tion [68]. The excitation energy of the first 2+ state in the
ground rotational band, quadrupole (β2), and hexadecapole
(β4) deformation parameters are taken from Ref. [60]. The
CCFULL code includes the pair transfer coupling between the
ground states and uses the macroscopic form factor given as

F (r) = Ft
dV (0)

N

dr
, (5)

where Ft is the coupling strength. The �max values calculated
by using the CCFULL code [67] are estimated as 41 h̄ and
44 h̄, respectively, at ≈88-MeV energy. In these calculations,
the collective excitations of the colliding nuclei have also
been taken into account. The fusion � distributions for the
12,13C + 175Lu systems calculated by using the CCFULL code
and also incorporating the coupled-channel calculations at
≈88-MeV energy are displayed in Fig. 10. This figure shows
clearly that the �max values are less than the �crit values at
the studied energy. The present observations indicate that
�max values for both the systems are not higher than that of
�crit for fusion at the studied energy. However, a significant
ICF contribution has been obtained from the present FRRD
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FIG. 10. Fusion � distributions for the 12C + 175Lu and 13C +
175Lu systems calculated using the CCFULL code [67] and by incor-
porating the coupled-channel calculations at ≈88-MeV energy.

analysis as well as earlier EF analysis for the 12C + 175Lu
system [41] at this energy. The present results clearly indi-
cate that the fusion � distribution window suggested in the
SUMRULE model [17] is a broad diffused boundary. As such, a
number of collision trajectories having values � � �crit may
contribute significantly to the ICF. The present findings based
on ICF occurrence below the �crit window, i.e., � � �crit , have
also been claimed in recent observations [12,13,21–23]. This
paper also indicates that a refinement in the basic assumption
of the SUMRULE model is needed at low projectile energies.

V. CONCLUSIONS

For better understanding of the effect of various entrance
channel parameters on ICF, the FRRDs of several ERs pro-
duced in the 13C + 175Lu system have been measured at ≈88-
MeV energy. The present FRRD analysis is accomplished in
the framework of the code SRIM. It is observed that following
the fractional LMT the ICF products traverse relatively a
shorter depth in the stopping medium compared with the CF
products. The basic assumption of the breakup fusion model
is followed, i.e., the projectile may breakup into its fragments
[presently the projectile 13C breaks up into its fragments
9Be-4He (α) and/or 5He-8Be (2α)] near the target nuclear
field. Presently, the relative contribution of individual fusion
components, i.e., 13C, 9Be, and 5He, has also been separated
out. The ICF fraction (FICF) has also been deduced from the
present analysis and compared with those obtained for the
systems available in the literature to study the ICF behavior
with various entrance channel parameters. It is found that the
Coulomb factor (ZPZT ) dependence of ICF is somehow a pro-
jectile structure dependent systematic and the present results
support recent observations [40,41]. From the target deforma-
tion parameter (β2) dependent study of ICF, it is observed
that as such the FICF does not follow any systematic trend.
An attempt has also been made to overcome the discrepancy

observed in the target deformation parameter (β2) dependence
of ICF. The FICF values are found to increase linearly with
increasing the parameters ZPZT β2 and ZPZT /(1 − β2), but the
growth rate is higher for the α-cluster structured projectile
(12C and 16O) than for the non-α-cluster structured projectile
(13C). The parameter ZPZT /(1−β2) may be considered an im-
portant parameter for the better understanding of the Coulomb
factor and target deformation role on ICF. It may be pointed
out that the projectile α-Q value is able to explain clearly the
trend observed in the ZPZT , β2, ZPZT β2, and ZPZT /(1−β2)
parameter dependent study of ICF for the same values of these
parameters. Presently, a lower FICF value is obtained for the
projectile 13C with more negative α-Q value than for 12C with
less negative α-Q value, and these findings support well recent
observations [12,21,23,37,38]. Moreover, the projectile α-Q
value seems to be an important parameter in the ICF study,
which may be responsible for the observed projectile structure
effect. The present FRRD analysis is also found consistent
with the earlier studied EF analysis [21]. It is also observed
that, having the higher alpha breakup threshold energy, the
tightly bound projectiles show less CF suppression compared
with the loosely bound projectiles.

Furthermore, the ICF occurrence at � � �crit suggests that
a refinement in the basic assumption of the SUMRULE model
is needed at low incident energies and more experimental data
sets are required to have better insight into the fusion � dis-
tribution. The present paper suggests that any single entrance
channel parameter like ZPZT , β2, ZPZT β2, or ZPZT /(1−β2)
or projectile α-Q value alone is not able to explain com-
pletely the ICF process at low incident energies. Moreover,
the combination of these parameters may incorporate the
total features of ICF rather than a single one. As such, to
have a proper visualization of low-energy ICF dynamics on
various entrances channel parameters, more data sets having
the same values of ZPZT or β2 or the same compound nucleus
over a wide range are needed. As such, keeping in view the
recent aspects, a series of refined experiments with different
projectile-target combinations is planned to provide fruitful
information about ICF. This study may also be helpful in the
development of a proper theoretical model of ICF process at
low incident energies.
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