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Lifetimes of 2+
1 and 4+

1 states in 190,192,194,196Hg and of some negative parity band members were measured using
the γ -γ fast-timing technique with a high-purity germanium and LaBr3(Ce) detector array. The excited states
were populated via fusion-evaporation reactions using the Tandem Van de Graaff accelerator of the Institute
of Nuclear Physics in Cologne, Germany. The derived reduced transition probabilities of the 2+

1 → 0+
1 and

4+
1 → 2+

1 transitions are discussed in the framework of the interacting boson approximation with two models
using configuration mixing: a phenomenological one and a microscopical one. Both models describe the observed
quantities of the nuclei within the experimental uncertainties.
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I. INTRODUCTION

A major subject of nuclear structure studies is the study
of even-even nuclei close to shell closures to understand the
shape evolution in these isotopic chains of nuclei [1]. In
the case of the mercury isotopic chain the proton number
is close to the shell closure at Z = 82. Near the neutron
midshell (N = 104) phenomena like shape coexistence [1] and
shape transitions [2] are observed. An important experimental
observable to test nuclear models is the absolute strength of E2
transitions or reduced transition probabilities B(E2) between
the low-lying states in even-even nuclei. B(E2) values for the
2+

1 → 0+
1 and 4+

1 → 2+
1 transitions in the even-even nuclei

180–188Hg and 198–204Hg have been measured [3–14]. Further,
the phenomenon of shape coexistence has been studied in
the neutron-deficient mercury isotopes around the midshell
nucleus 184Hg (N = 104) [15,16], where a significant prolate
deformation coexists with an oblate ground state [17,18].

The purpose of the present work was to complete the
systematics of the electric quadrupole transitions for the
yrast states. Therefore, lifetimes in 190,192,194,196Hg have been
measured and B(E2) values have been deduced. The lifetimes
of the 2+

1 and 4+
1 states test different descriptions for these

nuclei by the therewith calculated B(E2) probabilities.
On the theoretical side, a description for heavy mercury

nuclei has been provided by two model calculations using
the framework of the interacting boson approximation. Both
models use a Hamiltonian with configuration mixing to de-
scribe the mercury isotopes and the interaction between their
nucleons. The first model description is an interacting boson
model–configuration mixing (IBM-CM) calculation where the
parameters of the Hamiltonians are fixed through a least-
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squares fit to the known energies and B(E2) values [17].
The second model, an interacting boson model-2 (IBM-2)
calculation provides a detailed description based on a fully
microscopic many-body theory [18]. The description uses a
mean field approximation (MFA) calculation which is mapped
to the IBM-2 model to describe the properties of the nuclei.

The nuclei of interest have been investigated before this
work in different experiments. The B(E2; 2+

1 → 0+
1 ) value in

196Hg has been measured by a Coulomb excitation experiment
[3,13,19], where the lifetime is deduced from the B(E2)
values. From other experiments the lifetimes of the 10+
ground state band members in 192Hg [20], 194Hg [20,21],
and 196Hg [20–22] have been determined mainly via γ -e−
coincidence measurements. Furthermore, the lifetime of the
12+ in 190Hg [23,24], 192Hg [20,24], 194Hg [20,25], and 196Hg
[20,22] were also known. The lifetimes of all 10+ and 12+
states are several nanoseconds and the feeding or decaying
transitions are heavily converted. Therefore, methods like the
recoil distance Doppler shift (RDDS) [26] or the Doppler shift
attenuation (DSAM) method are not applicable. Therefore,
we used the γ -γ fast-timing technique and the generalized
centroid difference (GCD) method [27] to analyze the data.

This paper is organized as follows. In Sec. II the performed
experiments and the generalized centroid difference (GCD)
method are explained. In Sec. III the analysis procedure is
illustrated using the lifetime of the 2+

1 state in 196Hg as an
example. Furthermore, the results for all measured lifetimes are
summarized. The calculations to describe the nuclei of interest
are explained and compared to the experimental signatures in
Sec. IV. Finally, a conclusion is given in Sec. V.

II. EXPERIMENT AND METHOD

To populate the states of interest in 190,192,194,196Hg several
in-beam experiments were performed at the Institute for
Nuclear Physics of the University of Cologne. The nuclei
of interest were populated by suitable fusion-evaporation
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reactions at the Cologne 10 MV FN-Tandem accelerator:

(1) 178Hf(16O,4n)190Hg at 87 MeV,
(2) 184W(12C,4n)192Hg at 66 MeV,
(3) 186W(12C,4n)194Hg at 64 MeV,
(4) 197Au(p,2n)196Hg at 17 MeV.

Further information about target thickness, backing, and
enrichment are summarized in Table I.

In order to detect the γ rays produced in the reaction, a
mixed detector array consisting of eight high-purity germa-
nium (hereafter called HPGe) detectors and nine LaBr3(Ce)
(hereafter called LaBr) scintillation detectors were mounted at
the HORUS spectrometer [28]. Six of the LaBr were shielded
by active bismuth germanate (BGO) scintillators to suppress
the Compton background. The background, which is partly
produced by scattered γ rays, was further reduced by lead
collimators and lead shields around the three other detectors.
Background reduction is important since those events are
time correlated and cause a major systematic error in the
measurements of lifetimes using the fast-timing technique
[29]. Time-to-amplitude (TAC) converters are used to measure
the time difference between two γ rays, detected in two LaBr
detectors in HPGe-gated triple-coincidence spectra.

For lifetime determination of a certain excited state, two
γ rays populating (feeding) and depopulating (decaying) the
excited state need to be selected by the LaBr detectors. Two
independent time distributions are obtained: the delayed and
the antidelayed time distributions. If the feeding transition is
detected by a start detector and the decaying transition by a stop
detector, the delayed time distribution is produced. Otherwise
an antidelayed time distribution is generated. In the case
where τ is smaller than the time resolving power of the setup
(τ � 1 ps for fast scintillators), an approximately Gaussian
prompt response function (PRF) is obtained. Assuming that
no background is present, the delayed time spectrum D(t) is a
convolution of the PRF of the setup and the exponential decay
and is described by [30]

D(t) = 1

τ
N0

∫ t

−∞
PRF(t ′)e

(t−t ′)
τ dt ′, (1)

where τ is the mean lifetime and N0 represents the number of
counts in the total time distribution.

Considering τ � the full width at half maximum (FWHM)
of the prompt response function (PRF), the lifetime can be
determined by fitting the slope of the delayed or antidelayed
time distribution with an exponential function e−λt . This
procedure is known as the slope method. Lifetimes smaller
than the FWHM of the PRF of the setup can be measured
with the recently developed generalized centroid difference
(GCD) method [27,31], which is an extension of the centroid
shift method [32]. The centroid C(D(t)) is defined as the first

moment of the time distribution D(t),

C(D(t)) = 〈t〉 =
∫ ∞
−∞ t D(t) dt∫ ∞
−∞ D(t) dt

, (2)

with the statistical error given by the standard deviation of
D(t),

δC(D(t)) =
√

var[D(t)] =
√

〈t2〉 − 〈t〉2. (3)

According to the GCD method the difference between the
centroid of the delayed C(D(t)) and antidelayed C(AD(t))
time distribution can be described by an energy dependent γ -γ
time walk, called the prompt response difference (PRD), plus
twice the mean lifetime τ :

�C = CD(Efeeder,Edecay) − CAD(Edecay,Efeeder) (4)

= CP (Efeeder,Edecay) − CP (Edecay,Efeeder) + 2τ (5)

= PRD(Efeeder,Edecay) + 2τ, (6)

where, e.g., CP (Efeeder,Edecay) = CP (Estart,Estop) describes
the centroid of the PRF, where the feeding transition provides
the start signal and the decay the stop signal. The energy
dependency of the PRD has to be calibrated in order to measure
lifetimes with this method. An efficient way to calibrate the
curve is to use a 152Eu source, where the lifetimes of the states
are known with small errors and the energy range covers the
region of interest. With a given cascade the centroid difference
of the time distributions can be obtained and corrected with the
known lifetime to get a PRD value. This procedure is carried
out for different γ -γ cascades. A huge advantage of the GCD
method is that the delayed and antidelayed time spectra of
all unique detector combinations can be superimposed, which
simplifies the analysis. By using the superimposed spectra,
Eq. (5) can be generalized for the whole fast-timing setup.
For more information and a detailed explanation of the PRD
calibration procedure see Ref. [31]. The final smooth PRD(Eγ )
curve is illustrated in Fig. 1, where the data points were fitted
using [31]

PRD(Eγ ) = a√
E2

γ + b
+ cEγ + d. (7)

While performing γ -γ fast-timing experiments, the typical
Compton background can falsify the lifetime determination.
This background originates from Compton scattering of co-
incident γ rays and thus cannot be eliminated. Relative to
full energy peak (FEP), the Compton events have a different
energy-dependent time response, which affects the measured
centroid difference [29]. With the currently known techniques,
it is not possible to measure the time distribution of the
experiment specific background at the full energy peak (FEP).

TABLE I. Information about target thickness, enrichment, and the backing used.

Nucleus of interest Target Enrichment Thickness (mg/cm2) Backing

190Hg 178Hf 99.2% 1.1 bismuth (130 mg/cm2) & copper (140 mg/cm2)
192Hg 184W 99.63% 42 bismuth (93 mg/cm2) & copper (98 mg/cm2)
194Hg 186W 99.79% 65 bismuth (102 mg/cm2) & copper (108 mg/cm2)
196Hg 197Au 100% 9.4 no backing
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FIG. 1. The calibrated PRD curve relative to the energy E =
344 keV. The data points, which are coincident to different transitions
(244, 411, and 444 keV) were shifted in parallel to fit a smooth curve.
The standard deviation is calculated and the 3σ interval is chosen to
be the error of the PRD curve with 3 ps.

Consequently, the centroid difference �CBG is interpolated
by generating time spectra with gates set in the background
around the transition of interest. The centroid differences of
these background events are measured and the background
time response for a certain energy can be determined by fitting
the data points with a meaningful function, in this case a
quadratic function. This correction is applied for the decay
and feeder transition to correct the experimental values for
both background contributions. The following equation is used
[31]:

�CFEP = �Cexp + 1

2

[(
�Cexp − �CBG

p/b

)
feeder

+
(

�Cexp − �CBG

p/b

)
decay

]
, (8)

where �CFEP is the corrected centroid difference, �Cexp is the
experimentally determined centroid difference, �CBG is the
interpolated background timing response, and p/b is the peak-
to-background ratio. With the corrected centroid difference and
the calibrated PRD curve as defined in Eq. (7), the lifetime τ
can be obtained:

τ = 1
2 (�CFEP − [PRD(Efeeder) − PRD(Edecay)]). (9)

All lifetimes except that of the 7−
1 state in 194Hg, which was

determined by the slope method, were determined with the
GCD method and using this background timing correction.

III. ANALYSIS AND EXPERIMENTAL RESULTS

The basis of the data analysis is the use of triple (HPGe-
LaBr-LaBr) coincidences. The HPGe detectors are used to
remarkably reduce the complexity of the γ -ray spectra by
selecting a γ ray (hereafter called HPGe gate) of a triple γ -γ -γ
cascade and thus eliminating parallel and possible contaminat-
ing (disturbing) γ -ray transitions. γ -γ time-difference spectra

are then generated from clean LaBr spectra using two narrow
energy selections (hereafter called LaBr gate).

The whole analysis procedure is visualized in Fig. 2 with
the 2+

1 state of 196Hg as an example. In Fig. 2(a) a partial level
scheme of 196Hg is shown. To illustrate that the transition of
interest is not contaminated by other transitions, doubly gated
spectra are presented in Figs. 2(c) and 2(d). A HPGe gate on
the 5− → 4+

1 transition (695.6 keV) is applied for both and a
LaBr gate on 2+

1 → 0+
1 (426.0 keV) [Fig. 2(c)] or 4+

1 → 2+
1

(635.4 keV) [Fig. 2(d)]. The HPGe spectra allow us to check
for disturbing transitions next to the transition of interest. Using
20-keV wide gates set on the FEPs of the doubly-gated LaBr
spectra, the delayed and antidelayed time spectra are generated,
and are shown in Fig. 2(b). The interpolation of the background
time response is illustrated in Figs. 2(e) and 2(f), where the
data points are generated by taking also a 20 keV wide gate
in the background [positions are indicated with arrows in
Figs. 2(c) and 2(d)]. With this information and Eqs. (8) and
(9), the lifetime was determined. The procedure is used to
obtain all the lifetimes and, in the following, the gates and
cascades that were used for the different nuclei are described.
For more detailed information and pictures of all level schemes,
double gated spectra, time distributions, peak-to-background
ratios, and interpolated background time responses, we refer
to [33,34], which are available upon request.

A. 190Hg

The lifetimes of the 2+
1 and 4+

1 states in 190Hg were
investigated. A level scheme with the important transitions
used in the present work and the corresponding HPGe and LaBr
singles spectra are shown in Figs. 3(a) and 3(b). The HPGe
singles spectra illustrate that only the 2+

1 → 0+
1 transition

is contaminated by the 14+ → 12+ transition in 190Hg. To
measure the lifetime of the 2+

1 state the γ -γ cascade with
feeding transition energy of Efeeder = 625.4 keV (4+

1 → 2+
1 )

and decay transition energy of Edecay = 416.4 keV (2+
1 → 0+

1 )
is used. In order to eliminate and minimize disturbing transi-
tions, a HPGe gate is applied on the 14+ → 12+ transition
with an energy of 419.9 keV. Because of problems with
eliminating completely the disturbing transition (419.9 keV)
near the decay transition (416.4 keV), a systematic error of 4 ps
is introduced and included in the uncertainty of the lifetime.
This error is estimated by assuming that the lifetime of the
14+ state, which the disturbing γ ray depopulates, is shorter
than 5 ps. With the peak ratios for the 14+ → 12+ (419.9 keV)
and 2+ → 0+ (416.4 keV) transitions and the calculated and
estimated lifetimes, the error is obtained, which leads to the
final result of τ2+

1
= 21(9) ps.

The lifetime for the 4+
1 state is measured by using the feed-

ing transition energy Efeeder = 731.1 keV (6+
1 → 4+

1 ) and the
decay transition energy Edecay = 625.4 keV (4+

1 → 2+
1 ). To

reduce eliminating contributions of other transition next to the
one of interest and to gain more statistics, two HPGe gates, one
on 692.0 keV and one on the double peak 416.4/419.9 keV,
are applied and summed up. With the given cascades, the PRD
curve and the background time correction the lifetime can be
calculated, resulting in τ4+

1
= 6(6) ps, i.e., an upper limit of

12 ps.
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FIG. 2. (a) Relevant level scheme of 196Hg up to 2.4 MeV. (b) Obtained delayed (blue) and antidelayed (red) time distributions for the 2+
1

state with the feeding transition energy of Efeeder = 635.4 keV and the decay transition energy of Edecay = 426.0 keV. (c) Doubly gated HPGe
(blue) and LaBr (red) spectrum to show the separation of the feeding transition. (d) Doubly gated HPGe (blue) and LaBr (red) spectrum to show
the separation of the decaying transition. (e) The interpolated background time response with the reference energy 426.0 keV for the feeding
transition of the 2+

1 state. In addition, the experimental determined centroid difference is shown. (f) The interpolated background time response
with the reference energy 635.4 keV for the decaying transition of the 2+

1 state. Additionally the experimental centroid difference of the cascade
is shown.

B. 192Hg

The lifetimes of the 2+
1 , 4+

1 , and 7−
1 states were measured.

A level scheme and the HPGe and LaBr singles spectra of

192Hg are illustrated in Figs. 3(c) and 3(d). Different transitions
from other reaction channels disturb the transitions of interest.
By applying HPGe gates, these contaminants vanish as shown
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FIG. 3. Relevant level schemes up to 3 MeV, HPGe and LaBr singles spectra for 190Hg [(a), (b)], 192Hg [(c), (d)] and 194Hg [(e), (f)]. The
relevant transitions to determine the lifetimes of the 2+

1 and 4+
1 are marked. The peaks marked with a “C” are contaminants from other reaction

channels.

and explained in the example of 196Hg (Fig. 2). The 4+
1 → 2+

1
transition and 2+

1 → 0+
1 transitions with the energies 634.8

and 422.8 keV are used to generate the time distributions.
A HPGe gate is applied to the 14+ → 12+ (416.2 keV)
transition to minimize other disturbing transitions. The same
problem as in 190Hg occurs, where the feeding transition
4+ → 2+ (634.8 keV) is disturbed by the 8+

1 → 6+
1 transition

(644.1 keV) and the decaying transition 2+ → 0+ (422.8 keV)
by the 14+

1 → 12+
1 (416.2 keV) transition. The systematic

error is here approximately 4 ps and is calculated and included
as mentioned before. The final data yield τ2+

1
= 21(8) ps.

For the lifetime of the 4+
1 state, a HPGe gate on the 8+

1 → 6+
1

(644.1 keV) transition and the γ -γ cascade 6+
1 → 4+

1 → 2+
1

with feeder transition Efeeder = 745.5 keV and decay transition
Edecay = 634.8 keV are used to generate the time distributions.
After correcting the centroid difference according to the
background timing response, the obtained lifetime amounts
to τ4+

1
= 6(5) ps.

Due to the long lifetime of the 7−
1 state, the slope method

is used. Therefore, a HPGe gate on the 2+
1 → 0+

1 transition
(422.8 keV) and the LaBr gates are applied on the cascade
9− → 7− → 6+ with feeding energy 246.9 keV and decaying
energy 174.0 keV. By fitting the slope of the time distribution
according to the exponential part of Eq. (1), the lifetime was
obtained and is τ7−

1
= 1470(80) ps. The error is calculated by

taking different fit regions and taking the standard deviation of
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the mean value. Thus the known lifetime of τ = 1500(87) ps
[35] is confirmed and the error is slightly reduced, which
underlines and emphasizes the quality of the method and the
setup. Another measured lifetime τ7−

1
= 3.61(14) ns [24] can

be ruled out. From the adopted lifetime we deduced the transi-
tions strength B(E2) = 38+1

−1 W.u. for the 133 keV transitions
and B(E1) = 3.4+2

−2 × 10−5 W.u. for the 174.0 keV transition,
which agree within the errors with the literature [3,35].

C. 194Hg

The important transitions and levels as well as a HPGe and
LaBr singles spectra of 194Hg are shown in Figs. 3(e) and
3(f). As indicated in Fig. 3(f), some contaminants indicated
by arrows and a “C” appear, which are stemming from 195Hg.
To measure the lifetime of the 2+

1 state a HPGe gate on the
6+

1 → 4+
1 (748.8 keV) transition is applied. To generate time

spectra the 4+
1 → 2+

1 → 0+
1 (636.3–427.9 keV) cascade is

used. The centroid difference of the background around the
peak of interest was measured to correct the experimental
value. The final result amounts to τ2+

1
= 21(4) ps.

For the lifetime measurement of the 4+
1 state a HPGe gate

on the 2+
1 → 0+

1 (427.9 keV) transition is applied. The decay
4+

1 → 2+
1 transition has an energy of 636.3 keV. As feeder the

6+
1 → 4+

1 transition (748.8 keV) and the 5−
1 → 4+

1 transitions
(734.8 keV) are used. Both transitions are direct feeders of
the state and furthermore the resolution of the LaBr detectors
cannot disentangle those transitions, so that only a broadened
peak is visible. The energy gate to generate the time distribution
is therefore expanded to about 35 keV, because no disturbing
other γ -rays occur, which leads to more statistics. Also a
background time response correction was applied, and the final
result is τ4+

1
= 7(4) ps.

As in 192Hg the lifetime of a negative parity band member
was measured. The lifetime analysis for the 9−

1 state is done
by using the feeding energy of 280.2 keV from the 10+

1 →
9−

1 transition and the 232.9 keV 9−
1 → 7−

1 transition, which
depopulates the state of interest. To improve the peak-to-
background ratio a HPGe gate is applied on the 2+

1 → 0+
1

transition with the energy of 427.9 keV. The resulting lifetime
with the GCD method is τ9−

1
= 435(13) ps. Furthermore, two

other methods were used to determine the lifetime: the slope
and the convolution method. The resulting lifetimes τslope =
410(40) ps and τconvolution = 390(20) ps are imprecise, because
neither take time-correlated background contributions into ac-
count. In addition, both methods are sensitive to the fit interval,
which has to be chosen carefully. We therefore adopt the
435(13) ps value. The lifetime of the 9− was measured before
in [37], with the result 420(72) ps. All measured lifetimes in
this work match this value within the error.

D. 196Hg

The final result of the previously presented lifetime inves-
tigation of the 2+

1 state in 196Hg (example in Fig. 2) leads
to τ2+

1
= 23(3) ps. A Coulomb excitation experiment [13],

where B(E2) values were obtained, leads to a lifetime of
τ = 24.8(9) ps.

For the 4+
1 state a HPGe gate on the 2+

1 → 0+
1 (426.0 keV)

transition and the cascade 5− → 4+
1 → 2+

1 (695.6–635.4 keV)
was selected. The peak-to-background ratio is high, for both of
them p/b > 2, which leads to a small influence of background
events. The final result after the background timing corrections
amounts to τ4+

1
= 6(4) ps.

The 5−
1 state is a member of the negative parity band and

the 2+
1 → 0+

1 (426.0 keV) gate on the HPGe was used to
clean and separate the 6− → 5− → 4+

1 (301.5–695.6 keV)
cascade. For the lifetime three methods were used to deter-
mine the lifetime: the slope method τslope = 790(50) ps, the
convolution method τconvolution = 780(30) ps, and the GCD
method τGCD = 800(20) ps, which we adopt. In the literature
the lifetime amounts to τ = 801(25) ps [38], so that the
independent lifetime measurement of this work agrees within
the uncertainties and the error has been slightly reduced. In
addition, the B(E1) value for the 5− → 4+

1 transition with the
adopted lifetime has been calculated, which results in B(E1) =
1.1+1

−1 × 10−6 W.u., which agrees with the calculated values in
the literature [38].

All used HPGe gates, γ -γ cascades, background correction
terms, and the final results of the lifetimes are summarized in
Table II. Furthermore, the resulting B(E2) values calculated
from the measured lifetimes, the given γ ray energies, and the
internal conversion coefficient are also summarized in Table II.

IV. CALCULATIONS AND DISCUSSION

The results are discussed in the framework of the interacting
boson approximation (IBA), where two calculations, i.e., in-
teracting boson model–configuration mixing (IBM-CM) [17]
and interacting boson model-2 (IBM-2) [18] are used. Both
model calculations are motivated by the shape coexistence in
neutron-deficient 84Po, 82Pb, 80Hg, and 78Pt isotopes [1,15,16],
which correspond to different deformations coexisting in a
nucleus. The calculations were performed by [17,18] using
a Hamiltonian with configuration mixing in order to describe
this phenomenon around N = 104 in the mercury isotopes.
The models agree fairly well with the experimental data and
describe the overall systematic trend of the transition strengths.
The systematic trend starts from the near-spherical vibrational
states near 172Hg to the prolate-oblate shape coexistence
around the midshell nucleus 184Hg, then to a weakly oblate
deformed ground state band configuration beyond 190Hg, and
finally to the spherical vibrational structure near the semimagic
nucleus 206Hg [18].

With the information from the model descriptions and the
experimental values, a prediction of the nature of excitations
can be made. For a detailed description of the calculations the
reader is refererd to Refs. [17,18].

A. Energy level systematics for mercury

Overall both models can reproduce the experimental trend
and energy levels of the even-even mercury isotopes well at a
quantitative level at low spin, as illustrated in Fig. 4.

The experimental energy levels of the 2+
1 state show a de-

crease for the even-even nuclei with N = 92–102 (172–182Hg).
A flat behavior is observed for N = 104–124 (184–204Hg), with
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TABLE II. All used HPGe gates, fast-timing γ -γ cascades, the obtained centroid differences, the values for the background correction, the
peak-to-background ratios, the final resulting lifetimes, and the corresponding B(E2) values.

Nucleus State HPGe Efeeder Edecay �Cexp (�Ccomp)feeder (p/b)feeder (�Ccomp)decay (p/b)decay αa τ B(E2)
(keV) (keV) (keV) (ps) (ps) (ps) (ps) (W.u.)

190Hg 2+
1 419.9 625.4 416.4 41(10) −13(15) 1.20(24) 81(17) 0.81(16) 0.0427(6) 21(9) 46+35

−14

4+
1 692.1/416.4 731.1 625.4 13(7) −36(7) 1.15(23) 47(9) 0.87(17) 0.0160(2) <12 >10.8

192Hg 2+
1 416.2 634.8 422.8 41(5) −25(11) 2.31(4) 74(19) 2.67(4) 0.0410(6) 21(8) 42+26

−12

4+
1 644.1 745.5 634.8 15(7) −21(13) 1.71(6) 32(12) 1.64(6) 0.0155(2) 6(5) 20+99

−9

7−
1 422.8 246.9 174.0 0.105(2) 1470(80)

194Hg 2+
1 734.8 636.3 427.9 42(4) −17(11) 2.38(4) 61(9) 1.82(3) 0.0398(6) 21(4) 39+9

−6

4+
1 427.9 748.8/734.8 636.3 19(5) −13(12) 1.81(3) 36(14) 1.84(4) 0.0154(2) 7(4) 17+22

−6

9−
1 427.9 280.2 232.9 571(15) 199(27) 1.21(2) 305(23) 0.91(3) 0.235(4) 435(13) 33+1

−1
196Hg 2+

1 695.6 635.4 426.0 57(4) −23(12) 4.82(9) 146(12) 4.14(6) 0.0402(6) 23(3) 36+5
−4

4+
1 426.0 695.6 635.4 16(6) −104(14) 4.51(10) 46(10) 2.32(5) 0.0155(2) 6(4) 19+39

−8

5−
1 426.0 301.5 695.5 924(25) 280(33) 0.75(3) −130(22) 2.30(5) 0.0046(1) 800(20)

aAll values are taken from [36].

one exception at N = 120 (200Hg), where the energy is slightly
lowered. Note that the IBM-CM calculation matches for all
isotopes (N = 92–120 or 172−200Hg) with a high precision, i.e.,
less than 1 keV deviation, because the experimental energies
of the states are used to constrain the calculations [17]. The
IBM-2 calculation describe the level energies of the 2+

1 state
with a good agreement for N = 92–120 (172–200Hg). Only the
energy levels of N = 122,124 (202,204Hg) are overestimated.

The systematic trend of the experimental 4+
1 state en-

ergies can be described by a parabolic-like behavior from
N = 92–110 (172–190Hg) followed by a flat behavior for
N = 112–124 (192–204Hg). Both model calculation provide a
good description, expect for the isotopes N = 122,124 (A =
202,204), where the IBM-CM does not provide information
and the IBM-2 overestimates the energies.

The experimental energy evolution of the 6+
1 states is similar

to the 4+
1 state energies. Also here both models describe the

energy levels with good agreement, with the exception of the
isotopes N = 122,124 (202,204Hg).

However, large discrepancies occur for the 8+
1 , 10+

1 , and
12+

1 states, where both models overestimate the excitation
energies, especially for the nuclei that have been investigated
in this work. Nevertheless, the parabolic structure with its
minimum at around N = 102 (182Hg) is reproduced. A reason
for the discrepancy could be that the IBM is a collective
model, whereas the experimental signatures for the even high
spin states (8+

1 ,10+
1 ,12+

1 , . . . ) for N = 108–120 (188–200Hg)
indicate a less collective behavior of the states in the nuclei.
A possible explanation could be a broken-pair character of the
neutron ν 1i13/2, which underlines also the measured g factors
[41], that are in agreement with the g factor characteristic of
the neutron ν 1i13/2 single-particle orbital [17]. Therefore, the
high spin states cannot be described by both models, and large
differences between the models and experimental energies

FIG. 4. Theoretical IBM-2 (a) [18], experimental (b) [3,15,39,40], and IBM-CM (c) [17] level energies of the 2+
1 , 4+

1 , 6+
1 , 8+

1 , 10+
1 , and 12+

1

states as functions of neutron number from 172Hg up to 204Hg [200Hg for the IBM-CM in Fig. 4(c)].
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FIG. 5. R4/2 = E(4+)/E(2+) ratio for the even-even mercury
isotopes 172Hg to 204Hg. Because of the shape coexistence in 182–186Hg
(N = 102–106) the yrast 4+ state is not part of the ground state band.
Therefore, the R4/2 ratio of these nuclei is shown for the energy of the
ground state members (red) and the energy of the yrast states (blue).

occur (see [17,18]). All in all, the calculated systematic for the
2+

1 , 4+
1 , 6+

1 and some 8+
1 energy levels are in good agreement

with the experimental values.

B. R4/2 ratio

The R4/2 = E(4+)/E(2+) ratio is illustrated in Fig. 5 for
the even-even mercury isotopes 172–204Hg. The R4/2 ratio
is an important observable to distinguish between collective
properties of nuclei. The yrast 2+ states in every nucleus are
member of the ground state band, whereas the yrast 4+ states
are not necessarily member of the ground state band. This
behavior occurs especially near the neutron midshell N = 104,
i.e., the even-even nuclei 182–186Hg. Therefore, in Fig. 5 the
R4/2 ratio for the ground state band members and for the yrast
states are given.

The experimental energy levels of 172–176Hg start from a
near vibrational-like behavior with R4/2 = 2.26, 2.27, and 2.23
respectively. For 178,180Hg the ratios drop and a less collective
property is assumed. The ratios drop because of the neutron
subshell closure at N = 100, where the ν 1h9/2 is completely
filled. A special case is the group of nuclei 182–186Hg, where
the yrast 4+ states are not members of the ground state band,
caused by the shape coexistence. Assuming the 4+ states of the
ground state band, the R4/2 ratios of 3.20 (182Hg), 2.96 (184Hg),
and 2.67 (186Hg) are observed, which can be understood as
rotor-like behavior of the nuclei. By studying the yrast 4+ states
the R4/2 ratios are smaller, 1.74 (182Hg), 1.78 (184Hg), and
1.99 (186Hg), which indicates spherical vibrations of the nuclei.
From 188Hg up to 204Hg the R4/2 ratios fluctuate between 2.4
and 2.6, which is an indicator of a γ -soft rotor.

C. B(E2) values

The experimental and theoretical B(E2) values for the
2+

1 → 0+
1 and 4+

1 → 2+
1 transitions in the mercury isotopes are

illustrated in Fig. 6. Figure 6(a) shows the reduced transition
probabilities for the 2+

1 → 0+
1 transitions for the even-even

mercury isotopes 172–204Hg. The experimental B(E2) trend

shows a decrease with the neutron number, except for 188Hg
and 198Hg where the values are elevated. The general decreas-
ing behavior can be explained as due to approaching the shell
closure at N = 126 and the semimagic nucleus 206Hg. Around
the shell closure, next to the double magic 208Pb nucleus,
the collectivity of atomic nuclei obviously decreases and
the dominant type of excitation is single-particle excitation.
However, the in this work investigated yrast 2+

1 states are still
dominated by collective excitations, as seen in Fig. 6(a). The
experimental determined B(E2; 2+

1 → 0+
1 ) values are located

between 30 and 50 W.u., which indicate a collective property
and behavior of each nucleus.

The IBM-2 calculation cannot describe the experimental
B(E2; 2+

1 → 0+
1 ) values for the even-even mercury isotopes

N = 100–108, where the value for N = 100 is underesti-
mated and for N = 104–108 overestimated. With the IBM-2 a
good description of the B(E2; 2+

1 → 0+
1 ) values (190–196Hg)

determined in this work, with respect to the experimental
uncertainties, is provided. Note that all IBM-2 calculated
values lie higher than the experimentally determined values for
the investigated nuclei, which could be caused by assuming a
too high effective charge in the calculation. For the remaining
neutron-rich isotopes 198–204Hg the model underestimate the
experimental B(E2; 2+

1 → 0+
1 ) values, but still shows the

decreasing trend.
The IBM-CM can reproduce the B(E2; 2+

1 → 0+
1 ) values

for all isotopes except for 184Hg, 194Hg, and 198Hg. For 184Hg
the model calculation underestimates and for 194Hg as well as
for 198Hg the model calculations predict higher values.

Both models predict a collective behavior for all transitions
and describe the decreasing trend as due to approaching the
shell closure. Overall the IBM-CM calculation provides a
better description of all mercury isotopes, whereas the IBM-2
calculation describes all values investigated in this work within
the error bars, which the IBM-CM does not [see 194Hg in
Fig. 6(a)]. The determined B(E2; 2+

1 → 0+
1 ) values fit in the

systematics of the mercury isotopes, underlining the trend of
both model calculations.

The experimentally determined B(E2; 4+
1 → 2+

1 ) values
are located below 20 W.u., but the error bars are very large,as
shown in Fig. 6(b). The large error bars are attributed to the
fast-timing method used, that has less sensitivity below 10 ps
and its limit is on the order of 5 ps, where all the lifetimes are
located.

Within the IBM-2 calculation only the experimental values
of 190Hg, 192Hg, 196Hg, and 198Hg are described within the
experimental uncertainties. All other B(E2; 4+

1 → 2+
1 ) values

are either underestimated (180–186Hg and 200–204Hg) or over-
estimated (188Hg, 194Hg). A large deviation occurs for 180Hg,
where the experimental B(E2; 4+

1 → 2+
1 ) value is a factor of

6 bigger than the calculated one.
The IBM-CM provides a better description for all known

B(E2; 4+
1 → 2+

1 ) values. The only exceptions are the values
for 180Hg, 184Hg, and 186Hg around the neutron midshell N =
104.

Both models can reproduce the values within the large ex-
perimental errors. The only exception is the B(E2; 4+

1 → 2+
1 )

for 194Hg, which is not described by the IBM-2 calculation. By
considering the lower values in comparison to the calculations
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FIG. 6. Comparison of experimental and calculated B(E2) values for the 2+
1 → 0+

1 (a) and 4+
1 → 2+

1 (b) transitions in the mercury isotopes
N = 92–124. The experimental lifetimes or B(E2) values are taken from 180Hg [4],182Hg [4], 184Hg [6,7], 186Hg [5–7], 188Hg [5], 198Hg
[8,9,11,12], 200Hg [10–12], 202Hg [10,11,14,42], and 204Hg [11,43,44]. The model calculations are taken from [18] for the IBM-2 and [17] for
the IBM-CM.

and the known B(E2; 4+
1 → 2+

1 ) values of the neighboring
isotopes, i.e., 186,188Hg (N = 106,108) and 198,200Hg (N =
118,120), lifetimes below 5 ps are favored, and therefore
towards the upper limit of the B(E2) values. A final conclusion
about the nature of excitation for the 4+

1 states is difficult due
to the large deviations of the lifetimes. Nevertheless a reduced
collectivity with respect to the calculations cannot be excluded
experimentally.

A small tendency occurs that the investigated B(E2; 4+
1 →

2+
1 ) values could be smaller than those of B(E2; 2+

1 → 0+
1 ),

especially for the nucleus 194Hg, which lead to a B4/2 ratio
<1. A systematic investigation of nuclei with B4/2 ratio < 1
has been discussed in Ref. [45]. Furthermore, recent lifetime
measurements and their deduced B4/2 ratios in 166W [46],168Os
[47], and 172Pt [48] showed this anomalous behavior of nuclei.
Two possible explanations for a decreasing of collectivity
in the ground state band are known. The first explanation
has its origin in the shape coexistence, which is unlikely for
the nuclei of interest. The phenomenon of shape coexistence
occurs in 180–188Hg [4–7,15,16], where the decrease of col-
lectivity is not observed. The second is a seniority domi-
nated structure, which generally occurs near closed (sub)shells
[47,49].

Other indications of lower collectivity in the higher spin
states are the lifetimes and B(E2) values of the 10+

1 and 12+
1

states in 190–196Hg [20–25]. These could already influence the
4+

1 state, which may explain the low B(E2; 4+
1 → 2+

1 ) values.
All in all, the calculated B(E2; 2+

1 → 0+
1 ) values predict

the systematic trend of the experimental values. In general, the
IBM-CM provides a better description for B(E2; 2+

1 → 0+
1 )

and B(E2; 4+
1 → 2+

1 ) values. The comparison of the calculated
and experimental B(E2; 4+

1 → 2+
1 ) values for the investigated

nuclei 190–196Hg is difficult, because the experimental values
include large uncertainties. However, the IBM-CM yields a
better description by taking the surrounding isotopes into
account.

V. CONCLUSIONS

Using the fast-timing technique, lifetimes of 2+
1 and 4+

1 states
in 190,192,194,196Hg have been determined to complete the
systematics from 180Hg up to 204Hg. In addition, the lifetime
of a state with negative parity in each of 192,194,196Hg has been
measured. The known lifetimes of the negative parity band
members and the 2+

1 of 196Hg have been confirmed within the
errors in this work.

With the IBA approaches, the B(E2; 2+
1 → 0+

1 ) values
agree with respect to the experimental uncertainties and with
the IBM-CM the best description of these nuclei has been
obtained. Due to the large uncertainties of the lifetimes for
the 4+

1 state, the B(E2; 4+
1 → 2+

1 ) values contain large errors
and thus still can be described by both models. The observed
experimental quantities and the knowledge about the surround-
ing isotopes lead to the assumption of collective excitations and
behavior for the 2+

1 and 4+
1 states in 190–196Hg. On the basis of

the knowledge about the energies and lifetimes orB(E2) values
of the higher spin states, i.e., the 10+

1 and 12+
1 state [20–25], a

less collective behavior is observed.
To generate a better description of the nuclei and their

type of excitations, lifetime measurements of 6+
1 and 8+

1
states are essential. For the measurement of these lifetimes
the fast-timing technique, as it was used in this work, is not
applicable. The lifetimes of the 6+

1 are expected to be below
5 ps, and the main problem to measure the lifetime of 8+

1 state
is the heavily converted feeding transition.
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