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Isospin diffusion in binary collisions of 32S + 40,48Ca and 32S + 48Ti at 17.7 MeV/nucleon
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The systems 32S + 40,48Ca and 32S + 48Ti at 17.7 MeV/nucleon were investigated with the setup general
array for fragment identification and for emitted light particles in dissipative collisions (GARFIELD) plus ring
counter (RCo) at Laboratori Nazionali di Legnaro (LNL) of Istituto Nazionale di Fisica Nucleare (INFN). Fusion
evaporation (FE), fusion fission (FF), and deep inelastic (DIC) events were identified, also through the comparison
with the prediction of a transport model (stochastic mean field, SMF), coupled to GEMINI++ as an afterburner.
This work mainly deals with the study of isospin transport phenomena in DIC events. In particular, the isospin
diffusion is highlighted by comparing the average isotopic content of the quasiprojectile (QP) remnants observed
when the target is the N = Z nucleus 40Ca and when it is the neutron-rich 48Ca. Also, the d/p and t/p ratios for
particles forward emitted with respect to the QP were found to increase with increasing N/Z of the target.
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I. INTRODUCTION

It is well known that heavy-ion reactions at beam energies
around 20 MeV/nucleon represent a very interesting case
where mean-field-driven phenomena coexist with effects due
to nucleon-nucleon collisions.

At these energies, the reaction cross section is mainly
shared among fusion-evaporation (FE) or fusion-fission (FF)
events and deep inelastic collisions (DIC). Pre-equilibrium
emission may be not negligible, as shown, for example, in
Refs. [1,2], producing a high-energy tail in the energy spectra
of the emitted light charged particles with respect to the
Maxwellian shape expected for a pure evaporative emission.
When the reaction partners have different N/Z, effects of
isospin diffusion, which push toward the N/Z equilibration of
quasiprojectile (QP) and quasitarget (QT) [3], are expected.
Such effects are driven by the isospin1 gradient between the
two colliding nuclei and depend on the symmetry energy
term of the nuclear equation of state (EOS). This subject has
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1As usually done in this field, the word isospin does not indicate

the third component of the isotopic spin, but the ratio N/Z, related
to the neutron-proton imbalance.

been studied for decades and there are many examples in the
literature [4–17] describing the charge equilibration details in
different energy regimes, from slightly above the Coulomb
barrier [9,11] up to the Fermi energies [5,14–17]. In a number
of cases, the process has been analyzed, for a given system,
as a function of the dissipation associating its evolution with
the reaction time scales. In old experiments, the focus was
mainly on linking the N/Z equilibration to the microscopic
process of energy dissipation via nucleon exchanges [4].
Typically, the evolution of the Z,A distributions for identified
QP was followed and connected to the proton or neutron fluxes
developing during the nuclear interaction. Indeed, this strict
connection between energy damping and nucleon transfer is
at the origin of the term multinucleon-transfer (MNT), used
to indicate these collisions. This acronym commonly refers
to collisions at rather large impact parameters, bridging the
direct reactions (one or two transfers only) to the strongly
dissipative collisions, where the picture of individual transfers
of a few nucleons across a “window” loses validity. On
the other hand, MNT has a large relevance as a method to
produce exotic nuclei at moderate excitation energies. At
present, this possibility is even reinforced thanks to the use
of radioactive beams: MNT represents a powerful method for
γ spectroscopy because one can study the nuclear structure
of nuclei toward the nuclear drip lines [8–11]. In some old
works [5,6], where projectile-like fragments were isotopically
identified, an attempt was made to characterize both direct
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and dissipative (and hence also MNT) collisions in mass-
asymmetric systems in direct kinematics. At low bombarding
energies, they observed a dominance of direct reactions (with
nucleon transfers favoring a net mass gain of the heavy
target), while the deep-inelastic component (which produced
hot quasiprojectiles) progressively increased with increasing
bombarding energy from 9 to 22 MeV/nucleon. However, the
subject of charge equilibration was only marginally addressed
when discussing the relative weight of direct vs deep-inelastic
collisions and no specific point was done about the dependence
on the centrality of the collisions. More recently, isospin
effects were investigated from a different perspective. The
focus was on the link between the isospin dynamics and the
nuclear EOS and, in particular, its symmetry energy term.
This aspect motivated a series of experiments mainly at Fermi
energies [14,16–18] with large-acceptance multidetectors but
also below 20 MeV/nucleon, often using spectrometers. Just
as an example, in a recent study [12] the isotopic distribution
of the QP coming from a 86Kr beam at 15 MeV/nucleon
was measured by means of the momentum achromat recoil
spectrometer (MARS) [19]. The authors found that when
the target is 124Sn, the isotopic composition of the QP is
shifted to the neutron-rich side with respect to the case
of the neutron-deficient 112Sn. In the Fermi energy regime
(beam energy in the range ∼20–50 MeV/nucleon), besides
the isospin diffusion process [15], one expects also isospin
drift effects, driven by the density gradient and depending on
the derivative of the symmetry energy. Such effects produce
a neutron enrichment of the more dilute neck zone with
respect to the QP and QT region at normal density [17,18].
This is not the case at the lower energies considered in this
work, because the whole system remains close to the normal
density during the reaction. However, also at lower energies
one cannot exclude the possibility that some surface effects
[13] or the occurrence of very elongated shapes [20] may
produce some density gradient, thus triggering the isospin
drift mechanism [21]. For example, it was shown that for
the system 58Ni + 24Mg at 11 MeV/nucleon [20] the shape
of the α-particle spectra in FE events can be reproduced by
the statistical model only assuming the “initial formation of a
highly deformed composite system, or alternatively a dinuclear
system, composed of the two highly excited incoming nuclei,
which later in the cascade revert to a more conventionally
shaped compound nucleus” (p. 2454). In Ref. [13], the isotopic
distribution of the QP for reactions involving a medium-mass
projectile (64Ni) and a heavy target (208Pb) at beam energy
lower than 10 MeV/nucleon could be well reproduced by a
nucleon exchange model only introducing an extended nuclear
density profile; the effect seems to disappear when the beam
energy increases up to 25 MeV/nucleon. An example of a
system around the lower limit of the Fermi regime showing
both the isospin diffusion and the isospin drift phenomena
is presented in Ref. [14] for the reactions 40Ca + 40,48Ca at
25 MeV/nucleon. Looking at the isobaric ratio 7Li/7Be for
the symmetric system 40Ca + 40Ca, the authors found that
midvelocity emitted fragments show a higher isobaric ratio
than those emitted by the QP. Moreover, for QP emitted
fragments the ratio 7Li/7Be is higher when the target is the
n-rich 48Ca.

From a theoretical point of view, although a perfect descrip-
tion is still lacking, a rather good reproduction of the charge
equilibration process in heavy-ion collisions was obtained with
nucleon exchange models (see Ref. [7] for a comprehensive
overview). The main idea of these models is that successive ex-
changes of nucleons between the two nuclei are responsible for
the main features of dissipative binary collisions, like large
excitation energies, high spins, and excitation of collective
modes. In the cited paper [7], a detailed summary was done
about the knowledge of isospin equilibration at that time,
underlining the existing problems, both on the experimental
and theoretical side. The authors pointed to various critical
aspects that made it difficult to draw clean conclusions; for
instance, the important role of evaporation and pre-equilibrium
emissions in determining the final experimental distributions.
Moreover, the authors warned that erroneous conclusions can
be drawn when data are collected in too narrow phase-space
regions of the reaction products. As a general recommendation,
the authors suggested to use both measurements with efficient
detectors and MonteCarlo approaches that allow one to perturb
the model predictions event by event with all known physical or
experimental effects (e.g., evaporation of particles, thresholds,
and identification limits).

Following this strategy, we present here a study on the
isospin diffusion using a well-performing detector and a full
Monte Carlo package, including a modern nuclear transport
model (to produce primary distributions) coupled with a
renowned sequential decay code (to cool down the primary
nuclei) and also routines to mimic all known experimental
distorsions and resolutions. In fact, a good reproduction of
the main characteristics of the collisions can be obtained
by means of transport models, such as the stochastic mean
field (SMF) [3,22]. These models include the mean field
contribution, described by means of a phenomenological
interaction (e.g., a Skyrme interaction [23]), the collisional
integral, which takes into account on average nucleon-nucleon
collisions, and a fluctuation term. The adopted mean field
Hamiltonian is linked to the nuclear EOS, which, in the case
of asymmetric nuclear matter, is not well known far from
normal density, and different parametrizations (generally
indicated as asystiff and asysoft) can be adopted [24].

This work presents the results of an experimental in-
vestigation of the reactions 32S + 40,48Ca and 32S + 48Ti at
17.7 MeV/nucleon; the experiment was performed at the
Laboratori Nazionali di Legnaro (LNL) of INFN (Italy) with
the GARFIELD plus ring counter (RCo) setup [25], whose
high angular coverage and relatively low thresholds allow
for the detection of the main reaction channels, such as FE,
FF, and DIC. In particular, this work deals with the isospin
diffusion in DIC, which was highlighted by looking at the
average isospin (〈N〉/Z) of the QP, thanks to the good isotopic
resolution of the RCo. A clear effect of 〈N〉/Z enrichment of
the QP was observed when the target was the neutron-rich
48Ca. It was associated with a simultaneous increase of the
d/p and t/p ratios for particles forward emitted with respect
to the QP as compared with the isospin-symmetric reaction
32S + 40Ca. To our knowledge, in literature there are no other
direct experimental evidences of isospin enrichment of the
QP for nearly symmetric systems at the same time as light
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as ours and at energies similar to that of the present study.
In fact, experimental studies on the charge equilibration in
medium-mass systems are rather rare, especially at bombard-
ing energies bridging the Coulomb barrier region and the
Fermi domain. As a matter of fact, most works reported
in the old review papers [7] are on collisions well below
10 MeV/nucleon. Moreover, as remarked above, here we
attempt a comprehensive description of the reaction mech-
anisms using an efficient detector and interpreting the data
under the guide of a modern transport model. This model is
capable of describing the complexity of the nuclear reaction
from peripheral to central collisions and, in this context, to
explore the particular subject of isospin equilibration.

This paper is organized as follows: The main characteristics
of the setup are recalled in Sec. II; the model and the event-
sorting procedure are shown in Sec. III; the results concerning
the isospin diffusion process in the DIC channel are presented
and discussed in Sec. IV both for experimental and simulated
data, while the main conclusions are summarized in Sec. V.

II. EXPERIMENTAL SETUP

A pulsed beam of 32S at 17.7 MeV/nucleon with repetition
period of 200 ns and average current of 0.1 pnA was delivered
by the ALPI linear accelerator of Laboratori Nazionali di
Legnaro (LNL) of INFN (Italy). During the experiment 40Ca
and 48Ca targets with 500 μg/cm2 thickness and a 48Ti target
with a thickness of 600 μg/cm2 were used as main targets of
the experiment. The Ca targets were sandwiched with two
thin layers of 12C (10 μg/cm2 on both sides) in order to
prevent the prompt oxidation process. Therefore, also a 12C
target with a thickness of 15 μg/cm2 was employed for a
short measurement in order to evaluate the background due to
nuclear reactions on C.

The experimental setup consisted of the GARFIELD plus
RCo detectors, extensively described in Ref. [25], covering
66% of the whole solid angle and 72% of the forward
hemisphere in the present experiment. Here only the main
characteristics will be recalled, referring to Fig. 1 of Ref. [25].

GARFIELD consists of 96 telescopes (gas drift chamber
as �E stage and CsI(Tl) as Eres stage) at forward angles
(between 30◦ and 85◦) and 84 CsI(Tl) scintillators covering the
angles between 95◦ and 150◦. The azimuthal coverage of each
detection unit is 15◦, for a total of 24 and 21 sectors at forward
and backward angles, respectively. The CsI(Tl) scintillators
are grouped in 8 polar rings and their polar coverage increases
from 10.5◦ to 14.5◦ moving away from the beam direction.
In the backward hemisphere, an azimuthal region 45◦ wide is
left free to possibly accommodate ancillary detectors, such as
γ detectors, although not during the measurement discussed
in this work. The drift chamber at forward angles consists of
a unique gas volume, filled with flowing CF4 at a pressure
of about 50 mbar;2 each azimuthal sector is equipped with a
glass microstrip electrode, which produces sizable signals even
for weakly ionizing particles (such as α particles), thanks to a

2A second gas drift chamber is located at backward angles, but since
its gas pressure is 20 mbar only, it cannot be used as �E stage.

moderate charge carrier multiplication. Each �E−E telescope
is obtained coupling the signal of a microstrip electrode to
that of a CsI(Tl) and it allows to identify fragments up to
Z = 16 (without isotopic resolution), provided that they reach
the CsI(Tl) detectors. The CsI(Tl) scintillators are read out by
photodiodes and they are all equipped with digital electronics.
They are able to identify hydrogen and helium isotopes via the
standard fast vs slow technique for CsI(Tl) scintillators.

The RCo is a three-layer detector covering polar angles
between 5.4◦ and 17.0◦ with azimuthal symmetry. The first
layer consists of an ionization chamber (IC) with a single gas
volume filled with flowing CF4 at a pressure of 50 mbar. The
ionization chamber is segmented in 8 sectors. For each sector,
8 reverse-mounted silicon strip detectors with a thickness of
about 300 μm are located behind the IC, followed by 6 CsI
scintillators read out by photodiodes. All these detectors are
equipped with digital electronics. During the measurement, the
most forward Si strips (polar angles between 5.4◦ and 7.2◦)
were covered by a metallic shield in order to avoid damaging
the strips by elastic scattering. Particle identification can be
obtained exploiting four different correlations. First of all, IC
vs silicon strips is used for the identification of heavy ions
with low kinetic energy; unitary charge resolution is obtained
up to Z ∼ 30 (which is enough for the evaporation residues,
as it will be shown in the following section). For heavier
ions, unitary charge resolution is not possible. Ions with range
greater than a given threshold (more than 30 μm and increasing
with the charge of the ion, see Ref. [26]) are identified in Si
strips with the PSA technique, using the correlation energy
vs charge rise time. For our reaction, only ions up to the
charge of the projectile (Z = 16) can be identified by means
of this technique. When the ions punch through the silicon
layer and reach the CsI(Tl) scintillators, isotopic resolution (up
to Z = 14 in our experiment) is obtained with the �E − E
technique. This capability is crucial for the present work,
which deals with the isotopic distributions. Finally, fast light
particles (Z = 1,2) can be isotopically identified by means
of the PSA method in CsI(Tl). An example of the obtained
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FIG. 1. Particle identification (PI) spectrum obtained from the
Si-Csi(Tl) correlation of a typical telescope of RCo. Continuous line:
32S + 40Ca system; red dotted line: 32S + 48Ca system. Spectra are
normalized to the same integral. In the upper part of the plot, the mass
numbers corresponding to some identified isotopes are shown.
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isotopic resolution from Si-CsI(Tl) correlations is shown in
Fig. 1 for a typical telescope; the Ne-Mg region is expanded.
The continuous curve corresponds to the system 32S + 40Ca,
while the dotted curve corresponds to the reaction with the
neutron-rich target 48Ca. This plot shows that, as expected, in
the 48Ca case the inclusive isotopic distribution (without any
selection of the reaction mechanism) is clearly shifted towards
the neutron rich side.

III. DATA ANALYSIS

A. Characteristics of the reactions

The main characteristics of the studied reactions (excitation
energy per nucleon, grazing parameters, N/Z ratio, etc.) are
summarized in Table I. The theoretical excitation energy per
nucleon in case of complete fusion is similar for the three
reactions. The N/Z of the projectile (32S in all cases) is equal
to 1.00, while for the targets it spans a range between 1.00 and
1.40. As a consequence, from the point of view of the isospin
diffusion, the system 32S + 40Ca should not show any effect,
because the system is balanced in N/Z, although the reaction
is not mass symmetric. The effect of isospin diffusion should
be more and more pronounced moving to 48Ti (N/Z = 1.18)
and to 48Ca (N/Z = 1.40). The grazing angle, quite similar
for all the reactions, is such that, due to the angular coverage
of the setup, peripheral collisions are partially suppressed.
Moreover, this class of reactions is further reduced by the
adopted experimental trigger (at least one particle detected in
GARFIELD and one particle detected in RCo).

Table I includes lgraz and lBf=0
Sierk , which are the grazing

angular momentum and the critical angular momentum beyond
which the fission barrier vanishes (i.e., the CN cannot be
formed, because the system is unstable against instantaneous
fission), calculated according to the Sierk model [27]. From
the comparison of these values, it is clear that, besides fusion
events (FE or FF), deep inelastic collisions take place in
considerable amount. The selection of the different channels
is a quite challenging task, due to their partial superposition
in all the experimental observables. As a consequence, we
relied on a well-performing transport model, the SMF model
[22] (implemented in the TWINGO code [29]), coupled to the
statistical model (implemented in the GEMINI++ code [30]) as
afterburner, in order to identify the best selection criteria on
the various observables to separate the different event classes.
This model is able to reproduce the main characteristics of
dissipative events. The description of the most peripheral

reactions would require a higher accuracy, but the latter events,
in our case, are experimentally strongly suppressed and can be
neglected here.

B. The model: TWINGO plus GEMINI++

Low-energy heavy-ion reactions are governed, to a large ex-
tent, by one-body dissipation mechanisms. The main reaction
path ranges from (incomplete) fusion to binary exit channels,
such as deep-inelastic or quasifission processes. The char-
acterization of the reaction dynamics is commonly provided
by microscopic transport approaches (e.g., Refs. [22,31–35])
or more macroscopic models, describing the behavior of
selected degrees of freedom (e.g., Refs. [36–40]). Based on
the use of nuclear effective interactions, complemented by
the suitable parametrizations of the two-body nucleon cross
section, transport theories have the advantage to represent, in
a consistent way, the time evolution of the nucleon one-body
density in response to the action of mean field and two-body
dissipation. Pre-equilibrium effects are automatically taken
into account along the reaction dynamics and fluctuation terms,
related to the stochastic nature of nucleon-nucleon collisions,
are introduced at several levels of accuracy [22,41]. On the
other hand, macroscopic models only deals with the evolution
of suitable quantities (such as multipole moments, charge/mass
asymmetries). This allows one to obtain a quite accurate
description of fluctuations, which is based on the solution
of the Langevin equation, reproducing quasifission events and
fusion-fission dynamics [37,40]. Here we are mainly interested
in (incomplete) fusion and deep inelastic events. Thus we
will adopt the SMF transport model, which incorporates
pre-equilibrium effects and has proven to give an appropriate
description of low and Fermi energy reactions [18,21]. The
TWINGO model is described in detail elsewhere [22]; here we
recall only the main characteristics, which have an impact on
the comparison with the experimental data. In order to simulate
the evolution of the one-body distribution function, taking into
account also the fluctuations, each nucleon is replaced by a set
of test particles (50 test particles per nucleon, in our case);
the test particles are placed in a space lattice in which they
are subject to a mean field of Skyrme type [23]. In our case,
the space lattice, divided into cubic cells with a volume of
1 fm3, has a size of 40 × 40 × 120 fm3 (with the larger size
along the beam axis). The evolution of the distribution function
takes place according to the Boltzmann-Nordheim-Vlasov
(BNV) transport equation [42], including also a collisional

TABLE I. Main reaction parameters. (N/Z)system, (N/Z)proj, and (N/Z)target are the isospin of the total system, of the projectile, and of the
target, respectively. E∗/A is the excitation energy per nucleon in case of complete fusion. CN is the primary compound nucleus formed in case
of complete fusion. ϑgraz and lgraz are the grazing angle and the grazing angular momentum, respectively. lBf=0

Sierk is the critical angular momentum
beyond which the fission barrier vanishes, calculated according to Ref, [27]. σR is the total reaction cross section evaluated according to
Ref. [28].

Reaction (N/Z)system (N/Z)proj (N/Z)target E∗/A CN ϑgraz lgraz lBf=0
Sierk σR

(MeV/nucleon) (deg) (h̄) (h̄) (barn)

32S + 40Ca 1.00 1.00 1.00 4.25 72Kr 5.13 142 52.1 2.37
32S + 48Ti 1.11 1.00 1.18 4.17 80Sr 5.47 157 60.2 2.49
32S + 48Ca 1.22 1.00 1.40 4.32 80Kr 4.92 158 63.0 2.53
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FIG. 2. Event produced by TWINGO with b = 5.8 fm for the reaction 32S + 48Ca. Each picture represents a screenshot of the system at a
given time. Each point represents the position of a test particle.

term and a stochastic term (projected in coordinate space),
the latter simulating the fluctuations with respect to the
average evolution. For each event, at the end of the dynamical
calculation a coalescence algorithm [29] is applied to the
one-body density ρ(r), which connects neighboring cells with
density larger than 0.03 fm−3 in order to find the primary
fragments, which are then fed to the afterburner code. The
choice of the time at which one stops the calculation and
applies the coalescence algorithm (generally chosen as the time
when the average multiplicity of primary fragments saturates)
is crucial. This can be understood by looking at Fig. 2, where
an event produced by TWINGO for the reaction 32S + 48Ca
with impact parameter b = 5.8 fm (a zone of centrality where
both binary and fusion events can take place, see Fig. 3) is
shown as a function of time. Each picture is a screenshot of
the system at a given time and each point on the pictures
represents the position of a single test particle. The calculation
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FIG. 3. Continuous black line: impact parameter distribution
given as input to TWINGO; the binning of the abscissa is 0.1 fm.
Dotted blue line (coincident with the black one below 5 fm): impact
parameter distribution associated with fusion events. Dashed red
line: impact parameter distribution associated with DIC events. The
coalescence algorithm was applied at 300 fm/c.

has to be stopped after the exit channel can be clearly identified.
In fact, if we stop the calculation too early (for example, at
200 fm/c for the event of Fig. 2), a clearly eventual binary
event can be erroneously classified as a fusion event: Due
to the bridge of test particles still connecting the two main
fragments, the coalescence algorithm recognizes them as a
unique big fragment, without caring for its deformation. On
the other side, during the time evolution the system emits test
particles, either as pre-equilibrium emission or as evaporative
decay. As a consequence, the more the calculation goes on and
the coalescence procedure is delayed, the more the excitation
energy of the fragments fed to the afterburner is reduced. In
principle, this fact should not be an issue because this only
means that part of the secondary decay is directly demanded
to the dynamical model rather than to the afterburner. The
problem arises from the fact that, as a general limitation of
mean field models, TWINGO only emits nucleons (by the
way, in the present version of the code, not included in the
final set of data fed to the software replica of the setup),
being unable to produce light complex particles. Within the
model, we consequently investigated the most reasonable time
to stop the dynamical stage (in the range 200–500 fm/c),
finally choosing the value 300 fm/c as the shortest time for
the proper fragment identification in all kind of events.

We produced 104 events for each system, covering the
whole range of impact parameters up to grazing collisions,
according to a triangular distribution (black continuous line
labeled as “total” in Fig. 3). Then, after propagating the
fragments along Coulomb trajectories up to 1200 fm/c (in
order to properly boost the velocity of the fragments as in
the experimental case), we applied GEMINI++ as afterburner,
producing 2 × 103 secondary events for each primary event
of TWINGO. The simulated events were then filtered with
a software replica of the experimental setup (geometrical
coverage, resolutions, and identification thresholds) in order
to be able to compare them with the experimental data. We
tested also two different parametrizations for the symmetry
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term of the EOS: an asystiff and an asysoft [24] one; all the
shown pictures refer to the asysoft case, unless explicitly noted
otherwise.

As expected, TWINGO predicts two classes of primary
events: incomplete fusion events (with fragment multiplicity
M = 1 after the coalescence algorithm) and DIC events
(M = 2), as shown in Fig. 3, where the impact parameter
distributions associated with fusion events (dotted blue line)
and with DIC events (dashed red line) are plotted. DIC events
occur from peripheral collisions down to b around 5 fm; on
the contrary, fusion events dominate at low impact parameters
with a tail up to 6 fm. As a consequence, there is a narrow
region of impact parameters where both event classes overlap
and thus the pouring from one class to the other, depending
on the coalescence time, can be significant. Obviously, after
applying the afterburner, part of the fusion events will end
up in fusion-fission events, with two heavy fragments in the
exit channel, similar to what happens in DIC events. This
effect, which takes place also in the experimental case, coupled
to the fact that often only one fragment of a binary event
is experimentally detected because of the geometrical cuts

and identification thresholds, introduces uncertainties in the
experimental classification of the events, as it has been pointed
out, e.g., in Ref. [43].

C. Event sorting

Concerning the experimental data, Fig. 4 shows the cor-
relation between the total detected charge (Ztot) and the total
momentum along the beam axis, normalized to the beam value
(pZ/pbeam), for the system 32S + 48Ca. The events inside the
hatched area are rejected in the analysis (and they are not
included in all the following figures), because those below
Ztot = 10 correspond to events in which only light particles are
collected (10% of the total events for the 48Ca case and 13% of
the total events for the 40Ca case) and the events with Ztot > 36
and pZ/pbeam > 1.1 are badly detected events (0.1% of the
total events for both systems). In the accepted region, two main
zones can be identified: the upper one (inside the continuous
ellipse), at higher Ztot, mainly corresponds to fusion events (FE
or FF), while the lower one (inside the dotted ellipse) mostly
corresponds to DIC events in which only the QP is detected
(or to FF events where one of the fission fragments is lost). In
Fig. 5, the experimental [Fig. 5(a)] and simulated [Fig. 5(b)]
correlations between the charge of fragments (with Z � 3)
and their velocity in the center of mass (c.m.) are presented
for the system 32S + 48Ca. Simulated data have been filtered
by means of a software replica of the experimental setup.

The evaporation residues ER of FE events can be easily
recognized in the spot at low c.m. velocity and high Z;
their charge and velocity distributions are broader in the
experimental case than in the simulated one. FF and DIC events
are mixed in the region at velocities above 15 mm/ns. By
comparing Figs. 5(a) and 5(b), we can evince that the general
characteristics of the experimental correlation are reproduced
by the simulation. As a consequence, we can conclude that we
can trust the model to tune the criteria we need to apply for
separating the different event classes.

A sufficiently clean separation among the different channels
can be obtained exploiting the correlation between the total
detected charge Ztot and the flow angle ϑflow (see Ref. [44] and
references therein). The flow angle, which is commonly used to
classify the events in experiments with large angular coverage,
is obtained from the diagonalization of the c.m. momentum
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FIG. 5. Yields as a function of the charge Z and the c.m. velocity for all the fragments with Z � 3 for the reaction 32S + 48Ca. Distributions
are normalized to unitary integral. (a) Experimental data; events belonging to the hatched area of Fig. 4 are not included. (b) Simulated events
produced by TWINGO followed by GEMINI++, filtered by means of a software replica of the detection system.
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FIG. 6. Simulated contour plots of differential cross sections for the reaction 32S + 48Ca as a function of the ϑflow angle (binning: 1◦) and
of the total charge Ztot (binning: 1 unit of charge). Calculations have been performed with the TWINGO code followed by GEMINI++ and the
simulated events have been filtered by means of a software replica of the setup. (a) Events corresponding to fusion (both FE and FF); (b) events
corresponding to DIC. The color scale indicated on the left is in units of mbarn/deg for each Ztot value.

tensor of all the detected products. It is defined as the angle
between the beam axis and the eigenvector corresponding
to the largest eigenvalue of the tensor. Figure 6 shows the
correlations obtained for filtered simulated events in the case
of fusion [Fig. 6(a)] and in the case of DIC [Fig. 6(b)] for the
reaction 32S + 48Ca.

Fusion events (including FE and FF) shown in Fig. 6(a)
are mainly located in the region of high Ztot and ϑflow > 40◦;
the weak tail extending below Ztot = 20 is due to FF events
in which one fission fragment is lost. The ϑflow distribution
is broad and peaked around 90◦. Even in the absence of the
setup filter, this is expected because the data are presented as
a function of ϑflow [and not of cos(ϑflow)] and moreover our
simulated primary fragment of M = 1 events (Fig. 3) has an
average spin of 30 h̄ (with a tail extending up to 60 h̄).

On the contrary, the DIC events of Fig. 6(b) are mainly
located in the region with Ztot < 20 and ϑflow < 50◦, with a

very pronounced peak around 20◦. This is reasonable, because,
on the one side, DIC events have an elongated shape with the
main axis of the event quite close to the beam axis, and on the
other side the QT is almost always lost, thus giving a reduced
total detected charge. When both QP and QT are collected,
we obtain the cloud of events at high Ztot in Fig. 6(b). In the
experimental case, where we cannot independently select the
event type [as we did in the simulation to produce Figs. 6(a)
and 6(b)], these events represent a background for the region
where fusion events are mainly concentrated. In particular,
the cloud at ϑflow < 40◦ corresponds to less dissipative events,
while that beyond ϑflow = 60◦ to more dissipative events. This
latter cloud includes also a small contribution of events in
which only the QT is detected. On the basis of these results,
we conclude that cuts on the correlation (Ztot,ϑflow) are well
suited to separate the different reaction channels, with only
minor cross contaminations.
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FIG. 7. Experimental contour plots as a function of the ϑflow angle and of the total charge Ztot. (a) 32S + 48Ca. (b) 32S + 48Ti. (c) 32S + 40Ca.
The continuous black rectangle in the lower left corner corresponds to the adopted selection for DIC events (“DIC cut”), while the dotted black
rectangle in the upper right corner corresponds to the adopted selection for FF and FE events (“fusion cut”).
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Figure 7 presents the experimental correlations (Ztot,ϑflow)
for all the investigated reactions. The cuts adopted for the
event selection are shown as black rectangles. The continuous
one (lower left corner, hereafter “DIC cut”) corresponds to the
DIC selection for the events in which only the QP residue was
detected. DIC events in which both QP and QT are detected are
rare and they will not be considered from now on, also because
they cannot be safely separated from FF events. In fact, as it
was shown from the simulation [Fig. 6(b)], they are located
in the upper part of the (Ztot,ϑflow) correlation, where they
constitute a background for FF events, but not for FE events,
because in this latter case only one heavy fragment is detected.
Note that, on the contrary, the very small amount of cases in
which the QT only is detected pollute the FE selection. Fusion
events (FF and FE) are selected by the dotted rectangle (upper
right corner, hereafter “fusion cut”) shown in the picture; this
cut excludes a minor part of fusion events, but it reduces in a
substantial way the possible contamination of fully detected
DIC events (QP and QT) within FF events.

1. Fusion-evaporation events FE

On the basis of the preceding discussion, in our analysis
the FE condition means event inside the fusion cut of
Fig. 7, with one and only one detected fragment (Z > 3) and
with a reinforcing constraint on its velocity (c.m. velocity
vc.m. < 15 mm/ns).

The obtained charge distribution for the ER is shown in
Fig. 8. Experimental data are shown as symbols (full circles
for the reaction 32S + 48Ca and open circles for the reaction
32S + 40Ca), while simulated data are plotted as lines. Two

features are evident in this picture. First of all, when the
target is 40Ca, the ER charge distribution is shifted toward
smaller Z values with respect to the case of the 48Ca. This
behavior is observed both for the experimental data and for
the simulation. The average shift is equal in both cases and
it amounts to about 2.2 charge units. This happens because
the CN produced in the reaction 32S + 40Ca (72Kr in the case
of complete fusion) is sizably n deficient and hence it favors
proton emission with respect to the case of the CN formed
with the target of 48Ca (80Kr in case of complete fusion),
which tends to emit more neutrons. The second striking point
is the fact that the simulated distributions are narrower than
the experimental ones. It seems that the secondary decay does
not smear enough the ER charge distribution, suggesting that
the excitation energy of the primary CN fed to the afterburner
may be too small, even taking into account that the model has
an uncertainty of about 0.5 MeV/nucleon on the excitation
energy of the produced fragments.

The main reason for this discrepancy probably lies in
the fact that the SMF model underestimates the dynamical
fluctuations, which are only implemented in coordinate space
[22,41]. As far as mean field approaches are concerned, the
treatment of the fluctuations can be improved by implementing
the Boltzmann-Langevin equation in full phase space, i.e.,
considering a stochastic collision integral, as done for instance
in the recent Boltzmann-Langevin One Body model (BLOB)
[41]. In this case, one would expect wider distributions for
all physical observables. However, as a common limitation of
mean field approaches, light cluster pre-equilibrium emission
is not well described, because of the lack of explicit many-body
correlations. This aspect is better accounted for in molecular-
dynamics-like models. However, simulations performed with
the antisymmetrized molecular dynamics (AMD) model (in
the version of Ref. [34]) for the reactions under study gave
an average charge of the ER that was too high, probably
due to an underestimation of the nucleons emitted during the
pre-equilibrium stage.

According to the model, the background of DIC events
obtained with the adopted selection for the FE case is less than
0.2%; as it was already mentioned, it is due to events in which
only the QT is detected. On the other side, a background
of partially detected FF events (in which one of the fission
partner is missing) cannot be excluded; this contribution may
be responsible for the broad tail extending toward small Z
values observed in the experimental charge distribution of the
residue (open and full circles of Fig. 8).

2. Fusion-fission events FF

Among the events in the “fusion cut” of Fig. 7, those
belonging to the FF class are recognized by requiring two
detected fragments with Z > 3. Additional constraints on the
c.m. relative velocity vrel and c.m. relative angle ϑc.m.

rel of the
two detected fragments are applied. In particular, vrel must
be in the range 20–35 mm/ns (compatible with the fission
systematic description [45,46]) and ϑc.m.

rel must be greater than
120◦. This adopted additional cut is shown as a black rectangle
in Fig. 9, where the experimental correlation ϑc.m.

rel vs vrel for
the reaction 32S + 48Ca is shown for events belonging to the
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FIG. 9. Event distribution as a function of ϑ c.m.
rel and vrel for exper-

imental data corresponding to the reaction 32S + 48Ca, belonging to
the fusion selection (inside the dotted rectangle of figure 7) and with
two detected fragments with Z > 3. The black rectangle corresponds
to the selection adopted for FF.

fusion selection (dotted cut of Fig. 7) and with two detected
fragments. A clear and intense spot, corresponding to fission
events, is evident in this correlation; this allows us to easily
select a clean sample for this class of events. According to the
model, about 8–10% of the so-identified FF events are actually
strongly dissipative DIC events; this background cannot be
practically removed because it populates almost the same
phase space of FF events.

The Z1 + Z2 distribution (where Z1 + Z2 is the total charge
of the pair of fission fragments) obtained after applying our FF
selection is shown in Fig. 10 as open circles compared to the
charge distribution of the ER found in FE events (full circles).
Figure 10(a) refers to the reaction 32S + 48Ca, and Fig. 10(b)
refers to the reaction 32S + 40Ca.

From this picture, it clearly emerges that the charge of the
ER is on average lower than the sum of the charges of the two
fission fragments. This behavior can be qualitatively explained
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FIG. 10. Experimental distribution of charge Z of the ER (full
circles) in FE events and of the total charge of the fragments Z1 + Z2

in FF events (open circles). (a) 32S + 48Ca; (b) 32S + 40Ca. Spectra are
normalized to unitary area to better compare the distribution shapes.

by the fact that in a FF event a large amount of excitation
energy is dissipated through the fission process, and thus the
residual energy available for secondary decay is smaller. On
the contrary, when a FE takes place, all the available excitation
energy is dissipated through the evaporation of particles (and
γ rays, not detected in this experiment), thus producing on
average an ER with lower charge with respect to the total
charge of the two fission fragments in a FF event.

The FE and FF channels will not be further discussed in
this work, because they will be the subject of a forthcoming
paper.

3. Deep inelastic collision events

As already mentioned, DIC events in which both QP and
QT are detected are a minor part of our data and they have
been discarded due to their large overlap with FF events.
Only events where the QP alone is detected are retained in
the further analysis by means of the DIC cut of Fig. 7, with
some additional constraints suggested by the model (only one
fragment with Z = 8–16 and c.m. emission angle lower than
60◦). A lower threshold in the c.m. velocity of the fragment
has been also required to exclude the most dissipative events.
According to the model, the spurious contribution of fusion
to these events is negligible (less than 0.005% in the worst
case). However, in this event selection a much more important
background arises from the scattering of the 32S beam on the
12C layers protecting the Ca targets against prompt oxidation.
Such a contamination does not affect the fusion (FE and FF)
selection thanks to the adopted lower threshold of Ztot > 22
on the total detected charge (dotted gate of Fig. 7). On the
contrary, FE reactions of the system 32S + 12C completely
fulfill our DIC selection criteria when they are analyzed with
the wrong kinematics (i.e., as if they came from 32S + 40,48Ca),
as we have verified with specific runs of 32S + 12C acquired
during the experiment. As a result, the 12C contribution to
the DIC selection cannot be removed on an event-by-event
basis. This contamination has to be removed on average by
subtracting from all the relevant spectra those obtained in the
runs of 32S + 12C analyzed as if they were 32S + 40,48Ca, with a
proper scaling factor. An estimate of such a scaling factor was
obtained by comparing events with two detected fragments
in the reactions 32S + 12C and 32S + 40,48Ca, without any
selection on the correlation between Ztot and ϑflow (Fig. 7).
Both systems were analyzed with the kinematics of the reaction
32S + 40,48Ca and the resulting correlations ϑc.m.

rel vs Z1 + Z2

are shown in Fig. 11(a) for 32S + 48Ca and in Fig. 11(b) for
32S + 12C. In Fig. 11(a), two spots are evident: The upper one
corresponds to FF from reactions on 48Ca, and that inside the
continuous areal gate (or the dotted one, for a more stringent
selection) comes from FF in reactions on 12C, as it is proved by
the fact that the latter spot is evident also in Fig. 11(b), where
the 12C target is used. The elongated spot at ϑc.m.

rel > 70◦ in
Fig. 11(b) corresponds to DIC reactions of 32S + 12C. The
fact that the corresponding structures in Figs. 11(a) and 11(b)
come from the 12C contribution is confirmed by the similarity
of the projections on the Z1 + Z2 axis of the events inside the
continuous (dotted) gate shown as continuous (dotted) curves
in Fig. 11(c) for 32S + 48Ca (red curves) and for 32S + 12C
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FIG. 11. (a) Distribution of experimental events, as a function of ϑ c.m.
rel and of Z1 + Z2, associated to the detection of two fragments for the

reaction 32S + 48Ca. The inner black dotted gate is the region used to extract the 12C background; the outer black continuous gate is another
possible normalization region for the evaluation of the 12C background. (b) The same for the reaction 32S + 12C analyzed as 32S + 48Ca. (c)
Projection on the Z1 + Z2 axis of part (a) (red lines) and part (b) (black lines) for the region inside the outer black continuous gate (continuous
lines) and for the region inside the inner black dotted gate (dotted lines).

(black curves). The scaling factor is then obtained from the
ratio of the number of events inside the dotted areal gates in
Figs. 11(a) and 11(b). The systematic error associated with
this procedure has been estimated by comparing the results
obtained calculating the ratio which gives the scaling factors
also from the events inside the outer continuous gates of
Figs. 11(a) and 11(b).

A small 12C contribution has been seen also in the reaction
32S + 48Ti, where no 12C protective layer is present. This
is probably due to the C buildup on the target during the
experiment that lasted several days, as expected for a vacuum
level of 10−5 mbar.

The symbols in Fig. 12 show the experimental distributions
of c.m. velocity [Fig. 12(a)] and charge [Fig. 12(b)] of the QP

after subtracting the 12C contribution for the three systems. All
distributions are normalized to unitary area to better compare
their shapes. The vertical dotted line in Fig. 12(b) corresponds
to the chosen lower threshold for the QP charge. As it is evident
from Fig. 12(a), where the arrow corresponds to the beam
velocity, our DIC selection strongly suppresses peripheral
reactions and this reflects in the QP charge distribution, which
is shifted toward rather low values (〈Z〉 = 11.1). The charge
distribution has an odd-even staggering behavior, as observed
also in other experiments involving similar systems (e.g.,
32S +58,64 Ni at 14.5 MeV/nucleon in Ref. [44]). The effect
of the 12C contamination can be appreciated by looking at
the dotted line in Fig. 12(b), drawn before removing the
12C background: The distribution is shifted to higher charge
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FIG. 13. Yields (arb. units) as a function of vperp and vpar for protons emitted in DIC events for the reaction 32S + 40Ca. (a) Experimental
data after subtracting the 12C contribution. (b) Simulated data (TWINGO followed by GEMINI++).

values because the ER from 32S + 12C reaction is erroneously
interpreted as a QP from 32S + 40,48Ca. From now on, all
presented experimental data are shown after removing the 12C
background, except when otherwise specified. Although the
details of the charge distribution are not reproduced by the
adopted model (TWINGO followed by GEMINI++), it is worth
noting that the experimental QP occupies the same charge
range predicted by the model, thus further confirming the
correctness of the chosen selection.

The vperp vs vpar correlation for protons emitted in DIC
events is shown in Fig. 13 for the reaction 32S + 40Ca, both
for experimental data and for the simulated ones. vperp and vpar

are, respectively, the perpendicular and parallel components
of the c.m. velocity of the protons; these components are
calculated with respect to the c.m. velocity of the QP.
Simulated and experimental data qualitatively agree, although
in the simulation all nucleons emitted by TWINGO before
applying the afterburner are not included. In both panels,
two sources, corresponding to QP and QT emission, can
be approximately recognized, thus confirming the binary
character of the selected events. As observed from Fig. 12, the
measured DIC events are strongly dissipative and therefore the
two QP-QT sources have a small relative velocity.

IV. RESULTS ON DIC CHANNEL

This section presents the obtained results on the isospin
diffusion process, both for the experimental data and for the
simulation.

A. Isospin diffusion: Experimental results

The effect of the isospin diffusion can be pointed out by
comparing the average isospin of the QP as a function of its
charge for the three investigated systems, i.e., when changing
the target from 40Ca, which has the same N/Z of the projectile,
to 48Ca, which is much more n rich than the projectile; the 48Ti
case is intermediate. If no diffusion took place, the isospin of
the QP should be target independent, except for some minor
effects due to the particle emission during the dynamical phase,
which may alter the 〈N〉/Z of the QP. It is worth noting that
according to the model such dynamical emission is mainly of
proton type for 32S + 40Ca and of neutron type for 32S + 48Ca;
therefore it tends to reduce the evidence of isospin diffusion.
Figure 14 shows, for the three systems, the 〈N〉/Z of the QP
as a function of its charge Z. This observable is significantly

dependent on the target and it is the highest for the n-rich 48Ca
and the lowest for the 40Ca with the 48Ti case in the middle. The
effect is already evident when the original data are plotted (full
symbols) and becomes even more pronounced after subtracting
the 12C background (open symbols). The correction for the
undesired reaction 32S + 12C, which is an isospin equilibrated
one, is relevant only for the reaction on 48Ca, while it is almost
negligible for that on 40Ca (isospin equilibrated system) and
on 48Ti (self-supporting target). The gray bands indicate the
systematic errors on the subtraction procedure and they have
been estimated comparing different recipes for the evaluation
of the 12C contribution (as an example, dotted and continuous
gates in Fig. 11).

It is interesting to note that also in the 40Ca case the 〈N〉/Z
of the QP is always above 1.0; as it was already cited, this fact
may be due to the preferential emission of protons with respect
to neutrons for this relatively n-poor system during both the
dynamical and evaporative phase. Another observation about
this picture is the fact that the difference in 〈N〉/Z tends to
increase when moving away from the projectile region (Z =
16), more for the 48Ca, less for the 48Ti, while the 〈N〉/Z
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FIG. 14. Measured average 〈N〉/Z of the QP as a function of
its charge. Full (open) symbols (circles for 32S + 48Ca, squares for
32S + 40Ca, and triangles for 32S + 48Ti) refer to the experimental data
before (after) the subtraction of the 12C background. Only statistical
errors (smaller than the symbol size) are included for full symbols,
while the gray band is the systematic error due to the 12C subtraction
procedure. Data refer only to QP detected in the ring counter through
the Si-CsI(Tl) correlation, where information on the ion mass is
available.

034622-11



S. PIANTELLI et al. PHYSICAL REVIEW C 96, 034622 (2017)

-110

1

10 Z=8

N
10 15

Y
(N

) 
(%

)

-110

1

10 Z=11

Ca48S+32

Ca40S+32

Ti48S+32

Z=9

N
10 15

Z=12

Z=10

N
10 12 14 16

Z=13

FIG. 15. Isotopic distribution (relative yields) of the QP after
subtracting the 12C background. Each panel refers to a different
element. For Z = 14 (not shown in the figure), the N value ranges
between 14 and 16 for 32S + 48Ca and 32S + 48Ti and between 13 and
16 for 32S + 40Ca. Only statistical errors are shown.

remains almost constant for the 40Ca target. This qualitatively
corresponds to the fact that, when the dissipation increases,
more nucleon exchanges occur and, due to the isospin diffusion
process, the 〈N〉/Z ratio tends to approach the equilibrium
value, which is different for the three systems (see Table I).

The isotopic distributions from which the 〈N〉/Z of the
QP is built are shown as relative yields in Fig. 15 for the
three systems. The shown data refer to the yields obtained
after subtracting the 12C background. The shift toward n-
rich isotopes is clearly evident for the 48Ca case. Another
evidence of isospin diffusion can be obtained by comparing
the isotopic ratios of particles emitted by the QP for the
three systems. These ratios have been obtained from particles
forward emitted—on an event-by-event basis—with respect to
the QP. The isotopic ratios are observables rather robust with
respect to geometrical corrections, because, at least to first
approximation, the efficiency cuts are similar for the various
species and almost identical for the three systems. The obtained
results are presented in Table II for the three systems. We
note that the effect of the 12C background is critical for this

TABLE II. Experimental isotopic ratios for forward-emitted
particles with respect to the QP in DIC events. Only systematic errors
due to the subtraction procedure are shown, since they are much larger
than the statistical ones.

Reaction d/p t/p

32S + 40Ca 0.064 ± 0.004 0.007 ± 0.001
32S + 48Ti 0.114 ± 0.005 0.027 ± 0.003
32S + 48Ca 0.19 ± 0.04 0.07 ± 0.02

observable and it is the main source of the very large systematic
errors quoted in the table (statistical errors are negligible),
evaluated comparing the results using different scaling factors
for the 12C subtraction, as mentioned in Sec. III C 3. Since
the α emission in the 32S + 12C reaction is quite relevant and
very difficult to reliably correct for, in Table II we present
only ratios of hydrogen isotopes. We gave also a look at the
isotopic/isobaric ratios for Li and Be forward emitted with
respect to the QP, both for the Ca targets and the C one. We
found that the majority of Li and Be observed for the Ca targets
must be attributed to the C background; as a consequence
we were not able to give a trustworthy estimate of the ratios
involving light fragments. The fact that the QP evaporates few
Li and Be is not surprising, even more so because it is a small
QP (S-like) and with smaller excitation energy with respect to a
CN of fusion events. On the contrary, the CN of S+C (a Ti-like
nucleus) has more chances to evaporate a small fragment. By
the way, also in a heavier system as the one discussed in
Ref. [47] (93Nb + 93Nb at 17 MeV/nucleon), the amount of
evaporated fragments from the QP in semiperipheral collisions
is less than 50% of the total fragment multiplicity (the largest
part of the emission comes from the midvelocity mechanism).

Within the error limits, the shown data concerning H
isotopes confirm the neutron enrichment of the QP emission
when the N/Z of the target increases. It is worthwhile to note
that this effect is observed for whatever scaling factor for the
subtraction of the 12C background is adopted and it is observed
also in the original data before subtraction.

A quite similar behavior for reactions at intermediate beam
energies was observed, for example, in Ref. [48], where the
isospin ratio of light charged products emitted by the QP was
found to increase with increasing the N/Z of the target.

B. Isospin diffusion: Simulated data

The 〈N〉/Z of the QP for the two systems 32S + 40Ca
and 32S + 48Ca can be investigated also for simulated data.
For primary data (i.e., before applying the afterburner), a net
effect of isospin diffusion is found, as shown in Fig. 16(a).
The TWINGO code has been run using both the asystiff
parametrization for the symmetry energy term of the EOS,
full (open) crosses for 48Ca (40Ca), and the asysoft one, here
shown only for the 48Ca case as open diamonds [24]. We
observe a constant 〈N〉/Z value for the 40Ca case as a function
of the impact parameter because the interacting nuclei have the
same initial N/Z = 1. At variance, in the case of 48Ca charge
equilibration takes place and the 〈N〉/Z of the QP moves from
a value equal to the 40Ca case for peripheral collisions (where
a limited nucleon exchange takes place) toward the N/Z
value of the total system (1.22) when the impact parameter
decreases, i.e., when the nucleon exchange process becomes
more effective. We observe also that the 〈N〉/Z value for
the most peripheral collisions (and for all impact parameters
in 32S + 40Ca) is slightly larger than expected (1.06 instead
of 1.0 which is the value of 32S). This effect is due to the
spurious emission of test particles also in very peripheral
collisions. The fact that the QP sources are n deficient favors a
preferential emission of proton-type particles, thus increasing
the N/Z. The observed value of 1.06 corresponds to the fast
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FIG. 16. Simulated data, 〈N〉/Z of the QP as a function of the impact parameter. (a) primary data (TWINGO only). (b) secondary data
(TWINGO plus GEMINI++), not filtered with the software replica of the experimental setup. Full crosses: 32S + 48Ca with asystiff parametrization
for the symmetry energy term; open diamonds [only in part (a)]: 32S + 48Ca with asysoft parametrization. Open crosses: 32S + 40Ca with
asystiff parametrization.

emission of just one proton (and no neutron) from the QP.
No differences have been found when the symmetry energy
parametrization is changed from asystiff to asysoft. This means
that at these beam energies during the dynamical phase the
system explores only regions close to the normal density,
where both parametrizations are equal.

The application of the afterburner partially blurs the isospin
diffusion effect, as shown in Fig. 16(b). The difference in
〈N〉/Z between the neutron-rich and neutron-poor cases is
reduced, although a residual effect is still clearly recognizable.
Obviously, the resulting effect depends not only on the
dynamical model describing the reaction but also on the details
of the evaporation code. The fine-tuning of the decay model
parameters to reproduce the experimental data is a very delicate
task and is beyond the scope of this work.

From the experimental point of view, the impact parameter
is not directly accessible. Therefore, we prefer to present the
〈N〉/Z of the QP as a function of its charge, as done in the
experimental case, although we have previously checked that
the correlation ZQP − b is rather weak and broad even for
primary fragments, as it is shown in Fig. 17. Of course, we
cannot exclude that a very marginal mixing between QP and
QT takes place for the most dissipative impact parameters.

The 〈N〉/Z for the QP as a function of its charge is plotted
in Figs. 18(a) and 18(b) for primary and secondary fragments,
respectively. The corresponding charge distributions for pri-
mary and secondary fragments are shown in Figs. 18(c) and
18(d), respectively. For primary fragments of 48Ca, results
obtained with both the asystiff and the asysoft parametrization
are shown and, again, they are almost indistinguishable.
Concerning the QP charge, the slight difference between the
48Ca case and the 40Ca one observed for primary distributions
[Fig. 18(c)] is reduced by the evaporation, so that the charge
distributions of cold fragments are almost identical for the two
systems [Fig. 18(d)]. As expected, the charge distributions
are shifted to lower values, with larger production of light
fragments representing the stop points of the cascades for most
excited QP.

Concerning the QP 〈N〉/Z vs Z, for primary fragments
[Fig. 18(a)] a clear isospin diffusion effect is observed for small
Z, i.e., in dissipative collisions (see Fig. 17), in qualitative
agreement with the results of Fig. 16(a). For peripheral
collisions, mostly giving large QP charges, we find a common
〈N〉/Z value for both systems, because the nucleon exchange
is small and QP fragments keep strong memory of the initial
N/Z = 1.

The secondary decay strongly reduces the evidence of
isospin diffusion [Fig. 18(b)]. In this case, since the correlation
between the charge of the QP and the impact parameter
is even weaker than for primary fragments, the evidence
is further reduced with respect to Fig. 16(b), where data
were presented as a function of the impact parameter. A
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FIG. 17. TWINGO simulation, primary data. Event distribution as
a function of the impact parameter b and the charge Z of the QP for
the reaction 32S + 48Ca with asystiff parametrization. The color scale
gives the differential cross section dσ/db in units of mbarn/fm for
each Z value; the binning of the abscissa is 1 unit of charge, while
the binning of the ordinate is 0.4 fm.
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FIG. 18. Simulated data. Parts (a) and (b): 〈N〉/Z for the QP as a function of its charge for primary (TWINGO only) and secondary data
(TWINGO followed by GEMINI++ as afterburner, not filtered with the software replica of the experimental setup), respectively. Full crosses [open
diamonds in part (a) only]: 32S + 48Ca with asystiff (asysoft) parametrization for the symmetry energy term. Open crosses: 32S + 40Ca with
asystiff parametrization. Parts (c) and (d): cross section as a function of the charge Z of the QP for primary and secondary data (not filtered
with the software replica of the experimental setup), respectively. Full [dotted in part (c) only] black line: 32S + 48Ca with asystiff (asysoft)
parametrization for the symmetry energy term. Dashed red line: 32S + 40Ca with asystiff parametrization. The binning of the abscissa is 1 unit
of charge.

marginal effect survives only for small charge values, while
in the experimental case (Fig. 14) the difference between the
neutron-rich and the neutron-poor cases is evident for all the
charge values, with a decrease of the gap towards higher Z, i.e.,
for more peripheral collisions. This discrepancy may be due
to the interplay of the dynamical and of the statistical decay
models. For example, within the TWINGO code, the uncertainty
on the excitation energy of the primary fragments is around
0.5 MeV/nucleon. By reducing the excitation energy of the
fragments of such an amount (namely, primary fragments are
assumed to be less excited), we restore part of the isospin
difference for the secondary fragments, which anyhow remains
less than the measured one.

A direct comparison between experimental and simulated
data is shown in Fig. 19, where for the experimental case
only 12C-subtracted data are shown and for the simulation the
obtained events have been filtered by means of the software
replica of the setup.

As already discussed, a detailed reproduction of the
measured effect is not within the scope of this work, and it
would require a fine-tuning of the afterburner coupled with the
dynamical code. Two points are worth noting: First, at these
beam energies it is not possible to extract usable information
on the stiffness of the symmetry energy term from the 〈N〉/Z
ratios. Second, the model predicts some isospin diffusion, as
observed also in the experimental data, namely, a larger 〈N〉/Z
ratio for the reaction with the 48Ca target. However, we notice
an overestimation (underestimation) of the data for the 40Ca
(48Ca) case, by about 4% (6%), up to Z = 11. This might
be attributed to an overestimation of the neutron (proton)
pre-equilibrium emission, for the neutron-rich (proton-rich)
system or to the treatment of the secondary decay process
by GEMINI++. The steep decrease of the 〈N〉/Z observed in
the simulation for Z = 12−13 can be ascribed to spurious
nucleon emission in peripheral reactions, whose description,
as stressed above, would require a higher numerical accuracy.
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FIG. 19. 〈N〉/Z for the QP as a function of its charge. Open
circles and open squares: experimental data after subtracting the
12C background (the gray area corresponds to the systematic
error associated to the subtraction procedure). Crosses: simulation,
secondary data (TWINGO followed by GEMINI++), filtered by means
of the software replica of the setup.

Indeed, 〈N〉/Z around 1 should correspond to the charge of
the projectile.

These findings are much in line with the results of Ref. [49],
where the reactions 58Ni + 58Ni,197Au were measured at Fermi
energies in the range 52–74 MeV/nucleon and then simulated
by means of the TWINGO code followed by SIMON [50] as
afterburner. Concerning the first point mentioned above, the
authors of Ref. [49] found that there is only a small difference
in the predicted average isospin of the primary QP when the
asystiff and the asysoft parametrizations for the symmetry
energy term are compared. All the more, it is not surprising
that our data are so little sensitive to the adopted stiffness,
since at these low energies the system remains very close to the
normal density ρ0. Concerning the second point, in Ref. [49]
a clear effect of isospin diffusion, larger for less peripheral
collisions, was found in the simulated data by comparing the
isospin ratio of the primary QP when the target changes from
58Ni to 197Au, as it happens also in our case. Moreover, the
secondary decay from the hot fragments was found to narrow
the difference in the QP isospin ratio calculated for the two
different targets (in that case, extracted from the isospin of the
complex particles emitted by the QP), again as it happens in
our case, thus reducing the sensitivity of 〈N〉/Z on the details
of the nucleon exchange process.

V. SUMMARY AND CONCLUSIONS

In this work, an experimental study of the systems 32S +
40,48Ca and 32S + 48Ti at 17.7 MeV/nucleon was presented.
Experimental data were collected with the GARFIELD plus
ring counter setup [25] at LNL of INFN. The good angular

coverage (66% of the full solid angle and 70% of the forward
hemisphere) allowed us to measure with high efficiency
the isotopic composition of the LCP at all polar angles.
Fragments with charge up to Z = 14 were also isotopically
resolved, provided that they were detected in the angular range
5.4◦–17.0◦ and that they punched through the 300-μm Si layer.
Heavier fragments as well as fragments emitted beyond 17◦
were only resolved in charge.

Three main classes of events were identified in the collected
data: FE (fusion evaporation), FF (fusion fission), and DIC
(deep inelastic collisions). The selection criteria were verified
with a simulation based on a dynamical model (SMF [29])
followed by an afterburner (GEMINI++ [30]). FE and FF events
will be the subject of a forthcoming paper, while this work
focuses on DIC events. In particular, the isospin transport
phenomenon was pointed out by comparing the 〈N〉/Z of the
QP in reactions with different targets: We found that QPs from
the reaction on 48Ca are systematically more neutron rich than
those from the reaction on 40Ca and this effect increases for
more dissipative collisions. Simulated data predict a similar
trend for primary fragments, but the decay process strongly
reduces the effect, which becomes definitely smaller than the
measured one. No appreciable difference in the average isospin
of the QP is found when changing the parametrization of the
symmetry energy term from asystiff to asysoft. This is not
surprising, because in this energy regime the system does not
explore density regions far from the normal value, where both
parametrizations coincide. To our knowledge, this is the first
direct experimental evidence of isospin enrichment of the QP
for nearly symmetric systems at the same time as light as ours
and at energies similar to that of the present study.

Finally, in the experimental case the isospin equilibration
process has been also studied by looking at the hydrogen
isotopic ratio. Within the error limits, the experimental d/p and
t/p ratios were found to increase when the isospin of the target
increases. This effect indicates a neutron enrichment of the
QP, coherently with the direct observation of the QP isotopic
population and in agreement with other experimental studies.
This gives further evidence for isospin diffusion between target
and projectile, as shown also in Ref. [48] for a heavier system
at higher energies.
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