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Doppler-shift attenuation lifetime measurement of the **Ar 27 level
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At TRIUMF, the TIGRESS Integrated Plunger device and its suite of ancillary detector systems have been
implemented for charged-particle tagging and light-ion identification in coincidence with y-ray spectroscopy for
Doppler-shift lifetime studies and low-energy Coulomb excitation measurements. As a test of the device, the
lifetime of the first 2* excited state in *Ar was measured from the y-ray line shape of the 2} — 0. transition
using the Doppler-shift attenuation technique following Coulomb excitation. The line-shape signatures, vital for
precision lifetime measurements, were significantly improved by enhanced reaction-channel selectivity using a
complementary approach of kinematic gating and digital rise-time discrimination of recoiling charged particles
in a silicon PIN diode array. The lifetime was determined by comparisons between the data and simulated line
shapes generated using our TIGRESS Coulomb excitation code as an input to the Lindhard method, which
was then extended and included as a class in GEANT4. The model-independent lifetime result of 490 £ 50 fs
corresponds to a reduced quadrupole transition strength of B(E2;2] — 0;_) =56 + 6 e*fm”* and agrees well
with previous intermediate energy Coulomb excitation measurements, thereby resolving reported discrepancies

in the 2} level lifetime in this self-conjugate nucleus.
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I. INTRODUCTION

Sensitive experimental devices and techniques are required
to study the properties of radioactive atomic nuclei at the ex-
tremes of isospin since the signal-to-noise ratio of observables
is inherently low. The progression of experimental capabilities
is therefore paramount for uncovering interesting nuclear
phenomena in systems across the chart of nuclides. Some
of these include the unconventional ordering of shell-model
orbitals such as the inverted ground-state parity structure
in "Be [1-3] and the intruder orbital configurations in
neutron-rich N ~ 20 “island of inversion” isotopes [4,5];
the coexistence of competing nuclear shapes with nearly
degenerate energies such as proton-rich '®°Pb [6] and neutron-
rich N ~ 60 Sr and Zr isotopes [7,8]; and the rapid evolution
and competition of nuclear shapes in mid-pf shell N = Z
nuclei [9-13]. Electromagnetic transition rate measurements
play an important role in these investigations and have been
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used to systematically characterize the evolution of nuclear
structure with increasing proton-neutron asymmetry. They are
therefore useful in vetting a wide variety of theoretical models
developed for broad applicability over the nuclear landscape.

As part of this effort, the TIGRESS Integrated Plunger
(TIP) device [14] has been developed for transition rate
measurements—key pieces of information in accessing nu-
clear shape information—via both excited-state lifetime
[15,16] and low-energy Coulomb excitation [17] experiments.
TIP combines multiple targetry and ancillary charged-particle
detection options with high-precision y-ray spectroscopy
using the TRIUMF-ISAC Gamma-Ray Escape Suppressed
Spectrometer (TIGRESS) [18-21]. This combination provides
reaction-channel selectivity and precision kinematic informa-
tion following a variety of experimental reaction mechanisms,
enhancing the sensitivity of y-ray energy line-shape signatures
for nuclear structure investigations.

In this work, we present the in-beam lifetime measurement
of the 2] excited state in self-conjugate % Ar as the first test
of transition rate studies with TIGRESS and the TIP silicon
PIN diode array. The measurement was completed using the
Doppler-shift attenuation method (DSAM) lifetime technique
[15] following inelastic excitation in inverse kinematics (cf.
Ref. [22] for a similar experimental setup). This combi-
nation of techniques is appealing; lifetime measurements

©2017 American Physical Society


https://doi.org/10.1103/PhysRevC.96.024305

P. VOSS et al.

TABLEI Reduced quadrupole transition rate and lifetime values
for the first 2t excited state in *°Ar. All transition strengths in
this work will be quoted as B(E2]) values. The literature value
is taken from the compilation of Ref. [28] as it predates the results we
compare; it is a weighted average of previous DSAM and low-energy
Coulomb excitation measurements.

Ref. Method B(E2) (e*fm*) 7 (fs)
[28] Literature value 68.0 £ 8.0 404 148
[25] Int. energy Coul. exc. 572+4.6 480 £ 39
[26] Int. energy Coul. exc. 62.0£6.2 443 + 44
[27] DSAM lifetime 423+1.3 650 £ 20
[27] Shell model calc. 64.4 427

yield a model-independent measure of transition probabilities
regardless of the chosen reaction mechanism, absolute cross
section, or beam energy while Coulomb excitation reliably
populates the state of interest. Moreover, if the beam energy
is chosen to be “safe”—that is, below the Coulomb barrier to
avoid nuclear contributions to the excitation at the expense of
the overall reaction rate—the diagonal nuclear matrix elements
and their signs, which carry direct shape information, can also
be extracted. Elsewhere, we have reported on DSAM lifetime
measurements following fusion-evaporation reactions using
TIGRESS and the TIP CsI(TI) scintillator array [23].

The scientific aim of this study was to resolve reported
discrepancies in the reduced quadrupole transition strength,
B(E2;2] — 0; ), between two previous intermediate energy
Coulomb excitation [24] studies [25,26] and a more recent
DSAM lifetime measurement [27]. In the DSAM measure-
ment, transition rates and g factors in 3638 A1 and 328 were
compared to sd shell-model calculations. The measured and
calculated values agreed well—suggesting excitations into the
pf shell were unnecessary to describe these systems—except
for the B(E2;2;r — Ojg*_s‘) in °Ar, where the experimental
value was significantly smaller than both the calculations
and the prevailing adopted literature value [28]. In contrast,
the intermediate energy Coulomb excitation studies produced
results similar to the calculations of Ref. [27] and in agreement
with the literature. Table I presents a comparison of these
lifetimes and associated B(E2) values.

The argon isotopic chain has been a rich field for study.
Along the proton drip line, *'Ar was found to exhibit the
exotic B3p decay mode [29]. For the neutron-rich even-even
isotopes, large-scale shell-model calculations reproduced the
measured B(E2) in At [30] and *°Ar [31]—indicating an
N = 32 subshell closure analogous to those observed in
neighboring Ca and Ti isotopes—while overestimating the
collectivity in “Ar. This is puzzling, as both B(E2) data
from Coulomb excitation [32-34] and mass measurements
[35] point to a robust N = 28 shell closure for Z = 18.
Even at stability, superdeformation has been observed in
3Ar with a very low bandhead energy of only 4.3 MeV
[36,37] and has been well described by theory [38]. For
this self-conjugate system, two neutrons (protons) shy of
N(Z) = 20, it is reasonable to anticipate agreement between
data and shell-model calculations without invoking cross-shell
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excitations into the pf model space. This was demonstrated in
Ref. [39], where agreement for the low-lying positive-parity
energy levels and M1 strength distributions was good within
the sd model space. This makes the resolution of the discordant
B(E2) measurements in “°Ar and agreement with modern
shell-model predictions all the more compelling.

II. EXPERIMENTAL METHOD AND RESULTS

The lifetime measurement was performed at the ISAC-
II facility of TRIUMF [40], Canada’s national laboratory
for particle and nuclear physics. The state of interest was
populated by Coulomb excitation of a 1.75 AMeV **Ar beam
on a 0.43mg/cm?(1.9 um) carbon target evaporated onto a
22.2mg/cm?(11.5 um) gold backing [41]. The target was
mounted at the center of the TIP scattering chamber, which
was enclosed within 13 TIGRESS clover detectors at a radial
distance of 14.5 cm from the target position in the optimized
peak-to-total configuration [42]. The forward and backward
clover positions, with average polar angles with respect to the
beam axis of 45° and 135°, respectively, were fully populated
with four clovers each. An additional five clovers were placed
at90°. Subdividing each clover into two pairs of crystals results
in six TIGRESS rings centered at unique polar angles of 35°,
55°, 80°, 100°, 125°, and 145°. Both TIGRESS clover and
TIGRESS ring spectra were used in the analysis presented
below.

y rays were detected with TIGRESS in coincidence with
particles in the 44-element TIP silicon PIN diode array. All
data were digitized synchronously using the 100-MHz, 14-bit
ADCs of the TIGRESS data acquisition (DAQ) system [43]
utilizing a 1-us coincidence trigger window. The silicon array
was installed 63.9 mm downstream from the DSAM target with
the individual detectors organized into four rings of similar
laboratory polar angles with respect to the beam axis: 14.4°,
23.1°,29.0°, and 33.4° for rings 1-4, respectively. This cover-
age corresponds to backward center-of-mass angles between
95° and 160°. All recoiling charged particles energetic enough
to emerge from the gold backing were stopped within the
depletion region of the silicon detectors. This, in part, enabled a
selective particle-y DAQ trigger which localized the excitation
of %Ar to the thin carbon layer of the DSAM target, precluding
significant y -ray line-shape contamination from inelastic exci-
tations on the thick gold backing. In addition, time gates were
implemented on both the y-ray and recoiling particle spectra
to remove random coincidences from the data as they lack
kinematic correlations, thereby obscuring the proper Doppler-
shifted line shape. To improve the peak-to-total of y-ray
energy deposits, the full-clover add-back energy summing and
suppression schemes for TIGRESS were utilized [44]. Figure
1(a) illustrates the resulting y-ray energy spectrum for the 45°
TIGRESS clover detectors properly correlated with recoiling
charged particles in the full TIP silicon PIN diode array.

The transitions from 3’Ar (2490.2 and 2108.2 keV, but
Doppler shifted to ~2150 ke V), 40Ca(3736.3 and 3904.0keV),
and **Ti (2093.1 keV) visible in Fig. 1 arise from reaction
mechanisms competing with *°Ar inelastic excitation on the
carbon layer of the DSAM target: neutron pickup from
BC as well as one- and two-o particle transfer from '2C
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FIG. 1. y-ray energy spectra detected with the 45° TIGRESS
clovers in coincidence with all recoiling charged particles in the
TIP silicon PIN diode array in panel (a). The *Ar 2 — of
transition at 1970.3 keV exhibits well-developed slowing and stopped
components. The signal to noise was improved with kinematic
suppression as demonstrated in panel (b)—like panel (a), but only
y rays in coincidence with recoiling charged particles in rings 1
and 2 of the silicon array—and silicon rise-time discrimination as
demonstrated in panel (c)—like panel (b), but with the additional
requirement that particles have carbon-like rise times in the silicon
array (cf. Fig. 2).

breakup, respectively. The Compton continuum from these
intense, high-energy transitions impact the signal to noise
of the Doppler-shifted line shape of the *Ar 2f — 0f
transition of interest. Therefore, to enhance the sensitivity
of the line shape to lifetime effects, the PIN diode array
data were used in two complementary ways. First, only y
rays in coincidence with recoils in the innermost two PIN
diode array rings were used for the lifetime analysis since
very few carbon target recoils from the inelastic excitation
of ®Ar were energetic enough to exit the DSAM target gold
backing at angles =25°, corresponding to rings 3 and 4. y
rays in coincidence with these outermost two rings resulted
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FIG. 2. Two representative 1-us wave-form traces (black) from
the TIP silicon PIN diode array, normalized with baselines aligned.
The rise times of the traces corresponding to carbon and « particles are
98 and 212 ns, respectively, and are extracted from event-by-event
fits; the best-fit function (red) to the carbon wave form is overlaid
atop the data. The resulting particle identification from silicon DRD
is demonstrated in the inset, where the incident ion energy is plotted
against the extracted rise time for recoils detected in ring 2 of the
silicon array. The three distinct regions A, B, and C correspond to
the detection of carbon, one o particle, and two « particles in a single
photodiode, respectively. Only y rays in coincidence with particles
in region A from the silicon array rings 1 and 2 were used in the
line-shape analysis to extract the °Ar 27 lifetime.

from «-transfer contaminant reactions. This kinematic gate
reduced the contribution of these reactions to the y-ray
line-shape data as illustrated by the intensity reduction of
the 37 — 2 *Ti transition at 2093.1 keV from Fig. 1(a)
to Fig. 1(b). Next, the digitized silicon PIN diode wave-form
traces from rings 1 and 2 were fit on an event-by-event basis
to separate «-like and carbon-like rise times as discussed
in detail in Ref. [45]. Figure 2 demonstrates the significant
rise-time differences between these two types of events. This
digital rise-time discrimination (DRD) effectively removed the
remaining «-transfer contaminant reaction contributions from
the line-shape data as evidenced by the complete removal of
the **Ti transition from Fig. 1(b) to Fig. 1(c). Figure 1(c)
depicts the subset of y-ray data in coincidence with particles
with carbon-like rise times in rings 1 and 2 that were retained
for analysis.

The enhanced Doppler-shifted line shape of the *°Ar 2f —
Ogs. transition as given in Fig. 1(c), containing both slowing
and fully stopped de-excitation components, together with
information about the beam energy and the DSAM target
thickness and stopping powers, is sufficient to precisely
determine lifetimes on the order of a several hundred fem-
toseconds. In contrast, the two ¥Ar transitions in Fig. 1
exhibit more homogeneous line shapes due to lifetimes both
smaller and larger; the 3/2, — 1/ 2? transition at 2108.2 keV
(t = 59(35) fs [46]) is fully shifted while the 3/2] — 3/2]
transition at 2490.2 keV (t = 667(160) fs [46]) is mostly
stopped. Thus, to extract the lifetime of the 2?' excited state,
%Ar line shapes were compared with Monte Carlo y-ray
line-shape simulations using several approaches.
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III. SIMULATIONS AND ANALYSIS

The best-fit lifetime was extracted using line-shape simula-
tions fit to the experimental data. In the simulations, a beam of
3Ar impinged upon a DSAM target and was Coulomb excited
on the carbon reaction layer. Both the scattered *°Ar projectiles
and the recoiling carbon ions were propagated into the gold
backing layer. The excited *°Ar were slowed to a stop in the
backing, emitting y rays. The resulting line shapes depended
upon the projectile momenta, the angle of y-ray detection, and
the stopping power of the backing; therefore care was taken
to reproduce the experimental details in the simulations. The
position, composition, and sizes of the TIGRESS clover de-
tectors, the TIP silicon PIN diode array, and the DSAM target
were input into the simulations to yield the proper geometric
efficiencies. We incorporated the Coulomb excitation reaction
mechanism in inverse kinematics. In addition, we investigated
uncertainties in both our choice of stopping powers and the
thickness of the DSAM target gold backing to preserve the
proper kinematic and energy correlations.

We have pursued two independent methods of y-ray energy
line-shape simulations, checking them against one another
and the experimental data. In the first of these methods, we
adopted the Lindhard formalism as described in Ref. [47],
where multiple nuclear scattering and stopping are modeled in
a Monte Carlo technique as a random process above a smooth
background of electronic stopping. The latter contribution
slows heavy ions without deflection and was implemented
using SRIM stopping powers [48]. The projectile propagates
in this manner through successive nuclear deflections, which
become more dominant as the kinetic energy is reduced. The
slowing process, smoothed via averaging over many trials, is
then folded with the lifetime dependence for y-ray emission,
yielding y-ray line shapes for each simulated lifetime. The
original stopping codes were obtained from the Oak Ridge
Wells and Johnston compilation [49]; we altered them to in-
clude the Coulomb excitation process for the production of the
scattered excited projectile and target recoil in inverse kinemat-
ics and incorporated them into our own line-shape programs.

In the second method, we adopted GEANT4 Monte Carlo
simulations [50] for line-shape generation, but replaced the
Urban standard multiple scattering and energy loss classes
[51] with the aforementioned Lindhard formalism of projectile
stopping. This substitution was done as the standard GEANT4
classes for multiple scattering produced line shapes in poor
agreement with our data. We used the TIGRESS clover
detector GEANT4 class, as originally reported in Ref. [42],
and modified classes to be relevant for the propagation of ions
in the energy range of the present experiment. Other classes
were written for Coulomb excitation and radiative decay and
incorporated with the pertinent TIP experimental devices into
the GEANT4 code.

A. Line-shape simulations: Method I

Our own line-shape simulations within the Lindhard for-
malism utilized a simplified cylindrical geometry for the TI-
GRESS crystals, which were grouped into common TIGRESS
ring angles. Like the experimental data, only simulated y rays
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FIG. 3. Distributions of reduced-x? values as a goodness-of-
fit test between simulations and experimental data for backward
TIGRESS rings of 145° (blue squares) and 125° (red triangles) in
panel (a) and forward TIGRESS rings of 55° (blue squares) and 35°
(red triangles) in panel (b).

in coincidence with carbon recoils detected in rings 1 and 2
of the PIN diode array were used in the analysis. Line shapes
were generated as a function of lifetime in steps of 30-60 fs.
For each lifetime simulation step, the area of the simulated
line shape was normalized to the area of the experimental
counterpart before comparing them with a x? goodness-of-fit
test. Distributions of reduced-x? values from the fit of these
simulations to the experimental data for the Doppler-shift
sensitive TIGRESS rings at 35°, 55°, 125°, and 145° are
shown in Fig. 3 along with cubic-polynomial fits. From the
minima of these fits, we extracted a weighted average lifetime
of 557 & 17 fs. The statistical errors for each distribution were
taken from the average half width of the cubic polynomials
evaluated at x; = x; .., + 1/v, where v is the number of
degrees of freedom; we have taken the largest of these as the
quoted statistical uncertainty. Adding a 10% stopping powers
uncertainty in quadrature, we arrive at a result of 557 4 58 fs.

We have pursued another goodness-of-fit measure by
comparing the integrated counts in the stopped peak and
shifted plateau for the experimental and normalized sim-
ulated line shapes. The integration of the stopped peak
and shifted plateau was done over the energy intervals of
[1965,1978] keV and [1913,1964] keV (backward TIGRESS
rings), and [1965,1978] keV and [1980,2030] keV (for-
ward TIGRESS rings), respectively. From these integrated
counts, we constructed the ratio R = Ropped/ Rshified, Where
7?/stopped = Sstopped/ gsmpped and Rshifted = Sshifted/ gshifted with
& and S being the integrated counts of the experimental and
normalized simulated line shapes, respectively. R = 1 indi-
cates a good agreement between the normalized simulations
and experimental data, whereas a value larger or smaller than
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FIG. 4. R = Ryopped/ Rsnitiea as a function of simulated lifetime
for backward TIGRESS rings of 145° (blue squares) and 125° (red
triangles) in panel (a) and forward TIGRESS rings of 55° (blue
squares) and 35° (red triangles) in panel (b).

1 corresponds to a simulated lifetime too long or too short,
respectively.

Figure 4 plots R as a function of simulated lifetime along
with the linear best-fit lines and the horizontal R = 1 lines. The
four data sets correspond to the four Doppler-shift sensitive
TIGRESS rings. We note the consistency of the results for the
35° and 55° rings, which is reflected in the similar reduced- X2
distributions of Fig. 3(b). Similarly, the 24-fs spread of R = 1
results for the 125° and 145° rings is reflected in the location
of the minima in the reduced-x? distributions in Fig. 3(a).
Taking this spread as a proxy for the statistical error and
averaging the R = 1 intersections of the best-fit lines, we
deduce a lifetime of 532 + 24 fs. Adding a 10% stopping
powers uncertainty in quadrature, we arrive at a result of
532 £ 58 fs, consistent with the result from the minima in the
distribution of x?2 values presented above. Figure 5 illustrates
the agreement between the best-fit simulations and data. The
dashed vertical lines in Figs. 5(a) and 5(c) indicate the energy
intervals of the stopped peak and shifted plateau used in the
investigation of the ratio R in Fig. 4. Those in Figs. 5(b)
and 5(d) indicate the energy intervals of [1910,1985] keV and
[1960,2030] keV, respectively, used for normalization of the
simulated line shapes to the experimental data.

B. GEANT4 simulations: Method 11

Despite the general consistency of the lifetime results
presented above, we note that the distributions of x2 values
in Fig. 3 are rather broad, especially for larger lifetimes. In
addition, there is a marked difference in the lifetime at R = 1
for the forward and backward TIGRESS rings as evident in
Fig. 4. Lastly, there is a modest discrepancy between the
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FIG. 5. Experimental (blue) and method I best-fit simulated (red)
y-ray line shapes at four TIGRESS rings: 145° in panel (a), 125°
in panel (b), 55° in panel (c), and 35° in panel (d). The simulations
have an enforced coincident detection of y rays and carbon recoils
detected in rings 1 and 2 of the TIP silicon PIN diode array. The
dashed vertical lines in panels (b) and (d) illustrate the normalization
intervals for the simulated line shapes while those in panels (a) and (c)
indicate the stopped and shifted intervals for the investigation of R.

line-shape simulations and experimental data at large Doppler
shifts as illustrated best in Fig. 5(b) and 5(d). Thus, the
method I results serve as a useful first-pass analysis. To
improve upon them and obtain a more accurate and higher
precision lifetime result, we have pursued GEANT4 line-shape
simulations for an independent lifetime determination. These
simulations combined the TIGRESS clover detector GEANT4
class [42] with code written for the TIP silicon PIN diode array
and Coulomb excitation reactions in inverse kinematics. The
latter determines the event-by-event y -ray angular correlations
and proper projectile and recoil scattering kinematics. We have
neglected any deorientation effects in the carbon reaction layer
and gold backing layer of the DSAM target as the in-medium
interactions change the charge state of the excited projectile
rapidly, randomizing any hyperfine interaction perturbations.
An advantage of the GEANT4 simulations is the propagation
and tracking of y rays through the TIGRESS clover detectors.
This permitted the add-back summing technique where multi-
ple y-ray energy deposits within a single clover detector were
summed and assigned to the crystal with the largest individual
deposit. This assumption has been determined to be robust
for y-ray energies in excess of 500 keV [52], well below our
energy range of interest. Thus, the simulations account for both
solid angle effects and scattering between neighboring clover
crystals in a manner consistent with how the experimental line
shapes were constructed, preserving the correct efficiencies.
Another advantage of GEANT4 is the ability to probe
various simulation parameters independently in search of
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FIG. 6. The normalized experimental y-ray yields as a function
of the TIP silicon PIN diode array ring laboratory polar angle
(orange circles) were obtained by summing all TIGRESS clovers
in coincidence with carbon recoils in each ring. Simulated TIGRESS
yields are plotted in comparison for gold backing thicknesses of
infinitely thin (dot-dot-dashed black), 4.5 um (dashed blue), 9.5 um
(dot-dashed orange), 11.0 um (solid black), and 13 um (solid red).
The shapes of the simulated yields best agree with the data for gold
backing thicknesses between 10 and 12 pum.

best-fit values that improve accuracy. For example, Figs. 6
and 7 highlight some results of investigating the DSAM
target gold backing thickness parameter space. Variations in
this thickness have an impact on the simulated number of
detected carbon recoils, strongly influencing the simulated
coincident y-ray yield as a function of the ring polar angles
of the PIN diode array. This is demonstrated in Fig. 6 for
five thickness choices with all simulations normalized to
the same number of °Ar inelastic excitations. For thicker
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>
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FIG. 7. Experimental (blue) and method II simulated (red) carbon
recoil energy spectra from ring 1 of the TIP silicon PIN diode array.
An 11.5-pum gold backing thickness was used in the simulations,
which also employed a step-function low-energy threshold cutoff as
an approximation of the steep experimental energy threshold. For
comparison, the inset shows the same simulations with a 9.5-um
gold backing thickness. Notice the significant peak shift to higher
energies, away from the experimental result.
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backings, the yield falls predictably with increasing carbon
recoil angle; as discussed in Sec. II, higher angle recoils were
not energetic enough to emerge from the DSAM target gold
backing. For thinner backings, the yields are not constrained
by stopped carbon recoils and instead increase with laboratory
polar angle as the cross section maximum (near 75° in the
center of mass) is approached. It is clear that the simulated
y-ray yields using gold backing thicknesses between 10 and
12 um preferentially fit the shape of the data—shown as
orange circles and normalized to the 0, = 14.4° yield from
11.5-um simulations (not pictured, cf. the discussion below
and Fig. 7). We note that this is ~15% thicker than the nominal
quoted thickness for our DSAM target, further evidence of the
usefulness of comprehensive GEANT4 simulations.

We have also simulated the carbon recoil energy spectra
and compared the results to the experimental data to verify
the accuracy of our implementation of Coulomb excitation
reactions in inverse kinematics. We used the restricted range of
DSAM target gold backings from the above investigation as a
starting point and found a thickness of 11.5 ym yielded the best
agreement between the data and simulated energy distribu-
tions, both in terms of the peak location and the general shape.
This agreement for ring 1 of the TIP silicon PIN diode array
is illustrated in Fig. 7. To remove the effect of contaminant
reaction kinematics from the spectra, both the experimental
and simulated data were gated on the full-energy line shape of
the *°Ar 1970.3-keV transition. The inset of the figure shows
the large impact of reducing the gold backing thickness by 2
pm from the optimized value on the simulated energy loss.

Taken together, the agreement between data and simulations
illustrated in Figs. 6 and 7 provide a strong validation of the
simulation’s implementation of stopping powers and inelastic
scattering kinematics, which strongly impact the simulated
y-ray line-shape distributions. We therefore proceeded to
simulate y-ray energy line shapes to compare with the experi-
mental data. At each lifetime value, the simulated line shapes
were normalized to the area of their experimental counterparts.
Only simulated y rays in coincidence with carbon recoils
in rings 1 and 2 of the TIP silicon PIN diode array were
considered and, as mentioned above, add-back summing was
utilized to replicate the experimental data analysis technique.
To maximize the experimental statistics and smooth Poisson
fluctuations, we summed the two crystal rings together within
each clover; the same was done for the simulations. Then,
a x? goodness-of-fit test was conducted by comparing the
add-back and suppressed experimental y-ray spectra with
their corresponding normalized simulated line shapes for the
Doppler-shift sensitive TIGRESS clovers at 45° and 135°.
The normalization energy intervals were [1955,2035] keV
and [1900,1990] keV, respectively, for TIGRESS clovers at
these angles. The distributions of reduced- x> values from this
investigation are shown in Fig. 8. In comparison to Fig. 3, the
minima of the distributions are significantly deeper, resulting
in a more precise lifetime determination.

Cubic-polynomial fits are superimposed upon the 45° and
135° distributions of reduced- x> values in Fig. 8. We extracted
a weighted average lifetime from the minima of the fits.
The statistical error was taken in part from the calculated
average half width of the cubic polynomials evaluated at
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FIG. 8. Distributions of reduced-x? values as a goodness-of-fit
test between simulations and experimental data for the forward 45°
(red squares) and backward 135° (blue squares) TIGRESS clovers.
The distributions have been fit with cubic polynomials to extract the
lifetime values.

X3 = Xomin + 1/v. The largest of these yielded an uncertainty
of 7 fs. To this, we added an additional 8 fs of uncertainty
extracted from an investigation of the response of the lifetime
in the minimum to reasonable variations in the polynomial fit
parameters. Lastly, we included a 10% systematic uncertainty
in the SRIM stopping powers. Adding this in quadrature to the
15 fs above, we arrive at a lifetime result of 489 + 51 fs.

The resulting fit quality of simulations to the experimental
TIGRESS spectra for this lifetime result is illustrated in
Figs. 9(a)- 9(c), 9(e), and 9(f). A comparison of Figs. 9(c) and
9(d) illustrates the large impact of applying coincident carbon
recoil gates in the simulation in a manner consistent with the
experimental data. Figure 9(d) clearly exhibits a large Doppler-
shift component from very fast projectiles; these correspond to
slow carbon recoils which are fully stopped in the gold DSAM
target backing. These were not detected experimentally, nor
do they appear in the properly gated simulated line shapes.
Figures 9(e) and 9(f) illustrate the quality of the fit when
the forward TIGRESS clovers of Fig. 9(c) are split into their
composite 55° and 35° crystal rings, respectively. Note the
difference in the line shape at large Doppler shifts that is
accurately reproduced in the simulations. In comparison to
the method I simulated line shapes in Figs. 5(c) and 5(d), we
note that the corresponding method II simulated line shapes of
Figs. 5(e) and 5(f) better match the large Doppler-shift tail of
the experimental data and also the low-energy background.

In a manner similar to what was done above, we have also
investigated R as a function of simulated lifetime using the
experimental data and normalized simulated line shapes of
method II. Figures 10(a) and 10(b) plot R for the 45° and 135°
TIGRESS clover detectors, respectively, with linear best-fit
lines and the horizontal R = 1 lines. The blue squares repre-
sent R values calculated from the integration of the stopped
peak and shifted plateau over the energy intervals identical
to those used for the investigation in method I. To probe the
impact of our energy interval choices, we have repeated the
investigation with stopped peak and shifted plateau energy
intervals of [1960,1978] and [1915,1955] keV (backward
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FIG. 9. Experimental (blue) and method II best-fit simulated (red)
y-ray line shapes for the 2] — 0 transition in Ar for TIGRESS
clover detectors at 135° in panel (a), 90° in panel (b), and 45° in
panels (c) and (d). The simulations in panels (a)—(c) have an enforced
coincident detection of y rays and carbon recoils detected in rings 1
and 2 of the TIP silicon PIN diode array. For comparison, no such
kinematic gate was applied for the simulated line shape in panel (d).
Note the contaminant peak near 1915 keV that is not simulated; this
is also visible in Fig. 1(c). Panels (e) and (f) are like panel (c), but the
comparison between experimental and simulated TIGRESS clover
data is split into the two forward TIGRESS rings at 55° and 35°,
respectively.

TIGRESS clovers), and [1955,1978] and [1980,2035] keV
(forward TIGRESS clovers). These data are shown as red tri-
angles in Fig. 10. We note that the lifetime values intercepting
the horizontal R = 1 line are rather insensitive to the energy
interval variations; they are within 13 fs of one another in
the bottom panel and within 7 fs of one another in the top
panel. Moreover, comparing Figs. 4 and 10, we find that the
lifetime results are much more consistent between forward
and backward TIGRESS clover detectors in our GEANT4
analysis. By averaging the four R = 1 lifetimes and adding
in quadrature the largest spread in R = 1 results of 13 fs and
a 10% stopping powers uncertainty, we deduce a lifetime of
484 £ 50fs. This is consistent with the result from the reduced-
x? analysis above and provides a valuable self-consistency
check while adding credence to our simulations.

Table II summarizes our results alongside shell-model cal-
culations that we have performed using the USDB interaction
[53]. This interaction is well constrained in the sd model space
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FIG. 10. R = Ryopped/ Rshitiea as a function of simulated lifetime
for the 45° TIGRESS clovers in panel (a) and the 135° TIGRESS
clovers in panel (b). The blue squares and red triangles represent R
values calculated using different stopped peak and shifted plateau
energy intervals.

and reproduces the data well throughout this mass region. We
note that our method I and II results are in 1o agreement
with one another, but the method II results from the more
comprehensive GEANT4 simulations are more self-consistent.
Moreover, as no attempt was made to quantify the error of the
polynomial fits to the method 1 x? distributions, the method
II results are more precise. We therefore adopt a final lifetime
result of 490 & 50 fs from the two significant-figure average
of our method II investigations.

This lifetime result yields a reduced quadrupole transition
strength of B(E2; 2;“ — Ogs') = 56 + 6e2fm?, in relatively
good agreement with our shell-model calculations as well as
the essentially equivalent calculations presented in Table I
from Ref. [27]. We remark that the calculated E (2?) of
1818 keV is only roughly 150 keV below the experimental

TABLEIIL. Reduced quadrupole transition rate and lifetime values
for the first 2 excited state in *°Ar taken from the investigations of
methods I and II as well as our shell-model calculations. We adopt
our final two significant-figure result from the average of the method
II lifetime investigations.

Investigation B(E2) (e*fm*) 7 (fs)
Method T x2 .. 493 +52 557 +£58
Method I R 51.6£5.7 532 +58
Method II x2 .. 56.2+5.9 489 + 51
Method II R 56.7+£5.9 484 + 50
USDB shell-model calc. 65.0 423

squares) are compared to the adopted model-independent literature
value (open black square) of Ref. [54] (“Pritychenko 2016”), the two
intermediate energy Coulomb excitation results (filled blue squares)
of Ref. [25] (“Pritychenko 1999”) and [26] (“Cottle 1999”), and
the DSAM result and associated shell-model calculation (filled red
squares) of Ref. [27] (“Speidel 2006”).

value. As expected, the correspondence between our exper-
imental results and the calculations of low-lying properties
in 3®Ar is satisfactory without incorporating excitations into
the pf model space. In addition, the measurement presented
here is in excellent agreement with the intermediate energy
Coulomb excitation measurements of Refs. [25,26] as well
as the recently adopted model-independent literature value
of B(E2)=60.2759 e’fm* from Ref. [54]. This strongly
suggests a resolution to the 2} lifetime discrepancies reported
in the DSAM lifetime measurement of Ref. [27]. A comparison
of these three previous measurements with the work presented
here, along with the two shell-model calculations and the
model-independent literature value, is illustrated in Fig. 11.
The coincident y-ray and charged-particle spectroscopy
technique presented here improved the signal-to-noise ratio
of the y-ray line-shape signatures, resulting in a precise
lifetime determination. This technique will clearly benefit
experiments with low-intensity radioactive beams in inverse
kinematics. To provide an anticipatory glimpse of its use in
such measurements, we conducted two final investigations.
First, the incremental improvement in the precision of
our lifetime result—by first kinematic gating on the carbon
recoils and then applying digital rise-time discrimination—
was assessed. Using the GEANT4 framework of method II, we
generated new simulated line shapes at the best-fit lifetime for
the 45° TIGRESS clover detectors for the case of carbon-recoil
detection in any of the four silicon PIN diode array rings, rather
than just the inner two rings. The line shapes were normalized
to the corresponding data set [cf. Fig. 1(a)] and the x2 value
of the fit was calculated. The procedure was repeated for the
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FIG. 12. R = Ryopped/ Rshitiea as a function of simulated lifetime
for the 45° (red squares) and 135° (blue squares) TIGRESS clovers.
The data are the same as the blue data of Fig. 10, but the error bars
are enlarged due to 20- and 100-fold beam-intensity reductions in
panels (a) and (b), respectively. The spread in R = 1 intersections of
the best-fit lines for the upper and lower 1o limits yields a measure
of the loss of precision with decreasing experimental statistics.

case of carbon-recoil detection in the innermost two rings,
but without digital rise-time discrimination [cf. Fig. 1(b)]. In
this case, the best-fit simulations from above, as illustrated
in Fig. 9, were renormalized and used since simulating DRD
was unnecessary. We determined that the x?2 value of the best
fit decreased by 13% due to kinematic gating alone and an
additional 14% when using DRD.

The reduction in the best-fit x2 value demonstrates the
improvement in precision via kinematic gating and DRD;
this improvement is small due to the high statistics of this
stable-beam experiment. We have therefore characterized the
dependence of our lifetime precision on experimental statistics
using the ratio R. The squared fractional uncertainty of R
is given by the sum of the inverse integrated counts in the
stopped peaks and shifted plateaus of the experimental and
simulated line shapes. For the case of the 489-fs simulated
lifetime, we obtain a fractional uncertainty in R for the
45° and 135° TIGRESS clover detectors of 2.9% and 3.0%,
respectively. These values correspond to the blue 489-fs data
and error bars in Fig. 10. For 20- and 100-fold reductions
in beam intensity, the experimental statistics were reduced
correspondingly, but the simulated statistics remained fixed.
For these reductions, we obtained fractional uncertainties of
9.9% and 21.8%, respectively, for the 45° detectors and 10.3%
and 22.7%, respectively, for the 135° detectors. Figure 12
reproduces the blue data from Fig. 10 with larger error bars
due to these beam-intensity reductions. The linear best-fit lines
were calculated from the data at the upper and lower 1o limits
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and their R = 1 intersections were noted. An estimate of the
decrease in lifetime precision is given by the ratio of the
difference in these upper and lower lo intersections to their
average. Averaging the ratios for the 45° and 135° detectors
yielded fractional uncertainties in the lifetime of 17% and 36%
for 20- and 100-fold beam-intensity reductions, respectively.
This is to be compared with only 8% if we analyze our
high-statistics data in the same manner.

IV. CONCLUSION AND OUTLOOK

The TIGRESS Integrated Plunger and its suite of an-
cillary charged-particle detectors and target systems were
designed to provide precision electromagnetic transition rate
measurements with the TIGRESS y-ray spectrometer. Here,
we have reported a new DSAM lifetime measurement of
the 21 excited state in *°Ar as the first test of transition
rate studies with TIGRESS and the TIP silicon PIN diode
array at TRIUMF with beams from the ISAC-II facility. This
precision measurement benefited from significant background
reduction in the Doppler-shifted y-ray line shapes through
the complementary techniques of kinematic gating and digital
rise-time discrimination of recoiling charged particles from
the DSAM target in the TIP silicon PIN diode array. The
resulting experimental y-ray line shapes were compared to
simulated line shapes generated within the Lindhard formalism
as a first-pass analysis, then with more comprehensive Monte
Carlo GEANT4 simulations that afforded greater confidence and
precision in our results. Through both x2 analysis of the fits
and a ratio analysis of the stopped and slowing features of the
DSAM line shape, we have determined a best-fit lifetime of
7(2]) = 490 =+ 50 fs, corresponding to a reduced quadrupole
transition strength of B(E2;2] — 05,) =566 e’ fm®.

This robust and model-independent result is in agreement
with previous intermediate energy Coulomb excitation mea-
surements, thereby resolving the discrepancy between these
results and the later DSAM measurement. The measurement
is also in relatively good agreement with our sd shell-model
calculations, without having to invoke cross-shell excitations
beyond the N(Z) = 20 shell gap into the pf model space,
as to be expected for this N = Z = 18 system. The results
presented here motivate further nuclear structure studies with
TIP that will benefit from its precision reaction-channel selec-
tivity which enhance TIGRESS y-ray line-shape signatures,
especially those using high-intensity beams to populate weak
channels in the presence of large backgrounds. We especially
look toward the possibility of near-simultaneous Doppler-shift
lifetime and low-energy Coulomb excitation measurements
using the same experimental setup to minimize systematic
uncertainties. Such investigations can provide direct access to
both transition rate and nuclear shape information.
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