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Precise measurement of ax and ar for the 109.3-keV M4 transition in ' Te: Test of
internal-conversion theory
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‘We have measured the K -shell and total internal conversion coefficients (ICCs), ax and ar, for the 109.3-keV
M4 transition in '®Te to be 185.0(40) and 350.0(38), respectively. Previously this transition’s ICCs were
considered to be anomalous, with measured values lying below calculated ones. When compared with Dirac-Fock
calculations, our new results show good agreement. The ak result agrees well with the version of the theory that
takes account of the K -shell atomic vacancy and disagrees with the one that does not. This is consistent with our
conclusion drawn from a series of measurements on high multipolarity transitions.
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I. INTRODUCTION

This study of the 109.3-keV M4 transition in '*>Te presents
the eighth in a series of ax measurements [1-9] we began in
2004. Our goal throughout has been to test the accuracy of
calculated K -shell internal conversion coefficients (ICCs) for
E3 and M4 transitions with a precision of +2% or better. We
particularly sought to distinguish between two versions of the
theory, one that ignored the atomic vacancy left behind by
the emitted electron, and another that took the vacancy into
account. Prior to 2004, there were very few ax values known
to high precision, so the treatment of the vacancy and the
consequent accuracy of the calculated ICCs were controversial
topics [10].

Today, with our new result there are now 11 o values
for E3 and M4 transitions known to better than 2%, all but
three being from our work. They cover the range 48 < Z < 78
and, so far, they strongly support the ICC model that includes
provision for the atomic vacancy.

What makes such precise measurements possible for us
is our having an HPGe detector whose relative efficiency is
known to £0.15% (£0.20% absolute) over a wide range of
energies: See, for example, Ref. [11]. By detecting both the K
x rays and the y ray from a transition of interest in the same
well-calibrated detector at the same time, we can avoid many
sources of error.

The 109.3-keV M4 transition in '*>Te is interesting for two
reasons. First, the difference in calculated o values between
models that do and do not include the vacancy is 3.4%, a small
but experimentally discernible amount; and second, previous
measurements [12—16] have consistently produced results that
were significantly lower than both model calculations. The
measured a7 values have been more scattered but also tended
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to be low [14,16,17]. Of all these published measurements, the
first appeared in 1952 and none is more recent than 1998, so it
is reasonable to ask if these ICCs in '>>Te are really anomalous
or simply suffer from past experimental limitations.

II. MEASUREMENT OVERVIEW

We have described our measurement techniques in detail in
previous publications [1,3] so only a summary will be given
here. If a decay scheme is dominated by a single transition that
can convert in the atomic K shell, and a spectrum of K x rays
and y rays is recorded for its decay, then the K-shell internal
conversion coefficient for that transition is given by

NK €y
UgWK = — * —,
N), €K

(H
where w is the K -shell fluorescence yield; Nx and N, are the
total numbers of observed K x rays and y rays, respectively;
and ex and €, are the corresponding photopeak detection
efficiencies. As in our recent measurement of a transition in
127Te [9], we use the value wg = 0.875(4) from a systematic
evaluation [18].

The decay scheme of the 57.4-d isomer in '>>Te is shown in
Fig. 1. It does not have a single dominant transition but rather
a cascade of two, both of which convert in the K shell and
contribute to Ng. To extract an ax value for the 109.3-keV
M4 transition of interest we use a modified version [8] of
Eq. (1):

Nyss €109

(@3]

Nyioo €36
where the subscripts 109 and 36 on a quantity denote the
transition—either the 109.3-keV or 35.5-keV one—to which
that quantity applies. Note that the result we are seeking for
k109 now depends on ok 3.
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FIG. 1. Decay scheme for the 57-d isomer in '>Te, illustrating
the channels important to this measurement. The data are taken from
Ref. [25].

To make the evaluation of uncertainties more transparent,
it is convenient to recast this equation in the following form:

1 €y109 1

aki09 = - —— - — - Nki09, 3)
Ny €ex ok
where
Nkio9 = Nxg — Nks3e, 4
and
€K
Nk36 = 0k36 - Ny3g - — - wg. (5)
€y36

Here, Ng36 and Nk g9 represent the contributions to the total
K x rays, Nk, due to the 35.5- and 109.3-keV transitions,
respectively. In this particular case, both contributions are
similar in magnitude, so the precision achievable for ok o9
suffers as a result.

There is an advantage to having a cascade though: It allows
the determination of a7 g9 via the equation

Ny 109 736

N.
= (1 4+ ar3e) - . (6)
€109 €y36

(1 + or109) -

Since both a7 values are much greater than 1, the result
extracted for arig9 depends directly on the value assumed
for arszg.

In our experiment, the HPGe detector we used to observe
both y rays and K x rays has been meticulously calibrated
[11,19,20] for efficiency to subpercent precision, originally
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over an energy range from 50 to 3500 keV but more recently
extended [6] with £1% precision down to 22.6 keV, the
average energy of silver K x rays. Over this whole energy
region, precise measured data were combined with Monte
Carlo calculations from the CYLTRAN code [21] to yield a
very precise and accurate detector efficiency curve. In our
present study, the y ray of interest at 109.3 keV is well within
the energy region for which our efficiencies are known to a
relative precision of +0.15%. The 35.5-keV y ray and the
tellurium K x rays, which are between 27 and 32 keV, all lie
comfortably within our extended region of calibration, so the
detector efficiency for them can be quoted to a precision of
+1% relative to the 109.3-keV y ray.

III. EXPERIMENT

A. Source preparation

‘We obtained tellurium metal powder enriched to 99.93(2)%
in '*Te from Isoflex USA. With it, we prepared a neutron
activation target of '>*TeO by the molecular plating technique
[22,23]. The procedure was in principle identical to the one
we used to produce a ''°Cd target for a previous measurement
in this series [8]. A sample of 3.00(2) mg of the '**Te metal
powder was dissolved in 200 nL of 2 M HNOj to convert the
metal to its nitrate form. The solution was then evaporated
to dryness under a stream of Ar gas. Finally, the sample was
reconstituted with 10 uL of 0.1 M HNO; and ~12 mL of
pure, anhydrous isopropanol. This solution was transferred
to an electrodeposition cell [24], and the 124Te(NO3)4 was
electroplated onto a 10 um-thick 99.999%-pure Al backing
(purchased from Goodfellow USA) by application of +700 V
to the Pt anode in the cell. The deposition time was approx-
imately 30 min. After deposition, the target was baked at
200 °C under atmospheric conditions for 30 min to ensure the
chemical conversion of the thermally unstable 124Te(NO3)4
into 1?*TeO,. The resulting average thickness of the **TeO,
layer was determined to be 308(9) ug/cm? as measured by
mass.

We used identically made "TeO, targets to characterize
the product instead of '>*TeQ, because the analysis techniques
led to destruction of the targets. Scanning electron microscopy
determined that the TeO, was mostly uniform, and energy-
dispersive x-ray spectrometry (EDS) verified the elemental
composition by an unambiguous identification of Te and O in
the sample. Unfortunately, the 1:2 stoichiometric ratio of Te:O
could not be confirmed by the EDS, likely due either to the
presence of Al,O3 from the backing or to oxygen-containing
compounds present in the carbon-based tape that was used
to secure the sample for analysis. However, the well-known
chemistry of Te and the proper visual appearance of the target
as a thin layer of a white solid gave us confidence that the
target layer was primarily composed of TeO,.

The electroplated sample was activated for a total of 24 h in
a neutron flux of ~7.5 x 10'2 n/(cm2 s) at the 1-MW TRIGA
reactor in the Texas A&M Nuclear Science Center. After
removal from the reactor, the sample was stored for 3 weeks
and then conveyed to our measurement location. At that time,
the activity from > Te was determined to be ~60 kBq.
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FIG. 2. Portion of the background-subtracted x- and y-ray energy spectrum recorded over a period of 4.7 d, three weeks after activation of
enriched '**Te. Peaks are labeled by their S-decay parent. The cluster of “sum peaks” around 60 keV arise from summing of K x rays and y
rays from the 35.5-keV transition with K x rays from the 109-keV transition. The labeled Ge escape peaks are associated with this cluster.

B. Radioactive decay measurements

We acquired spectra with our precisely calibrated HPGe
detector and with the same electronics used in its calibration
[11]. Our analog-to-digital converter was an Ortec TRUMP™-
8k/2k card controlled by MAESTRO™ software. We acquired
8k-channel spectra at a source-to-detector distance of 151 mm,
the distance at which our calibration is well established. Each
spectrum covered the energy interval 10-2000 keV with a
dispersion of about 0.25 keV /channel.

After energy-calibrating our system with a '>2Eu source, we
recorded sequential ~12-h decay spectra from the tellurium
sample for a total of 112 h. Then, for the following 167 h we
recorded sequential room-background spectra.

IV. ANALYSIS
A. Peak fitting

We summed the spectrarecorded from the tellurium sample,
and summed the background spectra. The latter sum was
then normalized to the same live time as the former and was
subtracted from it. A portion of the background-subtracted
spectrum recorded from the tellurium source is presented in
Fig. 2: It includes the x- and y-ray peaks of interest from the
decay of '™ Te, as well as anumber of peaks from contaminant
activities.

In our analysis of the data, we followed the same method-
ology as we did with previous source measurements [ 1-9]. We
first extracted areas, for essentially all the x- and y-ray peaks
in the background-subtracted spectrum. Our procedure was to
determine the areas with GF3, the least-squares peak-fitting
program in the RADWARE series [26]. In doing so, we used
the same fitting procedures as were used in the original
detector-efficiency calibration [11,19,20].

B. Impurities

Once the areas (and energies) of peaks had been established,
we could identify all impurities in the '>>"Te spectrum and
carefully check to see if any were known to produce x or y

rays that might interfere with the tellurium K x rays or either
of the two y-ray peaks of interest, at 35.5 and 109.3 keV. As
is evident from Fig. 2, even the weakest peaks were identified.
In all, we found three weak activities that make a very minor
contribution to the tellurium x-ray region; these are listed in
Table I, where the contributions are given as percentages of
the total tellurium x rays recorded. No impurities interfere in
any way with either of the y-ray peaks.

Figure 3 shows expanded versions of the two energy
regions of interest for this measurement: one encompassing the
tellurium K x rays together with the 35.5-keV y ray; and the
other, the y ray at 109.3 keV. In all cases, the peaks lie cleanly
on a flat background. The count totals for the combined K
x-ray peaks and for the two y-ray peaks at 35.5 and 109.3 keV
all appear in Table II. The impurity total for the combined
x-ray peaks appears immediately below their count total; it
corresponds to the percentage breakdowns given in Table 1.

C. Contamination from the 35.5-keV peak

The detector response to 35.5-keV photons adds a signif-
icant number of counts to the energy region around the K x
rays. We have previously studied and discussed at length [3]
the scattering tail that extends for over 4 keV towards lower
energy from a photon peak at this energy in our detector. At our
resolution, this tail extends well into the region we integrate
to determine the total number of x-ray counts. Furthermore,

TABLEI. The contributions of identified impurities to the energy
region of the tellurium K x-ray peaks. Contributions from two other
impurities—''%" Ag and '** Sb—were observed at the parts-per-billion
level.

Source Contaminant Contaminant
contribution (%)

121Te Sb K x rays 0.00204(10)

123m e Te K x rays 0.0249(6)

131y Xe K x rays 0.00330(8)
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each peak in this energy region is accompanied by two escape
peaks arising from the escape of germanium x rays from the
detector; these too lie squarely within the x-ray region. Based
on our earlier scattering studies [3] and on the measured
escape-peak ratios for our detector [11], we determine the
total contamination of the x-ray region from the 35.5-keV
peak to be 8.0(13)% of the total 35.5-keV peak intensity. The
corresponding number of counts appears in the first block of
Table II, where it can be seen that the corrections are very
small, totaling only 0.5% of the counts in the combined K
x-ray peaks.

This relative purity allows us to obtain the ratio of the
number of counts in the K peak relative to the number in the
K, peak by fitting both peaks with same parameters. Since
the two peaks are close in energy, at 31.1 and 27.4 keV,
respectively, and scattering effects change very little over this
short energy range, we can avoid the problems encountered
in comparing x-ray peaks with y-ray peaks at considerably
higher energy (see the following section). Therefore, taking
the ratio of detector efficiencies at these two energies from our
CYLTRAN-computed efficiency curve [11], we find the emission
probability ratio p(Kg)/p(Ky) = 0.2268(11), a result that
compares very favorably with the evaluated value for tellurium
[18] of 0.2266(23).

D. Efficiency ratios

In what follows we must compare the intensities of K x rays
with higher energy y rays, so we no longer deal separately with
the K, and Ky x rays. Scattering effects are quite pronounced
at these x-ray energies and they are difficult to account for
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with an HPGe detector when peaks are close together, so we
have chosen as before to use only the sum of the K, and Ky
x-ray peaks. For calibration purposes, we consider the sum
to be located at the intensity-weighted average energy of the
component peaks'—28.03 keV for tellurium.

In order to determine ax for the 109.3-keV M4 transition in
125Te, we require the efficiency ratio, €109/ €k, which appears
in Eq. (2). Following the same procedure as the one we used in
analyzing the decay of ''"Sn [6], we employ as low-energy
calibration the well-known decay of 19Cd, which emits
88.0-keV y rays and silver K x rays at a weighted average
energy of 22.57 keV. Both are relatively close in energy to the
respective y and x rays observed in the current measurement.

In our past publications we separately accounted for
detector efficiency and attenuation in the source, applying the
latter only at the final derivation of the ICC. In the '*Te case,
the important contribution of the 35.5-keV y ray makes it
necessary for us to incorporate the source attenuation into all
the efficiencies. Thus, all calculated efficiencies, €, in what
follows combine the CYLTRAN computed result [11] with the
source attenuation obtained from standard tables of attenuation
coefficients [28].

If we now designate the efficiencies (including source
attenuation) for the K x rays of tellurium and iodine by
€28 and €g»3, respectively, we can obtain the required ratio,

!To establish the weighting, we used the intensities of the individual
x-ray components from Table 7a in Ref. [27].

TABLE II. Corrections to the ' Te K x rays as well as the 35.5- and 109.3-keV y rays. Also included is additional information required

to extract a value for ag.

Quantity Value Source

Te (K, + Kp) x rays
Total counts 2.9136(27)x 108 Sec. IVA
Impurities —8.81(18)x 10* Sec. IVB
35.5-keV peak contamination —1.42(22)x 10° Sec. IVC
Net corrected counts, N 2.8985(35)x 108

Efficiency ratios (including source attenuation)

a. Eygg/€K23 1069(8) [6]
EK23/6K23 0926(5) [1 1,28]
€109/ €88 0.9695(15) [11,28]
€,109/€K28 0.960(9) Eq. (7)

b. 6y88/€y36 1002(5) [1 1,28]
€x28/€y36 1.012(10) Eq. (8)

35.5-keV y ray
Total counts, N, 36 1.6923(13)x 107 Sec. IVA
Contribution to x ray, Ng3e 1.746(20)x 108 Eq. (5)

109.3-keV y ray
Total counts, Ny g9 6.842(11)x 10° Sec. IV A
Contribution to x ray, Ng g9 1.153(20)x 108 Eq. (4)

Evaluation of ag
NKlog/Ny 109 1686(30) This table
Lorentzian correction +0.12(2)% Sec. IVE
Wk 0.875(4) [18]
ag for 109.3-keV transition 185.0(40) Eq. 3)
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FIG. 3. Spectra for the two energy regions of interest in this
measurement, the one on the left including the tellurium K x rays
with the 35.5-keV y-ray peak; and the one on the right, the y-ray
peak at 109.3 keV. These correspond to the full spectrum presented
in Fig. 2.

€,109/ €k 28 from the following relation:

€109 €y88 .6K23 €109

= : 7

€y88

€K28 €K23 €K28

We take the ' Cd ratio €,,88/ €23 from our previously reported
measurement [6]. The ratio €,109/€,383 is close to unity and
determined with high precision from our known detector
efficiency curve calculated with the CYLTRAN code [11], while
€k23/€K28 comes from a CYLTRAN calculation as well but in an
energy region with higher relative uncertainty. Nevertheless,
the energy span is not large so the uncertainty is only £0.5%.
The values of all four efficiency ratios from Eq. (7) appear in
part a of the second block of Table II.

In evaluating Eq. (5), we also require the efficiency ratio
€k28/€y36, Which can be expressed as follows:

€K28 _ €K23 €K28 €y88 ®)

€y36 €88

€K23  €y36

Here, the first terms on the right are the same as the
corresponding terms in Eq. (7) except that they are inverted.
The third term, €,33/€y36, which comes from a CYLTRAN
calculation, appears in part b of the second block of Table II
together with the result for exog/€,,36.
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E. Lorentzian correction

As explained in our previous papers (see, for example,
Ref. [1]) we use a special modification of the GF3 program
that allows us to sum the total counts above background
within selected energy limits. To account for possible missed
counts outside those limits, the program adds an extrapolated
Gaussian tail. This extrapolated tail does not do full justice
to x-ray peaks, whose Lorentzian shapes reflect the finite
widths of the atomic levels responsible for them. To correct for
this effect we compute simulated spectra using realistic Voigt
functions to generate the x-ray peaks, and we then analyze
them with GF3, following exactly the same fitting procedure
as is used for the real data, to ascertain how much was missed
by this approach. The resultant correction factor appears as a
percent in the fifth block of Table II.

V. RESULTS AND DISCUSSION

With one exception, all the quantities required to evaluate
Egs. (3)—(5) are available in Table II. The exception becomes
evident when we seek to use Eq. (5) to derive Ngsg, the
contribution of the 35.5-keV transition to the K x rays: We
need to calculate the K-shell ICC for the 35.5-keV transition,
o k36. This is a mixed M1 and E?2 transition with a measured
mixing ratio of § = 0.031(3) [25]. Our ICC calculations are
made within the Dirac-Fock framework with the option either
to ignore the K -shell vacancy or to include it in the “frozen-
orbital” approximation [29]. Taking the transition energy to be
35.4925(5) keV [25], we find that the two different calculations
yield values of ag3¢ that differ by less than 1%: 11.61 (no
vacancy) and 11.69 (vacancy included). So as not to prejudice
our result for the 109.3-keV transition, we adopt the value
11.65(4), which encompasses both possibilities. Substituting
this value into Eq. (5) we obtain the N3¢ result that appears
in the third block of the table.

Next, using the corrected number of counts in the K x-ray
peaks, Nk, which is given on the last line of the first block in the
table, we obtain Ng g9 from Eq. (4); that result is given in the
fourth block of Table II. Finally, after applying the Lorentzian
correction to Nk 199 we use Eq. (3) to derive the result

akio9 = 185.0(40), ©))

where the uncertainty is dominated by contributions from the
efficiency ratios and wg.

Making use of Eq. (6), we can relate the total ICCs for the
35.5- and 109.3-keV transitions with the following relation:

ariee = 23.95(25)(1 + ar3e) — 1, 10)

where we have used the ratio €, 109/€,36 = 0.971(10) based
on our known detector efficiency response [11], and we have
included a 0.31% correction to account for real coincidence
summing. Since the amount of summing with K X rays is
different for the two y rays, the effect needs to be incorporated
into the derivation of «7199, which involves a y -ray ratio. The
effects cancel out when the ratios are of x rays to y rays for an
individual transition, as in the derivation of ok ¢9.

To obtain aro9 from Eq. (10) we need to calculate a value
for the total ICC for the 35.5-keV transition. If the atomic
vacancy is ignored, the calculated value of a73¢ is 13.61; if the
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TABLEIII. Comparison of the measured «x and a7 values for the
109.276(15)-keV M4 transition from '"Te with calculated values
based on three different theoretical models, one that ignores the K-
shell vacancy and two that deal with it either in the “frozen-orbital”
(FO) approximation or the self-consistent field (SCF) approximation
(see text). The uncertainties on the calculations reflect the uncertainty
in the measured transition energy. Shown also are the percentage
deviations, A, from the experimental value calculated as (experiment-
theory)/theory. For a full description of the various models used to
determine the conversion coefficients, see Ref. [1].

Model ok A(%) or A(%)

Experiment 185.0(40) 350.0(38)

Theory:
No vacancy 179.5(1) +3.0(22) 348.7(3) +0.4(11)
Vacancy, FO 185.2(1) —0.1(22) 355.6(3) —1.6(11)
Vacancy, SCF  184.2(1) +0.4(22) 354.2(3) —1.2(11)

vacancy is included, the value is 13.70. Once again we choose
the average with an assigned uncertainty that encompasses
both values, 13.66(5). Substituting this value into Eq. (10), we
obtain

ario = 350.0(38). (11)

Here, the uncertainty is overwhelmingly due to the contribu-
tion from the efficiency ratio.

Both akig9 and a7ig9 have been measured a number of
times in the past. Previous results for o x99 are 159(24) [12],
151(11) [13], 169(7) [14], and 166(9) [15,16].> The first of
these results, published in 1952, is statistically consistent
with ours but the three more recent ones, appearing between
1977 and 1998, are lower by two or more of their standard
deviations. In the case of @119, the previous results are 357(11)
[17], 304(17) [14], and 318(40) [16]. Once again, the earliest
measurement, from 1977, is consistent with our result, as is the
most recent 1998 result. The 1982 measurement is low by more
than two of its standard deviations. Although overall there is
some agreement with our results, all but one of the previous
measurements has been low, and the averages have led to the
conclusion that the ICCs for this transition are anomalously
low. Our measurements show this to be false.

We compare our results with three different theoretical cal-
culations in Table III. All three calculations were made within
the Dirac-Fock framework, but one ignores the presence of the
K -shell vacancy while the other two include it using different
approximations: the frozen-orbital approximation, in which it
is assumed that the atomic orbitals have no time to rearrange
after the electron’s removal; and the SCF approximation, in
which the final-state continuum wave function is calculated
in the self-consistent field (SCF) of the ion, assuming full
relaxation of the ion orbitals.

The percentage deviations given for «og in Table III
indicate excellent agreement between our measured result
and the two calculations that include some provision for the

2We treat the result quoted in these two publications as originating
from a single measurement.
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atomic vacancy. Our measurement disagrees by 1.4 standard
deviations with the calculation that ignores the vacancy. This
outcome is barely significant statistically but it is consistent
with our previous seven precise ax measurements on E3
and M4 transitions in '''Cd [8], '"*Sn [6,7], '*'Te [9], '**Cs
[3,4], ¥"Ba [3,4], "°Ir [1,2], and "7Pt [5], all of which
agreed well with calculations that included the vacancy,
and disagreed—some by many standard deviations—with the
no-vacancy calculations.

The situation is more ambiguous for ar: There our
measured result agrees best with the no-vacancy calculation
but it is consistent as well with the SCF version of the
calculation, which includes the vacancy. Note also that the
measured value of o799 depends on a calculated value for
o736, Which in turn depends on the measured £2/M 1 mixing
ratio [25] for the 35.5-keV transition. If that mixing ratio were
wrong, it could have an impact on our arg9 result.

VI. CONCLUSIONS

Our measurements of the K-shell and total internal con-
version coefficients for the 109.3-keV M4 transition from
125m Te have yielded values that are no longer anomalous when
compared with calculations that use the Dirac-Fock theory.
In addition, the result for ak g is precise enough to show a
statistical preference, albeit small, for one particular version
of the Dirac-Fock theory: It agrees well with the version
that includes the atomic vacancy and disagrees (by ~1.40)
with theory if the vacancy is ignored. We have now made
eight precise ax measurements for £3 and M4 transitions
in nuclei with a wide range of Z values. Their corresponding
conversion-electron energies also ranged widely, from ~4 keV
in 'Ir to ~630 keV in '*’Ba. These measurements together
present a consistent pattern that supports the Dirac-Fock
theory for calculating K -shell internal conversion coefficients
provided that it takes account of the atomic vacancy.

Early results from our program influenced a 2008 reeval-
uation of ICCs by Kibédi et al. [30], who also developed
Brlcc, a new database obtained from the basic code by
Band et al. [29]. In conformity with our conclusions, Brlcc
employed a version of the code that incorporates the vacancy
in the frozen-orbital approximation. The Brlcc database has
been adopted by the National Nuclear Data Center (NNDC)
and is available on-line for the determination of ICCs. Our
experimental results obtained since 2008 continue to support
that decision.

Though we have obtained a +1.1% result for the total ICC
of the 109.3-keV transition, it is still not precise enough to
allow any conclusions to be drawn concerning a preferred
version of the Dirac-Fock theory for a7i99. The calculated
results differ from one another by less than 2%, and our result
has statistical overlap with both the no-vacancy and SCF
vacancy-inclusive versions. Any definitive conclusion must
await a measurement with even greater precision. Certainly,
though, we can already conclude that the large discrepancy
with theory, suggested by previous measurements, can be ruled
out.
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