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Experimental study of high-lying states in 28Mg using the resonant elastic scattering of α particles
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6Universidade de Santiago de Compostela, Praza do Obradoiro, 15782 Santiago de Compostela, Spain
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The excitation function of 28Mg above the α-decay threshold has been measured for the first time using the
resonant scattering of α particles with the technique of a thick target in inverse kinematics. Thirteen new states
are reported between Ex = 15.5 and Ex = 20.5 MeV, and suggestions for spin-parity assignments are given for
two of these. Calculations of the branching ratio to α decay for these states as well as comparison of the measured
cross sections to calculations suggest that α + 24Neg.s. clustering is not dominant in this energy regime.
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I. INTRODUCTION

The concept of α clustering is well established in N = Z
light nuclei [1,2], and there is increasing evidence for this
phenomenon in neutron-rich nuclei. The most well known
case is that of the neutron-rich beryllium isotopes: Seya et al.
[3] showed that the binding energies of 8−14Be are well
reproduced by a model that is based on α-α cluster structure,
and more recent antisymmetrized molecular dynamics (AMD)
calculations (a method thoroughly reviewed in Ref. [4]) have
shown that this cluster structure emerges from an ab initio
approach where there are no a priori assumptions about
clustering [5]. The AMD calculations allow inspection of the
single-particle wave functions of the valence neutrons, which
are found to resemble those of atomic molecular orbitals. In
particular, neutrons in σ orbitals—associated with localization
of the neutron probability density along the axis joining the α
cores—are seen to enhance the cluster structure. Conversely, π
orbitals, where the bond axis is perpendicular to the symmetry
axes of the component orbitals, are seen to reduce it. The same
calculations reproduce observed binding energies and nuclear
radii well, supporting this interpretation.

A similar pattern of experimental data is beginning to
emerge for the neon isotopes. The picture of 20Ne as a two
body α+16O system is supported by the presence of rotational
bands the members of which have large reduced widths for α
decay [6], and the concept of molecular orbitals for valence
neutrons has been extended to 21Ne [7,8]. In a study of 22Ne [9],
a strongly α-decaying rotational band is again identified where
neutrons are exchanged between the 16O and α cores. AMD
calculations [10] also suggested the presence of molecular
orbital bands where the cluster structure is again enhanced by
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two valence neutrons in σ orbitals, although these states were
not associated with those in the experimental study.

Given the evidence for α clustering in the neon isotopes,
it is reasonable to suggest that this phenomenon may also
be present in the analogous symmetric magnesium nuclei.
Such structures would be of the form α + xn + 16O +xn + α,
and would represent the most complex nuclear molecules yet
observed. This idea is proposed and illustrated by von Oertzen
[7] with an extended Ikeda diagram. Of particular interest is the
28Mg nucleus, which is labeled nuclear water because of the
similarity of the He2O structure to that of the H2O molecule [7].

Previous studies of 28Mg have used either the two-neutron
transfer reaction 26Mg(t,p) [11–14] or the β decay of 28Na
[15–17]. These works have resulted in the measurement and
characterization of levels up to an excitation energy of 8.4
MeV [18]. The current work reports results using the resonant
elastic scattering of α particles with 24Ne, thus directly
populating 28Mg above the threshold for α decay, which occurs
at 11.5 MeV—an entirely uncharted energy region for this
nucleus.

II. EXPERIMENTAL METHOD

The investigation was performed using the thick target in
inverse kinematics (TTIK) technique [19,20]; a schematic of
the setup is shown in Fig. 1. A primary beam of 26Mg at
82 MeV/nucleon provided by the cyclotron facility at the
Grand Accelerateur National d’Ions Lourds (GANIL) was
incident on the carbon production target of the Système
de Production d’Ions Radioactifs Accélerateuérés en Ligne
(SPIRAL) facility [21,22]. The resulting 24Ne ions were post-
accelerated to 3.8 MeV/nucleon by the Cyclotron for Medium
Energy Ions (CIME) and collided with a 36-cm-thick helium
gas target. The α particles from these reactions were detected
using an array of silicon strip detectors placed within the gas.
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FIG. 1. Schematic of the experimental chamber.

The helium gas served as both the target and energy-loss
medium, causing reactions to take place over a continuous
range of energies, with the pressure chosen such that the
beam was fully stopped within the gas volume. This allowed
a detector to be placed at 0◦ (180◦ in the center-of-mass (c.m.)
frame of the reaction), where the Rutherford cross section
is minimum and the resonance scattering cross section is
maximum.

The chamber was filled with helium gas to a pressure of
720 mbar, and separated from the beamline by a 4.9 ± 0.5-μm-
thick Havar window. The detector at 0◦ was a 50-mm-square
double-sided silicon strip detector, 1000 μm thick, with
orthogonal sets of 16 strips on the front and back faces
giving an effectively pixelated detector. Away from 0◦, a
“lamp-shade” array of six single-sided wedge-shaped silicon
detectors (Micron YY1 design [23]) was used, with each
detector having an active area 80 mm in length from the
innermost to the outermost strip. With the beam incident
along the z axis, the array provided full azimuthal coverage,
and 7◦–22◦ coverage in the polar angle θ , measured in the
laboratory frame with the coordinate origin placed at the
entrance window. Each of the 16 strips of the wedge detectors
represented an approximately constant θ .

Calibration was performed using a 239Pu -241Am -244Cm
triple-α source, and because no data currently exist in this
excitation energy region for the purposes of comparison,
a cross-check was provided by a test beam of 20Ne at
3.5 MeV/nucleon allowing measurement of states in 24Mg for
which a significant amount of experimental data are available.
Three additional Havar degraders were available upstream
of the window in order to provide different beam energies
for the purposes of identifying inelastic events. Changing
the foil thickness by 2 μm allowed stepping of the beam
energy by approximately 10 MeV and thus the c.m. energy
by approximately 1.5 MeV; the first excited state in 24Ne
lies at 2.0 MeV so events that are within 2.0 MeV of the

FIG. 2. Comparison of the excitation function of 24Mg measured in this work at 180◦ and of Ref. [25] measured at 168◦. The latter is shown
(a) unaltered and (b) after convolution with a resolution of 60 keV FWHM.
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FIG. 3. Excitation energy in 28Mg, showing the calculated Rutherford cross section (green dashed line) that has been used for normalization.
The inset shows detail of the resonances with a fit using overlaid Gaussian peak shapes (red solid line). The three regions that were used for
normalization of the data are indicated with yellow shading. See text for details.

maximum available excitation energy must result from elastic
scattering.

To aid the analysis of the data, an in-house Monte Carlo
simulation was used to characterize the performance of the
experimental setup. The code REX [24] simulates scattering
events that occur according to a chosen excitation function;
the beam and the scattered nuclei are tracked through the
gas according to calculations of energy loss and straggling
effects. The output of the code is a list of detected events that
can be analyzed in the same way as the experimental data
thus allowing characterization of the resolution and efficiency
of the experiment. In addition, each smearing effect can be
included or excluded individually, allowing the contribution
to the resolution of each to be determined. REX is described in
full in Ref. [24].

III. RESULTS

The energies of events in the zero-degree detector were
transformed into the c.m. frame using an inverse kinematics
calculation, which also took into account the energy loss
in the gas. Since particle identification was not available,
it was assumed that all detected particles were α particles.
Since, in the measured energy range, the only open decay
channels are neutron, α, and proton (see Table II), and the
proton channel can be expected to be strongly inhibited by
the Coulomb barrier, interpreting all events as α particles is

a valid assumption. By assuming that the detected α particles
have been elastically scattered, the reaction c.m. energy can
be unambiguously reconstructed. In addition, each c.m. energy
corresponds to a certain depth in the gas, allowing the data to be
corrected for the geometrical efficiency of the detector array
which varies with the distance of the events from the array.
This correction was applied using a REX simulation which
calculated the efficiency of the detector array as a function
of excitation energy in the compound nucleus. The intrinsic
energy resolution of the silicon detectors and associated
electronics was ∼100 keV, which translates to a resolution
of ∼60 keV FWHM in the c.m. frame.

A. 24Mg

The excitation spectrum obtained for 24Mg is shown in
Fig. 2. Relative normalization of the cross section is provided
by correcting for efficiency; absolute normalization is then
given by comparison to the calculated Rutherford cross
section. To check the validity of the method, it can be compared
to the data of Abegg and Davis [25] where the same excitation
function is measured using a normal kinematics thin-target
reaction. That experiment could not measure the cross section
at 180◦, so the closest angle available (168◦) is used. The two
spectra are produced for comparison entirely independently:
no matching of energies or cross sections has been performed.
The data of Ref. [25] are shown both in raw form (top panel),
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FIG. 4. Comparison of excitation functions for 28Mg measured with four different beam energies, showing (a) the spectra normalized to
each other using the Rutherford cross section between 13.1 and 14.0 MeV and (b) the differences between each of the lower beam energy
spectra (green with dashed line, red with dot-dashed line, magenta with dotted line) and the spectrum with the highest beam energy (blue with
solid line). For each spectrum, the highest available excitation energy is marked.

where the resolution of the thin-target technique is seen to be
better than the current work (as it depends primarily on the
energy spread of the beam from the tandem accelerator, which
is small), and after convolution with a constant resolution of
60 keV FWHM (the approximate energy resolution of the
current work). The energy agreement is excellent, and the
shapes of both data sets after convolution match very well.
Differences in cross section are attributed to the different
measurement angles, and larger differences are seen at higher
energies as higher spin states (with more sharply peaking
angular distributions) become accessible.

The comparison reveals that the experimental detail of the
TTIK approach is well understood and that, despite the lack of
previous data for comparison, the results for 24Ne+α scattering
are also reliable.

B. 28Mg

The resulting excitation energy spectrum for 28Mg is shown
in Fig. 3. Also shown is the calculated Rutherford cross section
for this reaction, which again provides overall normalization
using the region from 15.0 to 15.5 MeV in excitation energy.

Data taken using lower beam energies are shown in Fig. 4
and indicate that there are no significant inelastic contaminants
in the spectrum. In total, four different degrader combinations
were used giving beam energies entering the gas of 62.6, 53.5,

44.0, and 33.7 MeV. The corresponding excitation energies are
marked in Fig. 4. Also shown are the differences between each
of the three lower beam energies compared to the highest,
demonstrating that there are no significant deviations from
zero.

Thirteen new states are identified in the data of Fig. 3, and
the energies and widths were found using a fit of Gaussian
peak shapes. The fit is shown in Fig. 3, and Table I shows
the fitted parameters. The relative strength (area) of each
state is also given in arbitrary units relative to the largest
state at 19.14 MeV, which is assigned strength = 1. The
main contribution to the uncertainty on the fitted parameters
is the normalization to the Rutherford cross section, and so
this uncertainty was quantified by repeating the fit with the
normalization performed using different parts of the spectrum:
13.5–15.0 MeV, 15.0–15.5 MeV, and 15.8–16.0 MeV. These
regions are highlighted in Fig. 3. The parameters in Table I are
the means of the parameters from each fit; the uncertainties
are the standard deviations. If the uncertainty was larger than
the result, an upper limit is given. For those states that could
not be fit in all cases due to the level of the background, either
no uncertainty is given or the result is left blank. It should be
noted that the Gaussian fit does not fully reproduce the shape
of the 18.14 MeV state. This could be an indication that there
is more than one state in this region that cannot be resolved in
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TABLE I. Fitted parameters for states in 28Mg using Gaussian
peak shapes with a Rutherford background. Relative strength gives the
area of each state as a fraction of the 19.14 MeV state. Uncertainties
are characterized by the variation over three fits; see text for details.

Energy (MeV) FWHM (keV) Area (mb/sr) Relative strength

15.664(5) 70(60) <0.2
16.1 100 <0.1
16.377(7) 120(80) <0.3
16.55(5) 120(40) 150(130) 0.06(5)
16.836(5) 190(50) 790(590) 0.30(23)
17.13(2) 220(40) 870(280) 0.33(11)
17.35(3) 230(30) 910(660) 0.35(25)
17.656(8) 130(30) 330(230) 0.12(9)
18.14(3) 340(100) 1500(1000) 0.59(40)
19.144(4) 230(60) 2600(1400) 1.00(52)
19.43(4) 280(70) 1070(380) 0.41(15)
20.04(2) 350(40) 920(520) 0.35(20)
20.414(8) 90(10) 170(110) 0.07(4)

this experiment; however, since there is no clear indicator for
multiple states only one was included in the fit.

The data from the entire silicon array are shown in Fig. 5
where the energy of each event is plotted against angle in
the laboratory frame relative to the entrance window of the
chamber. The experimental resolution becomes worse for low
energies (i.e., scattering events that are closer to the detectors)
and large scattering angles. Calculation of the scattering angle
is performed after choosing a random position for each event
within the strip or pixel where it is detected, in order to improve
the legibility of figures.

FIG. 5. Energy of all α particles from 28Mg plotted against angle,
measured with the coordinate origin placed at the entrance window.
The data in the left-hand block are from the zero-degree detector,
and those in the right-hand block are from the lamp-shade array. The
software gates used to obtain angular distributions are shown; see text
for details of the gating procedure.

FIG. 6. Angular distribution for the state at 19.14 MeV (points
with error bars), with simulated distributions (lines).

The angular distributions were obtained by drawing a
software gate around the relevant portion of events in Fig. 5
and using these data to create a spectrum for the angular
distributions. REX simulations of a state at the excitation energy
of interest, with a uniform angular distribution, were used to
deduce the position of the gates in Fig. 5 as this method shows
the loci of the kinematic lines for each state in the laboratory
frame. The simulations also give the experimental resolution
and so the spread of the angular distribution.

REX was also used to deduce the spin of each state by
simulating the angular distributions of states at the relevant
energies for a known series of spins in order to compare to the
data. In the c.m. frame, the angular distributions are given by
Legendre polynomials of order �, where � corresponds to the
spin of the state. In the laboratory frame, the locations of the
maxima and minima also depend on the excitation energy of
the state; the distributions are further modulated by the array
efficiency which is a function of both energy and scattering
angle. These effects are discussed in detail in Ref. [24]. The
data are then compared to the simulated distributions to find
the spins of the states.

Fig. 6 shows the angular distribution for the state at
19.14 MeV, along with a selection of the simulated distri-
butions. A bin size of 0.1◦ has been chosen for clarity, though
it should be noted that the angular resolution is not this high.
The data show strong agreement with the � = 4 case due to
the matching positions of the maxima. A state of a lower spin
than those shown would not give as large a variation in count
rate across the measured region, while a larger spin would be
evidenced by the presence of multiple maxima. The absence
of a minimum matching the simulated distributions indicates
there may be other, minor, contributions to the spectrum, which
distort the angular distributions.

The distribution from the second gate, corresponding to
the state at 18.14 MeV, is shown in Fig. 7. Simulations are
again shown, but in this case the agreement is not as clear as
for the 19.14 MeV state. The energy width of the gate was
varied and the resulting distributions compared to show which
components are strongest at the center: a wide gate gave an
angular distribution that was consistent with � = 0, most likely
due to the mixing of distributions from multiple states. As the
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FIG. 7. Angular distribution for the state at 18.14 MeV (points
with error bars), with simulated distributions (lines).

gate is narrowed, a maximum starts to appear that is most
consistent with � = 3, and this narrow gate is shown in Fig. 7.
The nature of the angular distribution as well as the quality of
the Gaussian fit in this region suggest that there may be more
than one state within the measured peak.

IV. DISCUSSION

While only the α channel has been measured, the spin
determination described above allows an estimate to be made
of the partial α width, �α/�tot, as the measured cross section
in the α channel depends on both the partial and total widths.
Table II lists the decay channels that were open in this
experiment. Since the threshold for proton decay is high
(16.8 MeV), with the available energy proton decay will be
strongly suppressed by the Coulomb barrier. The R-matrix
penetrability for a proton-decaying � = 4 state at 19.14 MeV
is P� = 10−3, compared to P� = 2.5 for the α channel. Since
strong contributions from inelastic channels are not present,
as discussed in Sec. III B, it is reasonable to expect that the
only other competing channel in the measured energy range is
neutron decay.

For the state at 19.14 MeV, an R-matrix calculation was
performed using the code AZURE2 [26], with input parameters
being the measured level energy and spin from the above
analysis. The code performed a fit, varying the widths in the
α and neutron channels only, in order to obtain a value for
the branching ratio for α decay. The resulting fit is shown in
Fig. 8, and the fitted widths are given in Table III.

Using the measurement of �α and �tot, an initial indicator of
the extent of clustering can be made by calculating the reduced
width for α decay, γ 2

α , and comparing this value to the Wigner

TABLE II. Decay thresholds for 28Mg [18].

Decay channel Threshold energy (MeV)

n 8.505
α 11.492
2n 14.947
p 16.790

FIG. 8. R-matrix fit (red line) to the state (blue circles) at
19.14 MeV with J π = 4+. A clear shoulder on the high energy
side of the peak has been ignored in the fit. In the fitting region
(Ex = 18.9–19.3 MeV) χ 2/d.o.f = 1.22.

limit, γ 2
W , given by

γ 2
W = 3�

2

2μR2
c

, (1)

with the channel radius Rc. This was calculated using the mass
numbers of the interacting nuclei, ANe and Aα , from

Rc = r0

(
A

1/3
Ne + A1/3

α

)
, (2)

where r0 = 1.4 fm. These calculations were performed using
an in-house code, CKIN [27], which includes the routine
WCLBES from the CERN libraries [28]. For the state at
19.14 MeV, with Jπ = 4+ and �α/�tot = 0.38, this gave
a value of γ 2

α /γ 2
W = 3.8%, suggesting that α clustering is

suppressed.
Assuming that the only decay mode of the state other than

α decay is via the single neutron channel, i.e., �n = �tot − �α ,
a value of �n = 150 keV would be found, which represents an
upper limit for the neutron decay width from this state. The
code GAMOW [29] was used to calculate the neutron decay
width by solving the Schrödinger equation for a neutron in the
potential produced by the 27Mg nucleus. The potential used in
the calculations was a standard Woods-Saxon shape, given by

V (r) = −V0
1

1 + e(r−R)/a
, (3)

where R is the radius parameter, with R = r0A
1/3
T and AT =

27, and a is the diffuseness parameter. An initial value of
V0 = 100 MeV was used. Using r0 = 1.4 fm and a = 0.5 fm
gives �n = 5.1 MeV, much greater than the measured value,

TABLE III. Level widths in 28Mg from R-matrix fitting.

State energy J π �α �tot �α/�tot γα/γW

(MeV) (keV) (keV) (%)

19.14 4+ 90 240 0.38 3.8
18.14 (3−) 140 340 0.29 6.0
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FIG. 9. Calculated widths for the α and neutron channels, (a)
�α and (b) �n, using the code GAMOW, as a function of the radius
and diffuseness parameters r0 and a. A horizontal red line shows the
experimental value of �α (90 keV); the corresponding value for �n

found using an R-matrix calculation (150 keV) is not visible on this
scale.

suggesting that this state is much longer lived than may be
expected from this simple model. Reproducing the measured
width with this potential requires much smaller parameters
which do not have any physical meaning.

The GAMOW code can also be used to calculate the decay
width that would be expected for an α particle interacting
with a 24Ne core, i.e., for an α-clustered state. The results
of these calculations for both �α and �n are summarized in
Fig. 9, which shows that in order to reproduce the experimental
widths, unusually small values of r0 and a are required. This
suggests that the measured states are not α clustered.

The R-matrix fitting analysis was repeated for the state
at 18.14 MeV, assuming a spin-parity of Jπ = 3−, and the
results are included in Table III. Again, the results suggest
that α clustering is not prominent. In addition, an R-matrix
calculation of a state at this energy with Jπ = 0+ cannot
reproduce the experimental cross section even with �α = �tot,
supporting the conclusion that this feature is not the result of
a single 0+ state.

While analysis of the branching ratio to α decay is only
possible for the two states with spin-parity assignments, it is

clear that if there were any strongly α-clustered states within
the measured energy region they would have been identified
with this experimental method. This measurement suggests,
therefore, that α clustering is not dominant anywhere in this
energy range. It is of interest to note that the thresholds
for the 23Ne+n+α and 22Ne+2n+α structures lie at 20.4 and
25.6 MeV, respectively, and therefore molecular structures
would be expected to be enhanced at or above these energies.
Hence, the structure of these states remains an open question.
A natural extension of this work would be to extend the
measurement of the cross section to higher energies, though it
should be noted that many other reaction channels would be
opened and therefore the analysis of the data would be more
complex.

V. CONCLUSIONS

Thirteen states in 28Mg have been newly identified and the
widths for ten of these have been measured. For one of these,
at 19.14 MeV, a clear spin assignment of Jπ = 4+ is given and
for a second, at 18.14 MeV, a tentative assignment of Jπ = 3−
is made. For the state at 19.14 MeV, an R-matrix fit is used to
calculate the partial α width and thus the ratio of reduced width
to the Wigner limit is found to be 3.8%, which suggests this
is not a strongly clustered state. Calculation of the expected
neutron width, however, gives a much larger value than is
measured, so the nature of this state is not yet clear. More
sophisticated calculations are required in order to explain the
observed parameters.

In the case of future experimental work aimed at under-
standing the molecular structure of 28Mg it would be beneficial
to increase the size of the measured energy range to include
the 23Ne+n+α and 22Ne+2n+α thresholds, which lie at 20.4
and 25.6 MeV, respectively. Observation of the behavior of
the cross section as these channels become available would be
an indicator of the role of molecular structures in the 28Mg
system.
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