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Specific heat of matter formed in relativistic nuclear collisions
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We report the excitation energy dependence of specific heat (c,) of hadronic matter at freeze-out in Au+Au
and Cu+Cu collisions at the BNL Relativistic Heavy Ion Collider energies by analyzing the published data
on event-by-event mean transverse momentum ({pr)) distributions. The (pr) distributions in finite py ranges
are converted to distributions of effective temperatures, and dynamical fluctuations in temperature are extracted
by subtracting widths of the corresponding mixed event distributions. The heat capacity per particle at the
kinetic freeze-out surface is presented as a function of collision energy, which shows a sharp rise in ¢, below
/Snn = 62.4 GeV. We employ the hadron resonance gas (HRG) model to estimate c, at the chemical and kinetic
freeze-out surfaces. The experimental results are compared to the HRG and other theoretical model calculations.
HRG results show good agreement with data. Model predictions for ¢, at the CERN Large Hadron Collider

energy are presented.
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I. INTRODUCTION

The major goal of colliding heavy-ions at the Relativistic
Heavy Ion Collider (RHIC) at Brookhaven National Labo-
ratory and the Large Hadron Collider (LHC) at CERN is to
study matter at extreme conditions of temperature and energy
densities, where quarks and gluons, rather than mesons and
baryons, define the relevant degrees of freedom [1]. This new
phase of matter, the quark-gluon plasma (QGP), is governed
by the principles of quantum chromodynamics (QCD) and
is the result of a phase transition from the normal nuclear
matter [2,3]. Experiments at RHIC and LHC are on the quest
to unearth the nature of the QCD phase transition and to get
a glimpse of how matter behaves at extreme conditions. The
beam energy scan (BES) program at RHIC has been initiated to
explore the onset of phase transition by scanning the collision
energy over a larger range and to locate the critical point in the
QCD phase diagram.

The thermodynamic state of the QCD matter can be
specified by the temperature 7 and the chemical potentials
g, (s, and g corresponding to the conserved charges of
QCD, namely baryon number (B), strangeness (), and electric
charge (Q), respectively. Phase transitions are associated
with the transformation of thermodynamic quantities such
as pressure, entropy, and energy density, as well as a set of
response functions, like, specific heat, compressibility, and
susceptibility with change in T', g, (g, and ws. In this article,
we discuss the specific heat (c,) of the system produced in
heavy-ion collisions at relativistic energies and its behavior as
a function of collision energy.

Specific heat is a thermodynamic quantity characterizing
the equation of state of the system. For a system undergoing
phase transition, c, is expected to diverge at the critical point.
Temperature fluctuation of the system provides an estimation
of c,. Near the critical point, the specific heat is normally
expressed in terms of a power law, ¢, o« |T — T,|"«, where
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T, is the critical temperature and « is critical exponent. Thus
the variation of thermal fluctuations with temperature can be
effectively used to probe the critical point.

Hadron resonance gas (HRG) model analysis of the particle
yields indicate the formation of a thermal source for the pro-
duced particles in heavy-ion collisions [4,5]. The production
of alarge number of particles in each collision at the RHIC and
LHC energies makes it even possible to study several quantities
on an event-by-event basis [4-9] and hence measure their event
to event fluctuations. Thus, with the measurement of 7 on an
event-by-event basis, it is possible to extract the ¢, of the hot
and dense strongly interacting matter produced in heavy-ion
collisions. Assuming complete thermal equilibrium up to the
surface of last scattering which is the kinetic freeze-out surface,
¢, is then expected to reveal the thermodynamic state of the
matter at the moment of kinetic freeze-out.

The specific heat and its variation as a function of tem-
perature have been studied extensively in different theoretical
calculations. Statistical and HRG models have been used to
obtain ¢, as a function of temperature in hadron gas and in
quark-gluon matter [10-13]. In Ref. [11], a parton and hadron
cascade model has been used to investigate ¢, as a function of
beam energy for the initial partonic stage using quark-gluon
matter and the final stage using hadronic matter. Lattice QCD
calculations [ 14—16] provide estimations of ¢, for a wide range
of temperatures. In Ref. [14], continuum limits of ¢, have
been calculated in quenched QCD at temperatures of 27, and
3T,, where T, is the transition temperature. It is found that ¢,
differs significantly from that of the ideal gas. Recent lattice
calculations using (2+41)-flavor QCD with almost physical
quark masses give the results of ¢, for a temperature range
of 130 to 400 MeV [15]. The low temperature (hadron phase)
results agree well with HRG.

The specific heat has its origin in the event-by-event
temperature fluctuations, which manifests through the fluc-
tuations in the transverse momenta (pr) [4,5,11-13,17-21].
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Event-by-event fluctuations of (pr) have been reported by
experiments at the CERN Super Proton Synchrotron (SPS)
[22-25] and beam energy scan at RHIC [26-29]. The values
of ¢, extracted from the experimental results have large errors
[21,23,24,30]. The pr fluctuation data from Ref. [22] yielded
the value of ¢, to be 60 £ 100 at 7 = 180 MeV for SPS
energies. The statistical fluctuations arising from the finite
multiplicity distributions of charged particles may significantly
affect the extracted thermodynamic fluctuations [17]. In the
present work, this is taken care of by subtracting the widths of
the results of mixed events from the real data. Since radial flow
affects the estimation of temperature, its effect has also been
considered. Finally, the values of ¢, have been calculated as a
function of beam energy from published experimental data and
compared to lattice and HRG calculations. Further predictions
have been made for the LHC energies.

The paper is organized as follows. In Sec. II, we present
the methodology for extraction of ¢, from event-by-event av-
erage transverse momentum distributions and from theoretical
calculations. The HRG model calculations of specific heat are
presented in Sec. III. Event-by-event distributions of mean
transverse momenta have been reported by several experi-
ments at CERN-SPS and RHIC. The (pr) distributions and
corresponding values of effective temperatures are presented
in Sec. IV. A compilation of the results of specific heat from
the existing experimental data is presented in Sec. V. Estimates
for the specific heat at LHC using the AMPT model [32] have
been included in this section. A discussion on the results of ¢,
is given in Sec. VI. The paper is summarized with an outlook
in Sec. VIL

II. SPECIFIC HEAT: METHODOLOGY

The heat capacity C of a system is defined as [37]

C= oF 1
- (57), v

where T, V, and E are temperature, volume, and energy of the
system, respectively. Equivalently, C of a system in thermal
equilibrium to a bath at T can be computed from the event-
by-event fluctuations of E:
E2 _(E 2
o UED —(EP) .
(T)?
For a system in equilibrium, the event-by-event temperature
fluctuation is controlled by the heat capacity:
C (AT)?
P(T)~exp|—— ,
(1) P [ RTAE
where (T') is the mean temperature and AT =T — (T) is
the variance in temperature. This yields the expression for
C[4-6,11,37]:

3

L (T (1))

= “

C (T)
Heat capacity thus can be estimated from the fluctuations in
energy or temperature. For a system in equilibrium, the mean
values of T and E are related by an equation of state. However,
the fluctuations in energy and temperature have very different
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behavior. Energy being an extensive quantity, its fluctuation
has a volume dependent component. So energy is not suited
for obtaining the heat capacity. On the other hand, temperature
fluctuations provide a good major for estimating the ¢, [4—
6,37].

The temperature of the system can be obtained from the
transverse momentum (pr) spectra of the emitted particles.
An exponential Boltzmann-type fit to the pr spectra gives a
measure of the temperature:

P = — 2~ gt (5)

prdpr

where A is a normalization factor and T is the apparent
or effective temperature of the system [11]. For obtaining
the event-by-event fluctuation, the temperature needs to be
estimated in every event. The fitting is possible only for central
heavy-ion collisions at the LHC energies when the number of
particles is at least one thousand in every event. Even in this
case, the error associated with the fitting will be relatively
large. This can be overcome by making a connection of mean
transverse momentum ({pr)) of particles in every event with
the temperature. Since the calculation of the mean value is
more stable, this method of temperature estimation can also
be used for collisions at RHIC energies. The (pr) can be
written as [29]

(or) Io° P2 F(pr)dpr ©)
T e P ——
1> prF(pr)dpr
2T + 2moTee + mj ™
mo + Tege

where mg is the rest mass of the particle. Note that the
integration for pr is from 0 to co. But in reality the pr window
is finite. For a range of py within a to b, we obtain

b 2
P F(pr)dpr
(pr) = f,,T— (8)
[, prF(pr)dpr
= 2T 9)
azefa/Teﬂ' _ b2efb/TelT
(10)

+ .
(a + Tep)e4/ Tt — (b 4 Teip)e=b/Ten

This equation links the value of (pr) within a specified range
of pr to Tegr.

In order to validate the relation between p7 to Tegr, we have
generated a large number of events using the AMPT model
[32] for Pb+Pb collisions at /syy = 2.76 TeV. The goal is
to compare the values of s obtained from event-by-event pr
distribution and from (p7) distributions. For top central (top
5% cross section) collisions, pr distribution of pions has been
constructed for each event within a rapidity range of —1.0
to 1.0. The distribution is fitted to an exponential function
and the inverse slope parameter (7.) is extracted within fit
range, 0.15 < pr < 2.0 GeV. Figure 1 shows the extracted
event-by-event T distribution (as solid circles). For the same
set of events, the values of (p7) has been calculated within
the same 7 and pr ranges for each event. From the value of
(pr) for each event, the T is calculated using Eq.. (10). The
resulting T distribution has been plotted as open squares in

044901-2



SPECIFIC HEAT OF MATTER FORMED IN ...

A
5 |

—— Tei from (p_ )

102 —o— T, from Fit

Counts

10

—_
T

13

0.2 0.25
T (GeV)

o
.
(&)

FIG. 1. Event-by-event T,y distributions of pions for central
Pb+Pb collisions at ,/syy =2.76 TeV from the AMPT model
within rapidity range of —1.0 to 1.0 and 0.15 < pr < 2.0 GeV. Tii
distributions, obtained by fitting the p distribution of each event and
from the (pr) are presented.

Fig. 1. Both the T, distributions are observed to be same. This
validates the relationship of {pr) and T as given in Eq. (10).

We note that the extracted temperature, T, iS a combi-
nation of kinetic freeze-out temperature (7y;,) and transverse
flow velocity (Br) of the system:

Tetr = Tiin + f(Br). (11

For pion, f(Br) ~ mo(Br)?. The event-by-event fluctuations
of Br needs to be taken into account for calculating the
fluctuation in kinetic temperature [19,38—40]. Fluctuation in
Br dominates over the fluctuation in 7y, for small systems
(e.g., pp) [41], asymmetric (e.g., p Pb) [19] and noncentral
collisions. For central Au+4-Au collisions at \/syy = 200 GeV
[44], Br = 0.59 £ 0.051 and for central Pb+Pb collisions at
Sy =2.76 TeV [45], Br = 0.651 £ 0.02, which translate
to Tin as 0.095 £+ 0.010 GeV and 0.09 % 0.005 GeV, respec-
tively by using blast-wave fit [42]. For the present work, we
consider 10% fluctuation in Br and calculate its effect on
specific heat. C is calculated using the equation

1 (1) - (Bal) _ (13- )
c (Tiin)? (Tiin)?
(ATeff)2
= — 12
<Tkin>2 ( )

The values of (Ti,) are obtained from the blast-wave fits to
the pr distributions of identified particles. With this, we obtain
the specific heat as the heat capacity per number of particles
(N) as (c,= C/N) within the system.

Let us put the specific heat calculated in the present scenario
(heat capacity per particle) in perspective with quantities
normally quoted in theoretical calculations. For an ideal gas of
particles of mass m and degeneracy factor g at temperature 7,
zero chemical potential, and volume V', the number of particles
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N(T,V) can be expressed using Boltzmann statistics:

d3xd3p \/m
N=s| = | =7

—g/f [ GFea -]

/ d*q expl—v/q? + (m/T )]

(2 )?
VT3
g—(Zn)Sa,

where g = p/T,a = [ d>qexp[—vq” + (%)?], and we have
taken h = h/(2m) = 1. The energy E(T,V) is given by

13)

d*xd? Vp*r+m?
E:gf [ P p+mexp|: pTi| (14)

The heat capacity [from Eq. (1)] can be written as

JETm

o o [
i ol (3o ()]

VT3
= gmﬂ (15)

B = [d3q(q* + (%)) exp[—+/q* + (%)’] is a dimensionless
quantity. The specific heat is the heat capacity per unit phase
space volume,

¢, = C/A, (16)

where A is an estimate of the phase space volume. In lattice
calculations one extracts the dimensionless quantity C/(V T?)
and investigate its temperature dependence [15], so in these
calculations A = VT3. However, in experiments it is simpler
to measure the dimensionless quantity C /N, where N is the
charged particle multiplicity, and thus A = N, where N is
taken as pseudorapidity (1) density of charged particles at
midrapidity (d Nep /dn at n = 0). We compare the experimental
results to other model calculations for C/N as in Ref. [11],
where a parton and hadron cascade model, PACIAE has been
used to compute C/N. We also compare with HRG where it
is straightforward to obtain both C/(VT?) and C/N.

III. HADRON RESONANCE GAS MODEL
AND SPECIFIC HEAT

The current continuum estimates of lattice QCD thermo-
dynamics in the low temperature and density phase (hadronic
phase) show good agreement with that of an ideal hadron reso-
nance gas [33-35]. Assuming complete chemical equilibrium
between all hadrons, the hadron chemical potential of the ith
species w; can be written as

wi = Biup + Qipg + Sipts, 17)
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where B;, Q;, and §; are the baryon number, electric charge,
and strangeness quantum numbers of the ith hadron, respec-
tively. The HRG partition function Z in the grand canonical
ensemble at (7', 45,5, o) can be expressed as

2 oo
8i (M -
nZ=vVT? E F(?) E (—a)l+ll 2K2(lmi/T)
i =1

x exp[l(Bipnp + Qino + Sins)/T], (18)

where the sum runs over all hadrons and resonances up to
mass ~2 GeV as listed in the Review of Particle Physics [36].
a = —1 for mesons and 1 for baryons. Here g;, m;, B;, Q;,
and S; refer to the properties of the ith hadron species: its
degeneracy factor, mass, baryon number, electric charge, and
strangeness, respectively. V is the volume of the fireball under
study. K, is the modified Bessel function of the second kind.
From In Z, all thermodynamic quantities could be computed.
From In Z, E is obtained as follows:

0lnZ
E=T? iNi, 1
T +Zu (19)
where
d0lnZ
N, =T . (20)
i

From E it is straightforward to compute C using Eq. (1).

The values of Ty, have been reported by experiments at
RHIC and LHC, as the final state particles give the information
about Ty, from the particle spectra [43]. These are obtained by
making combined fits to the identified particle spectra using
the Boltzmann-Gibbs blast-wave model. Figure 2 gives the
Txin values for different beam energies and collision systems
[29,44,45]. In addition, chemical freeze-out temperatures
(T.p), extracted from the identified particle yield by using
thermal model calculations [46,47], are also shown in the
figure. We find that the difference between T, and Ty,

250k‘ T T TTTTTW T T T TTTTW T T T TTTTW T T T
[ —e— T,STAR —e— Ty, STAR Au+Au (0-5%) |
L ——T,SIS —e— T,;, STAR Cu+Cu (0-10%)
000 ~¥ T:mAGS --as- Ty, PHENIX h
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FIG. 2. Chemical and kinetic freeze-out temperatures for cen-
tral Au+Au [44] and Cu+Cu [29] collisions at RHIC energies,
and Pb+-Pb collisions at ,/syy = 2.76 TeV [45]. Thermal model
calculation [46] to T, is also shown.
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FIG. 3. Specific heat, ¢, as a function of collision energy from
the HRG model for two temperature settings, 7., with finite wg,
and Ti;,, and two phase space volumes, A = VT3 and (N). Lattice
calculation for ¢, at T = 154 £ 9 MeV [15] and Stefan-Boltzmann
limit are indicated in the figure.

increases with the increase of beam energy. Lattice calculations
indicate that ¢, is a monotonically increasing function of 7" at
zero pupg. Thus we expect that the difference between the c,
extracted at the chemical and kinetic freeze-out surfaces should
also increase with beam energy following the trends of T, and
Tiin.

‘We calculate ¢, from HRG model for two scenarios. In the
first case, we compute at the chemical freeze-out surface using
the extracted T, as well as pup. However, in the experiment
one can only determine the c, at the kinetic freeze-out
surface where the momentum exchange freezes. The thermal
conditions at the kinetic freeze-out surface are much different
from that at the chemical freeze-out surface. Hence the fireball
is expected to have different ¢, at the two surfaces. In the
second case, we try to estimate ¢, at the kinetic freeze-out
surface using Tii, and zero hadron chemical potentials. For
both scenarios, we calculate C/(VT?) and C/N for a wide
range of beam energy, from /syy = 1.91 GeV to 2.76 TeV.
The results of ¢, are shown in the Fig. 3. It is observed that
the trend of ¢, as a function of /sy is similar to the nature
followed by chemical and kinetic freeze-out temperatures. The
value of C/N corresponding to Ty, shows a sharp drop with
increase of energy, and beyond ,/syy = 62.4 GeV, the rate of
decrease is very slow. A better estimate of ¢, in HRG could
be made with realistic hadron chemical potentials taking into
account the conservation of hadron number from the chemical
to the kinetic freeze-out surfaces.

Recent lattice calculations for ¢, have been reported [15]
as a function of temperature. The lattice results are at zero
baryonic potential, hence only relevant at the LHC and
higher energies. The value of ¢, as indicated in the Fig. 3
isfor T = 154 = 9 MeV, corresponding to the QCD transition
temperature. It is seen that at the transition temperature
and below, HRG results of C/(VT?) agree well with lattice
calculations [15]. The Steffan-Boltzmann noninteracting gas
limit (¢, & 66) is also shown in the figure.
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FIG. 4. Left panels show event-by-event mean transverse momentum distributions for 5% most central Au+Au collisions at ,/syy = 20,
62.4, 130, and 200 GeV within |n| < 1and 0.15 < pr < 2.0 GeV [28]. Distributions for mixed events are superimposed on the data. The solid
and dashed lines show the fits with I" functions. The right panels show the extracted T, distributions for each incident energy.

IV. DISTRIBUTIONS OF (pr) AND T

Experimental data for (p7) distributions have been reported
by experiments at SPS and RHIC [22-28]. In the left panel
of Fig. 4 we present the (pr) distributions from the STAR
experiment [27,28] for the 5% most central Au+Au collisions
at \/syn = 20, 62.4, 130, and 200 GeV. The results are shown
for charged particle tracks within || < 1 and 0.15 < pr <
2.0 GeV. The solid points are the event-by-event (pr) distri-
butions from the experimental data, whereas the open circles
are the corresponding results for mixed events. The mixed
events are created by randomly selecting charged particles
from different events. The mixed event distributions contain
all the systematic effects arising from the detector effects,

such as efficiency and acceptance, as well as include statistical
fluctuations. The nonstatistical or dynamical fluctuations in
(pr) can be extracted by subtracting the width of the mixed
event distribution from that of the real data.

It has been observed that the (pr) distributions are nicely
described by using the gamma (I") distribution [27,28,31]:

xa—le—x/ﬁ

1= Tape

(21
Here x represents the (pr). The mean (u) and standard
deviation (o) of the distribution are related to the fit parameters
(¢ and B) by u = af and 0 = /aB2. Both the real and mixed
event (pr) distributions are fitted with the I" function and the
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TABLE 1. The event-by-event T, distributions for central (top
5%) Au+Au collisions are fitted by the I function. Table gives the
fit parameters, o and S along with mean (u) and standard deviation

PHYSICAL REVIEW C 94, 044901 (2016)

TABLE II. The event-by-event T distributions for central (top
10%) Cu+Cu collisions are fitted by the I" function. Table gives the
fit parameters, « and 8 along with mean (1) and standard deviation

(0). (0).

VSN Case o B " o JSNN Case o B I o
(GeV) (GeV) (GeV) (GeV) (GeV) (GeV) (GeV) (GeV)
20 data 658.53  3.556 x 107*  0.2341 0.00912 62.4 data 211.88 12.040 x 107*  0.2550 0.0175
20 mixed 72456  3.229 x 10™*  0.2339  0.00869 62.4 mixed 271.94 9.455 x 1074 0.2571 0.0156
62.4 data 860.20 2.885 x 10™* 0.2482  0.00846 200 data 277.08 9.687 x 10~* 0.2684 0.0161
62.4 mixed 1043.67 2.378 x 107*  0.2481  0.00768 200 mixed  370.71 7.278 x 1074 0.2698 0.0140
130 data 920.25 2.789 x 10~*  0.2566  0.00846

130 mixed 1140.12 2.249 x 107*  0.2564  0.00759

200 data 107823 2483 x 10™* 0.2677  0.00815

200 mixed 1387.56 1.927 x 107*  0.2674  0.00718

fits are shown by the solid and dashed lines, respectively, in the
left panels of Fig. 4. The fitted distributions are used to generate
a large number of (pr) values for which corresponding Tes
values are calculated from Eq. (10). The resulting histograms
represent event-by-event Tg distributions, which are shown
in the right panels of Fig. 4 for both real data and mixed
events. These distributions are also fitted by the I' function as
shown by the solid and dashed lines for data and mixed events,
respectively. Table I lists the fit parameters for event-by-event
Te distributions for data and mixed events.

The system size dependence of (pr) and T distributions
have been studied with the STAR experimental data of top
10% central Cu+Cu collisions at \/syy = 62.4 and 200 GeV
[29]. The results are presented in Fig. 5. Corresponding I" dis-
tribution fit parameters to the event-by-event T, distributions
for top 10% central collisions are tabulated in Table II.

—eo— Data
, —<— Mixed Event

Counts
o

‘: 05 06
(pp GeV

From these two figures and the given tables for (pr) and
Tese distributions for Au+Au and Cu+Cu collisions at RHIC
energies, we can infer that (a) the mean values of the event-
by-event (pr) and T, consistently increase with the increase
of beam energy, (b) the widths of the distributions decrease
with the increase of beam energy. In addition, the widths for
Cu+Cu system are observed to be larger compared to the
corresponding widths of the Au+Au system. This may be
because of the smaller system size for Cu+Cu compared to
Au+Au system.

Experimental data for event-by-event ( pr) distributions are
not available for Pb+Pb collisions at LHC energies [48]. The
string melting mode of AMPT model is used to generate central
(top 5%) Pb+-Pb collisions at \/syy = 2.76 TeV. The (pr) and
T, distributions are constructed from these generated events
as shown in Fig. 1. This distribution will be used to extract
specific heat at the LHC energy.

10* -e Data

0-10% Cu+Cu
-o- MIxed Event

10°
102

10
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]
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A H“H“H“““w\u“‘T‘H“
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03
Teff (GeV)

FIG. 5. Similar distributions as in Fig. 4 for 10% most central Cu+Cu collisions at ./syy = 62.4 and 200 GeV [29].
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V. SPECIFIC HEAT FROM EXPERIMENTAL DATA

The widths of the T distributions are strongly affected by
statistical fluctuations, which need to be subtracted as the heat
capacity is related only to the dynamical part of the fluctuation.
The width contains two components:

(AT’ = (ATG")" + (ATH")" (22)
ATS" values are obtained by subtracting the widths of the
T distributions for mixed events from the real data. With
this, Eq. (12) is expressed as
1 (arg"y’
—-—=— (23)
C (Tian)?

The heat capacity C is calculated from Eq. (23) by using
the values of Ty, from Fig. 2. Knowing the heat capacity, the
specific heat, ¢, is obtained by dividing C by the number of
charged particles in the system. Since the experimental results
presented here are at midrapidity, we have divided the value
of C by charged particle multiplicity at midrapidity [49,50] to
obtain the specific heat. This is presented in Fig. 3 for Au+Au
and Cu+Cu collisions at RHIC energies. The estimated C/N
for the LHC energy from the AMPT model using Fig. 1 is also
shown in the figure. The errors in the data points are estimated
mainly from the following sources: (a) error in extraction
of Tiin using the blast-wave fits, (b) error in charge particle
multiplicity density, and (c) error in (p7) as reported in the
experimental data. The error in 7y, takes into account the
spread in the value of (Br). It is observed that C /N has a sharp
drop from ,/syny = 20 GeV to 62.4 GeV, beyond which the
decrease is rather slow up to the LHC energy.

HRG calculations for C/N with Ty, are superimposed in
Fig. 6. These results follow the experimental data points quite
well. In Ref. [11], specific heat for central (top 5%) Au+Au
collisions at RHIC energies are discussed using a parton and

T L T T

—e— STAR Au+Au 0-5% ]
—e— STAR Cu+Cu 0-10% 7
--A-- HRG 3

* HM 3
O HM via QGM 3
&
o

T T T T T

QGM -
AMPT 3

S

w (GeV)

FIG. 6. Specific heat, ¢, as a function of collision energy for
central Au+Au and Cu+-Cu collisions at RHIC energies. Result from
AMPT model is given for the LHC energy at ./syy = 2.76 TeV.
HRG calculations at T;, are shown in the figure. Model calculations
for three different scenarios from Ref. [11] are superimposed on the
experimental results.
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hadron cascade model, called PACIAE. The results of the model
calculations are presented for three cases: hadronic matter
(HM) in the final state, quark-gluon matter in the partonic
initial state (QGM), and hadronic matter via quark-gluon
matter (HM via QGM). These results for Au+Au collisions are
also presented in Fig. 6. The results of these models miss the
experimental data point at /syy = 20 GeV, but can explain
the data at higher energies. The PACIAE is a transport model
with LO pQCD cross sections considered between partons. It
might be possible that at lower beam energies, the LO pQCD
description is not appropriate.

VI. DISCUSSION

In an earlier publication by Korus er al. (Ref. [21]),
the experimental data of pr correlations from the NA49
experiment [22-24] for Pb+Pb collision at laboratory energy
of 158 GeV had used to calculate specific heat, which yielded
a value of 60 £ 100. The large error bars of these results
made the reported results insignificant. One of the possible
reasons for the large errors is the low particle multiplicity
which gives a significant hindrance to the calculation of
dynamic temperature fluctuations [17]. At the SPS energies,
(pr) distributions have been reported by NA49 collaboration
for laboratory energies of 20, 30, 40, 80, and 158 GeV [22-24]
and the CERES collaboration at 40, 80, and 158 GeV [25]. In
both of the data sets, the (pr) distributions for real data and
mixed event are indistinguishable. These are also prominent in
the ratio plots of real and mixed events as shown in Ref. [25].
Thus the extraction of dynamic fluctuation in temperature and
so the specific heat is not possible. In the present work, we
have probed much higher energy collisions, where the charged
particle multiplicities in each event are large, allowing for the
extraction of the dynamical part of the temperature fluctuation
by overcoming the statistical fluctuations.

The results of specific heat for Cu+Cu collisions are
close to that of Au+Au collisions. This shows that although
a large change of volume happens in going from Cu+Cu
to Au+Au systems, the two systems are not very different
thermodynamically.

Several sources of uncertainty may affect the extraction
of specific heat. In the context of the results presented in
Fig. 6, three sources of uncertainty, viz., effect of finite particle
multiplicity, spread of Ty, from the fits of py distributions, and
the radial flow fluctuations, have been discussed. Apart from
these, it is worthwhile to point out some other uncertainties.
Fluctuations in the impact parameter of the collision and thus
the fluctuation in the number of participating nucleons gives
an uncertainty to the event-by-event mean pr distribution.
The choice of narrow bins in centrality has been made to
minimize this uncertainty. Another source of uncertainty may
come from the choice of the p;y window. The lower bound
of the pr window needs to be chosen properly in order
to reduce the final state effects such as resonance decay
and hadronic scattering. Similarly, the upper limit on pr
needs to be chosen such that the effect from minijets and
jets are minimized. Although it is implicit that radial flow
fluctuations are minimum for central collisions because of
inherent symmetry of the system, its detailed study can be
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made using an event-by-event hydrodynamic model. These
studies will help to pin down the errors of the results extracted
in Fig. 6.

VII. SUMMARY

We have studied the excitation energy dependence of
specific heat of hadronic matter formed in heavy-ion collisions
corresponding to RHIC and LHC energies. In the present
work, dynamical component of the temperature fluctuation
is calculated from (pr) distributions. From this, the specific
heat is obtained as heat capacity per charge particle. We
employ the HRG model to calculate heat capacity from the
variation of energy of the system with temperature. Results
of the HRG calculations are close to the data. With increase
of collision energy, ¢, shows a sharp drop from low energy
till \/syny = 62.4 GeV, beyond which the rate of decrease is
very slow. In this regard, we look forward to results of BES
program of RHIC, where the collision energy and centrality
dependences of ¢, are expected to provide important signatures
for the onset of the QGP phase transition. In order to probe the
QCD critical point, we propose a finer scan of beam energies
for the second phase of BES program (BES-II) from 7.7 GeV
to 62.4 GeV. A sudden change in ¢, is expected at a particular
beam energy within this range. Studies of heat capacity at
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high baryon density and lower temperatures accessible at
Facility for Antiproton and Ion Research (FAIR) would be of
high interest, unless it is critically challenged by statistical
fluctuations. Predictions for c, at the LHC at /syy =
2.76 TeV are made using different models. It will be interesting
to obtain ¢, at the highest LHC energy of ./syy = 5.02 TeV
in order to make a direct comparison to lattice calculations.
In literature, it has been also proposed to calculate thermal
conductivity from transverse energy (E7) fluctuations, which
can be explored in future studies. The excitation energy
dependence of ¢, provides important information regarding the
thermodynamic properties, such as, heat conductivity, speed of
sound (cf), compressibility (kr), etc., which may reveal better
understandings of the matter formed in relativistic nuclear
collisions.
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