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136Xe is a 0νββ decay candidate isotope, and is used in multiple experiments searching for this hypothetical
decay mode. These experiments require precise information about neutron capture for their background
characterization and minimization. Thermal and resonant neutron capture on 136Xe have been measured at
the Detector for Advanced Neutron Capture Experiments (DANCE) at the Los Alamos Neutron Science Center.
A neutron beam ranging from thermal energy to greater than 100 keV was incident on a gas cell filled with
isotopically pure 136Xe. The relative neutron capture cross sections for neutrons at thermal energies and the
first resonance at 2.154 keV have been measured, yielding a new absolute measurement of 0.238 ± 0.019 b for
the thermal neutron capture cross section. Additionally, the γ cascades for captures at both energies have been
measured, and cascade models have been developed which may be used by 0νββ experiments using 136Xe.
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I. INTRODUCTION

Neutrinoless double beta decay (0νββ) is a hypothetical
lepton-number-violating decay mode. Observation of 0νββ
would be a confirmation that neutrinos are Majorana particles;
i.e., there is no distinction between neutrinos and antineutrinos.
Nonobservation of this process, combined with information
about the absolute mass of neutrinos, may be used to demon-
strate that neutrinos are Dirac particles, in which case neutrinos
and antineutrinos have an intrinsic distinction. As the nature
of the neutrino is of considerable interest for understanding
the standard model, several experimental collaborations are
running or developing experiments to search for 0νββ.

One of the most common isotopes to use for this search
is 136Xe [1–3]. This isotope is ideal in many ways, including
the large Q value (2457.83 keV [4]), ease of enrichment, and
physical characteristics allowing for scaling to large detectors.
Due to the rarity of 0νββ decays, a successful search requires
extremely low radioactivity in detector materials to minimize
backgrounds. As a noble gas, 136Xe can be highly purified,
and detectors can be constructed with extremely radiopure
materials. Techniques such as multiplicity discrimination [5]
can be used to further reduce backgrounds due to γ rays from
radioactive decays. One background which cannot be reduced
through these techniques is the β decay of 137Xe. In a recent
0νββ search by the EXO-200 Collaboration [6], 137Xe β decay
was estimated to be responsible for 20% of backgrounds in the
0νββ signal region of interest.

A separate study by the EXO-200 Collaboration [7] found
that 137Xe in the detector was overwhelmingly produced by
136Xe(n,γ )137Xe interactions with neutrons produced from
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cosmic-ray muon interactions underground. These neutrons
typically thermalize in the shielding around the xenon before
capturing. It is possible to reject a significant fraction of
this background by identifying the production of 137Xe and
implementing a veto to remove the subsequent decays (3.8
minute half-life [8]) from the dataset.

To better understand backgrounds and to facilitate the de-
velopment of such a veto, we have studied the 136Xe(n,γ )137Xe
interaction using the Detector for Advanced Neutron Capture
Experiments (DANCE). The relative capture cross sections
for thermal neutrons and neutrons at 2.154 keV, the first
136Xe resonance, were measured, as well as the energies
and multiplicities of cascade γ ’s for thermal and resonant
captures. This information may be used by EXO-200 and
other collaborations to improve the sensitivity of their 0νββ
searches, and may also provide insight into the nuclear
structure of 137Xe. Additionally, this measurement can yield
a new absolute cross section for thermal neutrons when
combined with an external measurement of neutron capture
at resonance.

II. EXPERIMENTAL METHOD

A. DANCE

DANCE is located on Flight Path 14 at the Manuel Lujan
Jr. Neutron Scattering Center at the Los Alamos Neutron
Science Center. This flight path is exposed to neutrons that
pass through a room-temperature water moderator. The target
sample, centered within the detector, is 20.25 m downstream
of the moderator. Prompt γ rays are measured from neutron
capture using 160 BaF2 crystals arranged spherically around
the target, covering a solid angle of ∼3.5π steradians. Each
crystal is 15 cm long, has a volume of 734 cm3, and is
monitored by a photomultiplier tube (PMT). BaF2 crystals
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FIG. 1. Neutron flux measured by the 6Li and 235U neutron
monitors. The flux is integrated over the regions indicated by the
dark grey bars for calculation of our thermal and resonance cross
sections. The gap in flux measurement using the 235U monitor is due
to an energy region with resonances that make the flux difficult to
evaluate.

have fast timing resolution, which allows for precise neutron
time-of-flight measurement, and the segmentation is ideal for
measurement of γ -cascade multiplicity. The space between
the evacuated beam pipe and the inner surfaces of the crystals
(at 16.5 cm radius [9]) is filled with a 6LiH shell to reduce
the rate of scattered neutrons capturing on the BaF2 crystals.
Further information on the detector can be found in Ref. [10].

B. Data acquisition

Neutrons were incident on a 3 cm thick sample of 99.9%
pure, gaseous 136Xe pressurized to an average of 26 psi.
The xenon gas was contained in an aluminum cell with
2.9 cm diameter, 0.003 inch thick kapton windows allowing
the neutron beam to pass through. Data were also taken with
the same cell evacuated, allowing for determination of the
beam and target-related backgrounds. As the beam diameter
was smaller than 2 cm at the target, the full flux of neutrons
was incident upon xenon.

The data was collected by two digitizers each recording a
256 μs long window. These time windows were set to a delay
relative to the initial neutron beam trigger to select specific
neutron energies based on time of flight. The first time window
was set to look at the high neutron energy events, including
the 2.154 keV 136Xe capture resonance, while the second was
delayed by 9.15 ms to look at the thermal neutron energy range
of 0.0243 to 0.0256 eV. Within each of these time windows, all
signals from the PMTs mounted to the crystals were recorded.
The energy windows used in analysis are shown in Fig. 1.

C. Neutron flux determination

Located downstream of the sample location are three
neutron monitors that are used to measure the neutron flux
as a function of energy. These monitors use the 6Li(n,αt)
reaction, the 235U(n,f ) reaction, and the 3He(n,p) reaction.
As the beam diameter is smaller than both the xenon target
and the beam monitor, we measure the total neutron rate per

beam spill as a function of time of flight (which is converted to
neutron energy). The 6Li(n,αt) monitor has good performance
at both thermal and resonant energies, so it was used for this
measurement. The 3He(n,p) and 235U(n,f ) monitors were
used for cross-checks, and showed good agreement for the
measured flux shape.

The neutron rate was determined by using a surface barrier
Si detector to count 6Li(n,αt) interactions in a 6LiF layer
deposited on a thin kapton film. The number of interactions
were converted to a flux measurement using knowledge of the
beam and detector geometry and the known cross section [11]
for this interaction. The measured flux as a function of incident
neutron energy is shown in Fig. 1. As only the ratio of fluxes at
different energies is necessary for this analysis, uncertainties
due to the absolute calibration of the neutron monitors are
negligible.

III. DATA ANALYSIS

A. Event reconstruction

After a applying a timing calibration, all PMT signals
occurring within a 20 ns window are grouped together as a
single event. Only crystals with measured energy above the
threshold of 250 keV are counted. We determined, based on
measured event rates and Poisson statistics, that the probability
for two or more neutron-induced events to overlap within a
single 20 ns coincidence window is less than 1% at the capture
resonance energy, and less than 0.1% at thermal neutron
energies, so pile-up effects are negligible. This coincidence
window is wide enough that uncertainties in relative timings
for each PMT do not significantly affect efficiency.

Scintillation light in the BaF2 crystals has a fast (∼0.6 ns)
and slow (∼0.6 μs) component. The ratio of fast to slow
scintillation light can be used to discriminate between α-
induced signals and those from β decay or γ rays. This
discrimination allows for a near perfect suppression of α
backgrounds to neutron capture signals. The α decay signals
were collected and used for the energy calibration of the BaF2

crystals.
The remaining events with γ -like fast/slow ratios were an-

alyzed for neutron capture studies. Often, γ rays from neutron
captures will Compton scatter and deposit energy in multiple
adjacent crystals. Thus, to reconstruct the γ -ray multiplicity
and the full energy of each γ ray, a clustering algorithm was
implemented. Adjacent crystals recording signals in a single
20 ns coincidence window are grouped together as a cluster,
and it has been found that these clusters correspond well with
individual γ rays. The reconstructed number of clusters (Mcl),
individual cluster energies (Ecl), sum of all cluster energies
(E�), and neutron energy (En, measured from time of flight)
are used in this analysis.

B. Background subtraction

Because radioactive 226Ra is a chemical homologue to
barium, the crystals have some radioactive contamination.
The decay chain from 226Ra includes several α decays, as
well as some decays with β’s and γ ’s (214Pb and 214Bi in
particular). The α decays are easily rejected with the technique
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described in Sec. III A, but the β decays in the crystals
(and from outside the detector) produce a constant-in-time
(CIT) background to neutron capture. This CIT background
dominates single-cluster data, and some CIT events have
Mcl � 2 due to β decays which are accompanied by γ rays,
producing a multicluster event. Another background comes
from beam neutrons which may scatter off the xenon and
capture on aluminum in the target vessel or beam pipe, or
on barium in the crystals. Captures from scattered neutrons
dominate the data for E� > 3 MeV.

To appropriately subtract these backgrounds, three separate
datasets were used: pressurized xenon target with incident
beam (pressurized xenon data), evacuated target with incident
beam (evacuated target data), and no target with no neutron
beam (beam-off data). The evacuated target data measure
backgrounds due to scattered neutron capture (as neutrons
may still scatter off the kapton windows), and beam-off data
measure the CIT backgrounds. While the scattered neutron
capture backgrounds seen at different times of flight scale
with the number of scattered neutrons, CIT backgrounds scale
only with live time, so these must be treated separately.

First, the CIT data were scaled to match the live times of
both the pressurized xenon and evacuated target data, and the
CIT spectra were subtracted from the pressurized xenon and
evacuated target spectra at each multiplicity. Panels (a) and (b)
in Fig. 2 show the CIT background scaled to the pressurized
xenon and evacuated target data in the thermal neutron energy
window. Only a very small fraction of the CIT background has
E� > 3.5 MeV.

Panel (c) of Fig. 2 shows the resultant spectra for the pres-
surized xenon and evacuated targets after the CIT background
subtraction. The evacuated target spectrum was scaled to match
the number of counts in the pressurized xenon spectrum in the
6 to 9 MeV E� range. This is well above the 4.025 MeV
136Xe neutron capture Q value, so the events in this range are
only due to scattered neutrons. In this way, CIT backgrounds
and scattered neutron capture backgrounds are appropriately
subtracted, as seen in panel (d) of Fig. 2, leaving a large peak at
the 136Xe(n,γ ) Q value and an excess at lower energies due to
Xe capture events where some fraction of the γ cascade energy
is lost. While Fig. 2 illustrates the subtraction process with E�

spectra, the same procedure, with the same scale factors, is
applied to all relevant spectra, including those of individual
cluster energies.

A valley in both the signal and background is apparent
between 2.2 and 3.2 MeV in panel (c) of Fig. 2. This may
be due to a small energy miscalibration with the beam-off
data, or imperfect background subtraction. This valley is most
apparent where the slope of the beam-off spectrum is steepest.
The beam-off spectrum is small relative to 136Xe capture and
relatively flat in the region near the 136Xe Q value, so any
possible energy miscalibration would have a negligible effect
on the analysis. The beam-on pressurized xenon and evacuated
target data share the same energy calibration.

As both the CIT and scattered neutron backgrounds largely
come from γ or β emission inside a single crystal, the data for
Mcl = 1 are dominated by backgrounds. Hence, this analysis
largely uses only Mcl > 1 spectra. There were almost no
events with Mcl > 5. To minimize errors due to imperfect

background subtraction, we further restricted the analysis
to events with 3.625 < E� � 4.225 MeV. This “Q gate”
optimizes the signal-to-background ratio and avoids most
of the CIT backgrounds while still leaving good statistics.
One exception, where Mcl = 1 data was used, is discussed in
Sec. III C.

One additional background source comes from γ rays
(mainly 2.2 MeV from capture on hydrogen in the neutron
moderator) that may travel down the beam pipe and pair-
produce in the xenon, yielding a pair of 0.511 MeV γ ’s due to
positron annihilation. These signals are mainly found at short
time of flight, and have a total energy far below the Q gate.
No subtraction of these beam backgrounds was necessary, as
they could not affect the analysis.

C. Cascade modeling

To optimize identification of the 136Xe (n,γ ) reaction in
0νββ searches such as EXO-200, the cascade from the capture
to the ground state of 137Xe must be known as precisely as
possible. We use multistep cascade (MSC) spectra to evaluate
cascade models. We define MSC spectra as the spectra of Ecl at
each cluster multiplicity (Mcl = 2–5). We compare the MSC
spectra measured with the DANCE detector to predictions
derived from simulations and candidate cascade models. We
use a GEANT4 [12,13] simulation which features the DANCE
geometry and detector response [14] for cascades produced
with the DICEBOX code [15] in a way similar to that in Ref. [16].
For this analysis, we added the geometry of the aluminum
target and pressurized xenon into the GEANT4 simulations and
assumed that the captures occur uniformly in the Xe target.

The DICEBOX code uses existing information on levels
below a certain critical energy (Ec = 2.65 MeV in this
analysis), including intensities of primary transition to these
levels and subsequent transitions. Individual levels above Ec

and γ transitions from these levels are generated “randomly”
based on statistical models of nuclear level density and photon
strength functions. Each set of levels and transitions is called a
“nuclear realization” [15]. Assuming the data for levels below
Ec is accurate and complete, and given enough realizations, a
model closely matching the cascade found in nature should
be achievable. After the information on levels below Ec

was finalized, 100 nuclear realizations were simulated for
thermal capture, and 200 for resonant capture, each with 105

cascades. The nuclear realization best describing the spectra
was chosen based on the global χ2 agreement for all bins
in MSC spectra for Mcl = 2–5. The chosen realizations were
re-produced with 106 cascades, for better statistics. Figure 3
shows the agreement of MSC spectra for the chosen nuclear
realization with the experiment for the thermal neutron energy
window. There is only one common normalization factor for
all multiplicities, so the good agreement indicates an accurate
multiplicity distribution.

The information on the decay scheme below Ec was taken
from ENSDF [17], largely based on the thermal neutron
capture work by Prussin et al. [18]. Transition intensities
were slightly adjusted to improve the agreement between
data and simulations. The changes to the thermal capture
cascade, from that described in Prussin’s measurement, were
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FIG. 2. (a) Summed event energy for pressurized xenon data at the 25 meV neutron energy window and for beam-off data (also called
constant in time, CIT), including cluster multiplicities 2 through 5. The beam-off data have been scaled by live time. (b) Same as (a), but
with evacuated target data rather than pressurized xenon data. (c) Summed event energy for pressurized xenon data and evacuated target
data both at the 25 meV neutron energy window after the CIT backgrounds have been subtracted. The evacuated target spectrum has been
scaled so that the counts in the 6 to 9 MeV region match the pressurized xenon data. (d) Summed event energy spectrum after the evacuated
target data has been subtracted from the pressurized xenon data. For all panels, the Q gate used in this analysis is indicated by black vertical
lines.

relatively minor. On the other hand, no information on
cascade transitions was available for decay of the 2.154 keV
resonance. The primary transitions from this resonance were
initially based on the thermal cascade model, but significant
adjustments were made manually to reproduce the resonance
MSC spectra.

The neutron capture cascades for the thermal neutron
window and 2.154 keV resonance window show significant
differences, as seen in Figs. 3 and 4. This is not surprising as
the initial states are different: the 2.154 keV resonance is a
p-wave 3/2− state, while thermal neutrons (s-wave) produce
a 1/2+ state.

The most visible difference is a strong two-step cascade
seen in the middle of the Mcl = 2 MSC spectrum for the
resonance. Its presence indicates the existence of a J = 5/2
state at E � 2 MeV; this is the only spin which allows dipole
transitions to connect the neutron capturing state (presumed
to be Jπ = 3/2− [19]) with the ground state (Jπ = 7/2−). A
level with this spin cannot be strongly populated in thermal
neutron capture as it cannot be accessed via a dipole primary
transition from the thermal capture state (Jπ = 1/2+). Several

levels near 2 MeV excitation energy have been reported from
studies of β decay of the 7/2+ 137I ground state [17].

Direct transition from the thermal capture state to the
ground state would require an octopole transition (extremely
suppressed), and has not been observed in previous experi-
ments [18]. However, for capture at the 2.154 keV resonance,
a direct transition to the ground state could be achieved with
an electric quadrupole transition, and would show up in the
Mcl = 1 data as a peak at Ecl = 4027 keV. As the Mcl = 1
data is background dominated and contains important features
missed with the usual Q-gate selection on E� , a separate
study was performed to measure the possible intensity of this
primary transition. After background subtraction (as described
in Sec. III B), the expected peaks at Ecl = E� = 4027 and
3424 keV were observed in the Mcl = 1 spectrum. Peaks
at lower energies were unusable due to large unsubtracted
backgrounds. Simulations of the known capture cascade were
performed with varying intensities of the direct transition to
the ground state until the two peaks were well reproduced,
although a relatively flat background spectrum of unknown
origin remained. Based on this, we determined that resonant
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FIG. 3. Measured and simulated MSC spectra from the 136Xe capture cascade in the 25 meV neutron energy window for cluster multiplicities
2 through 5. The simulated spectra, shown in red, represent the DICEBOX realization best matching the experimental data.

captures will transition directly to the ground state 2.3 ± 1.0%
of the time. This contribution to the decay was added to the
resonant cascade model for DICEBOX. Because the Mcl = 2–5
data are not sensitive to this transition, and because the Mcl = 1
backgrounds are not fully understood, a separate systematic
uncertainty was included to account for this transition.

The decay scheme, represented as the relative intensities
of emission as a function of initial energy and γ -ray energy

are, for both thermal and En = 2.154 keV capture, shown in
Fig. 5. The intensities are given in 50 keV wide bins. Decay
cascades corresponding to these schemes are included in the
Supplemental Material [20].

As evident from Figs. 3 and 4, simulations do not describe
the spectra exactly, especially at higher multiplicity. However,
the discrepancies there are small compared to the entire
intensity, accounting for only a few percent of all transitions.
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FIG. 4. Measured and simulated MSC spectra from the 136Xe capture cascade at the 2.154 keV neutron energy resonance for cluster
multiplicities 2 through 5. The simulated spectra, shown in red, represent the DICEBOX realization best matching the experimental data.
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FIG. 5. Capture cascade γ -ray emission intensities from the DICEBOX realizations that best match the data as a function of excitation energy
and γ -ray energy. These correspond to the red lines on the MSC plots in Figs. 3 and 4. (a) Cascade model for thermal neutron capture (b)
Cascade model for 2.154 keV 136Xe neutron capture resonance. Intensities (color scale) are expressed as transitions per 106 captures.

It should be noted that the number of counts from a cascade
is given by Mcl, so discrepancies in the MSC histograms for
higher multiplicities are exaggerated.

D. Relative cross section

Using the optimal nuclear realizations, we calculated the
efficiency for detecting an event within Mcl = 2–5 and E� =
3.625–4.225 MeV. The efficiency for detecting a thermal
(2.154 keV resonance) neutron capture within the selected
Q gate and multiplicity gate was 28.9% (24.9%).

In general, the cross sections can be calculated as

σ (En) = α
N (En)

ε(En)�(En)
, (1)

where N is the number of captures passing selection cuts
after background subtraction, ε is the efficiency for a capture
to pass those selections, � is the neutron flux, and α is a
term containing the xenon gas density and other parameters
which are independent of neutron energy. At thermal energy
(25 meV) the cross section is near constant (to ±1%) within the
measurement energy window. At resonance energy, the cross
section varies rapidly with En, so the integral of the cross
section over the resonance is the preferred way of reporting
results. Thus, the cross section ratio between resonance
and thermal captures is reported in units of inverse energy.
Reporting a ratio, rather than absolute cross sections, allows for
considerable reduction of systematic uncertainties, and avoids
complications associated with calibrating the absolute flux and
efficiency.

The ratio of the cross section in the thermal window to
the 2.154 keV resonance integral was found to be 4.10 ±
0.10(stat.) ± 0.24(sys.) meV−1. The thermal neutron energy
window was centered at 25 meV with a width of 1.3 meV and
the resonance neutron energy window was chosen to be from
2094 to 2203 eV, which encompasses the entire resonance
within the neutron energy resolution of DANCE.

The systematic uncertainty on the ratio comes from the
quadrature sum of the flux ratio uncertainty (1.7%), efficiency
ratio uncertainty (3.3%), 4027 keV direct transition uncertainty
(0.5%), and an additional uncertainty (4.4%) which accounts

for uncertainties in background subtraction. The background
subtraction uncertainty was largely determined through tests
of the robustness of the measurement with different Q gates.
The efficiency ratio uncertainty was computed by examining
efficiency changes due to possible energy miscalibration,
differences in efficiency between DAQ cards, crystal timing
calibration, and simulation inaccuracy. The statistical un-
certainty, comprising uncertainty in thermal, resonance, and
background counts, is 2.5%.

We also searched for peaks in the background-subtracted
Mcl � 3 event rate as a function of En. No additional
resonances were observed for neutron energies between 9 and
2154 eV. In particular, we did not observe the 600 eV resonance
included in the TENDL-2014 evaluation [21,22].

IV. ABSOLUTE CROSS SECTION

The ratio between thermal and resonance cross sections
from the ENDF/B-VII.1 evaluation [23] is 6.95 meV−1,
considerably different than our measured ratio of 4.10 ±
0.10(stat.) ± 0.24(sys.) meV−1. After examining the cali-
bration data available for the particular DANCE detector
configuration used, we found that we could determine a more
precise absolute thermal neutron cross section by using a
separate measurement of the resonance integral to calibrate
our measurement. One absolute cross section measurement of
the 136Xe 2.154 keV resonance has been reported by Macklin
[24]. Converting the resonance kernel value of 30.1 ± 1.5 meV
[24] to a resonance integral yields 58.0 ± 2.9 b eV. Combining
the relative cross section ratio from our analysis with this
resonance integral gives us a value of 0.238 ± 0.019 b for the
thermal cross section.

Past measurements of the thermal cross section have
considerable differences, and evaluated cross sections vary
similarly. A summary of thermal cross section measurements
and evaluations is shown in Fig. 6. Our result favors the
Bresesti et al. [25] measurement (0.281 ± 0.028 b) over the
Kondaiah et al. [26] measurement (0.130 ± 0.015 b). Most
recent evaluations [27] give the thermal cross section as
0.26 b, consistent with our result, though JENDL-4.0 [28] is
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FIG. 6. Comparison of various measurements and evaluations
of the 136Xe(n,γ ) cross section for thermal neutrons. Each row
corresponds to a measurement (red circle) or evaluation (blue square),
and includes the cross section in both plot and text. All cross sections
are in barns. Measurements by Macnamara et al. (1950) [29] and
Eastwood et al. (1963) [30] are less precise and are not included
here. Most modern evaluations, such as TENDL-2014 [21,22] and
JEFF-3.2 [31] have the same thermal neutron cross section as
ENDF/B-VII.1 [23], so we do not list them separately. JENDL-4.0
[28] is an exception to this. Information on the Turkevich et al.
measurement comes from Ref. [25,32]. Other results listed come
from Ref. [19,25,26].

an exception, favoring the Kondaiah measurement and giving
0.13 b.

V. DISCUSSION

The complete decay pattern from radiative neutron capture
can only be obtained for light nuclei using detectors with
very good energy resolution (typically Ge). More complex
nuclei, such as 137Xe, have too many levels to obtain a perfect
cascade model. Detectors with worse energy resolution but

high granularity, such as DANCE, can still provide valuable
information about the cascades when simulations are used
to model the detector response and experimental spectra are
compared with predicted models.

Fortunately, for purposes of modeling the cascades for
use in neutrinoless double beta decay experiments such as
EXO-200, it is not necessary to know the decay scheme with
extremely high precision, and the approximation presented
here is sufficient. The Prussin et al. measurement of thermal
neutron capture already produced a capture cascade model
with precisely measured energy levels. The measurement
presented here features coincidence data not available in the
previous measurement, and is used in conjunction with the old
results to produce a more refined capture cascade model. This
may assist with mitigation of the 137Xe beta decay background
in 0νββ experiments. The resonant capture model presented
here is new.

The cross section measurement may help resolve discrepan-
cies between earlier measurements of thermal neutron capture
on 136Xe. This can help guide future evaluations, which can
in turn allow for improved simulations of neutron transport in
0νββ experiments.
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