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Theoretical model analysis of (d,xn) reactions on *Be and '2C at incident energies up to 50 MeV
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Background: In the design of deuteron accelerator neutron sources, accurate nuclear data of deuteron-induced
reactions are indispensable over a wide range of incident energy. Reliable model calculations play an important
role in completing the necessary nuclear data since currently available experimental data are insufficient. We have
been developing a code system dedicated for the deuteron-induced reactions, called deuteron-induced reaction
analysis code system (DEURACS). It was applied successfully to (d,xp) reactions at 56 and 100 MeV.
Purpose: The purpose of the present work is to investigate the applicability of DEURACS to (d,xn) reactions
on °Be and '2C for incident energies below 50 MeV and to clarify neutron production mechanism.

Methods: Double-differential thick target neutron yields (TTNYs) from deuteron bombardment on thick Be and
C targets are analyzed. The TTNYSs are derived using the double differential (d,xn) cross sections calculated
by DEURACS and the stopping power of deuteron in the target. The calculated TTNYs are decomposed into
individual components corresponding to elastic breakup, proton stripping, and statistical decay reactions.
Results: The calculated TTNYs reproduced the experimental data quantitatively well in the incident energy
range up to 50 MeV. From the analysis, it was found that the proton stripping reaction makes the most dominant
contribution to neutron production.

Conclusions: DEURACS is applicable to (d,xn) reactions on *Be and '2C for incident energies below 50 MeV.
Modeling of the stripping reaction is essential to predict neutron production yields accurately in the design of

deuteron accelerator neutron sources.
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I. INTRODUCTION

In recent years, intensive neutron sources using deuteron
accelerators have been proposed for various applications
such as the International Fusion Materials Irradiation Facility
(IFMIF) [1] and Neutron For Science (NFS) in SPIRAL2
[2], and also medical applications such as boron neutron
capture therapy (BNCT) [3] and production of radioisotopes
for medical use [4,5]. In these facilities, (d,xn) reactions on
such light elements as Li, Be, and C are used to generate intense
neutron beams. The neutron spectrum generated by the (d,xn)
reaction has a broad energy peak around half the deuteron
incident energy. This means that the most probable energy of
the generated neutron can be selected by adjusting the incident
deuteron energy. Therefore, accurate nuclear data of deuteron-
induced reactions over a wide range of incident energies are
indispensable for the design of deuteron accelerator neutron
sources. However, currently available experimental data of
deuteron-induced reactions are not necessarily enough for the
requirement. In such a case, theoretical model calculations
play a key role in completing the necessary nuclear data by
interpolation and extrapolation of experimental data.

Double-differential cross sections (DDXSs) of (d,xn) reac-
tions are critically important in the design of neutron sources
but there are few experimental DDX data of (d,xn) reactions.
On the other hand, experimental DDX data of (d,xp) reactions
and double-differential thick-target neutron yields (TTNYs)

“nakayama.shinsuke @jaea.go.jp

2469-9985/2016/94(1)/014618(9)

014618-1

from deuteron bombardment on thick targets exist to some
extent. Instead of DDXs of (d,xn) reactions, these data are
useful to investigate the applicability of theoretical models to
deuteron-induced reactions.

Recently, Hashimoto et al. developed an approach to
describe (d,xn) reactions by combining the Intra-Nuclear
Cascade of Liege (INCL) [6] and distorted wave Born
approximation (DWBA). They have implemented the method
in the particle and heavy ion transport code system (PHITS)
[7], a Monte Carlo simulation code, and applied it to the
analysis of TTNYs [8]. However, it is necessary to validate
the applicability of the INC-based method to deuteron-induced
reactions at low incident energies below a few tens of MeV.
On the other hand, Wei et al. have performed the analysis
of TTNYs from °Be(d,xn) reactions in the incident deuteron
energy range up to 20 MeV [9]. In their analysis, the TALYS
code [10] was adopted to calculate DDXs of °Be(d,xn)
reactions and a series of model parameters were optimized to
reproduce experimental data well. Therefore, it is controversial
whether their model calculation works well for incident
energies larger than 20 MeV or target nuclei other than
9Be. Furthermore, quantitative relations among the individual
reaction components responsible for neutron production were
not sufficiently clarified in their work.

Under the above situation, we have been developing a code
system dedicated for deuteron-induced reactions, called the
deuteron-induced reaction analysis code system (DEURACS)
[11-14]. DEURACS consists of several calculation codes
based on theoretical models to describe respective reaction
mechanisms. In the development of DEURACS, we have
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adopted theoretical models which require as few adjustable
parameters as possible. In our early works [12,13], DEURACS
had been successfully applied to systematic analyses of DDXs
of the (d,xp) reactions for '2C, 2’ Al, and *®Ni at two incident
energies of 56 and 100 MeV where experimental data are
available. The calculation result was in good agreement with
the experimental data. Note that similar analyses of inclusive
(d,xp) reactions have recently been reported with particular
attention to inclusive deuteron breakup by other research
groups [15-17].

As our next step, it is interesting to investigate the
applicability of DEURACS to (d,xn) reactions on such light
nuclei as °Be and '>C in a wide incident energy range and
to clarify the neutron production mechanism. As mentioned
above, experimental DDXs of (d,xn) reactions are very
limited, while the measured TTNY data of °Be and 2C
are available in the incident energy range up to 50 MeV.
Therefore, we derive TTNY's from the DDXs calculated with
DEURACS and discuss the neutron production mechanism
through comparisons of the calculated TTNYs with the
measured data.

Section II describes a method of calculating TTNYs
from DDXs and theoretical reaction models implemented
in DEURACS. Input parameters used in model calculations
are also explained here. In Sec. III, calculation results are
compared with experimental data and discussed. Finally, a
summary and conclusion are given in Sec. IV.

II. MODELS AND METHODS

A. Calculation method of thick target neutron yield

To calculate TTNYs from DDXs, we use the following
expression under the assumption that multiple scattering of
incident deuterons and emitted neutrons in the target is
ignored:

d2
dEdQ

d*o4,xn)

~1
JEdS (Eq )[ (Ed):| D(Ey),

ey

where E;, is the incident deuteron energy, N is the atomic
density of the target material, E, is the deuteron energy in the
target, dza(d,xn)/(dEdQ) is the DDXs of (d,xn) reactions, and
dE /dx is the deuteron stopping power. The attenuation rate
of the incident deuteron flux, D, is given as

E[n
AY gy = / dE N 0dm
0

Ei, 1
D(E;) = eXp[— / dE'No,(E )[ (E )} ] 2
Eq
where o, is the deuteron total reaction cross section.

We calculate the stopping power and the total reaction cross
section with the SRIM-2010 code [18] and the optical model
implemented in the CCONE code [19,20], respectively. The
DDXs of the (d,xn) reaction are calculated using DEURACS
in the same manner as in Refs. [12,13]. In DEURACS, DDXs
of (d,xn) reactions are expressed by incoherent summation of
three components:
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where d?opp/(dEdS), dzop,STR/(dEdQ), and d’osp/
(d EdS2) correspond to the DDXs for elastic breakup reaction,
proton stripping reaction, and statistical decay, respectively.

First, among these three DDXs, the elastic breakup compo-
nent is directly calculated with the calculation code based on
the continuum-discretized coupled-channels method (CDCC)
[21].

Second, the proton stripping component is divided into two
terms, namely the DDXs for stripping reactions to continuum
and to discrete levels. The former one is calculated by the
Glauber model as described in Refs. [22,23]. In the present
work, a noneikonal approach is incorporated into the Glauber
model as in Ref. [23]. Namely, the eikonal S matrices
used in the Glauber model are replaced by the quantum S
matrices given by the optical model calculations with the
ECIS-96 code [24]. Next, the DDXs for transition to discrete
levels are obtained by folding the calculated DWBA cross
section corresponding to each discrete level with a Gaussian
function to reproduce the experimental energy resolution.
We employ the zero-range DWBA code DWUCK4 [25] for
the DWBA calculation. It should be noted that the Glauber
model cannot deal with individual transitions to discrete levels
by stripping process and calculates the sum of stripping to
both continuum and bound states as a continuous spectrum.
Therefore, the DDXs calculated by the Glauber model and
the DWBA approach overlap with each other in the energy
region corresponding to the transitions to discrete levels. To
avoid double counting, we cutoff the DDXs calculated by the
Glauber model in this energy region. The remaining Glauber
model component is normalized so that the total stripping cross
section calculated by the Glauber model is conserved.

Third, the statistical decay component is calculated using
the method based on the exciton and Hauser-Feshbach models
implemented in the CCONE code [19,20], which was success-
fully applied to calculation of neutron induced reactions for
the latest version of the Japanese Evaluated Nuclear Data
Library (JENDL-4.0) [26]. In the calculation, three different
compound nuclei are considered because they can be formed
by absorption of either a neutron or a proton in the incident
deuteron or the deuteron itself. Therefore, the DDXs for the
statistical decay are calculated in the following way:

Posp _, FOG8  Loghy  dogoy
— Rq + p + Ry ( )
dEdQ dEdQ2 dEdQ dEdQ

where Ry, R, and R, denote the formation fractions of three
different compound nuclei, which are calculated with the

Glauber model, and d ZU&C)?E;E J/(dEdRQ), d*c (‘;,CBT; /(dEdS),

dza(ncfﬁf/(dEdQ) are the DDXs of (d,xn), (p,xn), and (n,xn)
reactions calculated with the CCONE code, respectively.

In the calculation of (p,xn) and (n,xn) components in
Eq. (4), we assume that the incident energies of the proton and
the neutron are half the deuteron incident energy for saving
the computational time. Indeed, the proton or the neutron
absorbed in the target nucleus by the stripping reaction has
a certain energy distribution. Therefore, some differences are
seen between the components by proton or neutron absorption
of this approximate case and those of the case where energy
distribution is considered properly. However, we confirmed
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that there is not a significant difference between the summed
DDXs for the statistical decay of the two cases, because the
component by complete deuteron absorption, i.e., the first
term in the right-hand side of Eq. (4), is dominant over those
by nucleon absorption at incident energies considered in the
present work. Note that some differences might appear in
the calculation of production cross sections of evaporation
residues although it is not the object of the present work.
Finally, the substitution of Eq. (3) into Eq. (1) yields the
following incoherent sum of each component for the TTNYSs:

d’Y  d®Ygp
dEdQ ~ dEdQ

d*Ysp
dEdSQ

d*Y,_srr
dEdQ

&)

Thus, we can analyze the relative contribution of individual
reaction processes to deuteron-induced neutron production by
comparing the calculated TTNYs with the experimental one.

B. Input parameters of model calculations

The calculation models integrated in DEURACS use some
input parameters. In the CDCC method and the Glauber model,
nucleon optical potentials (OPs) at half the incident deuteron
energy are necessary. There is no global nucleon OP for °Be
and '>C applicable to wide incident range from a few MeV
to several tens of MeV. A systematic study of nucleon OPs
for 1p-shell nuclei was performed by Watson et al. [27], but
their nucleon OPs are limited to incident energies between
10 and 50 MeV. On the other hand, the global nucleon OPs
derived by Koning and Delaroche (K-D) [28] are widely used
in the incident energy range from 1 keV to 200 MeV, but the
lower limit of target mass range is A = 24. Since preliminary
calculations with the K-D and Watson OPs show only about
10% differences between them in the energy range where the
Watson OPs are valid, we have chosen the K-D OPs for both
neutron and proton from the viewpoint of applicable energy
range.

Next, the input parameters used in the DWUCK4 calculation
are summarized in Table I. These parameters are the same as
those used in the systematic (d, p) analysis [13]. We use the
adiabatic potential [29] based on the nucleon OPs of K-D for
deuteron. The adiabatic potential includes the effects of the
deuteron breakup in the mean field of the target and it requires
only the nucleon OPs. It should be noted that the validity
and effectiveness of deuteron potential based on the adiabatic
approximation has been examined in Ref. [30].

TABLE 1. Input parameters used in the DWUCK4 calculation.

Neutron potential
Deuteron potential
Proton binding potential

Koning-Deraloche (K-D) [28]
Adiabatic potential [29] from K-D
Woods-Saxon form
ro = 1.25 [fm], ag = 0.65 [fm]

Finite range 0.7457
correction factor [fm]
Zero range constant 1.5 x 10*

Dy [MeV*m?]

Nonlocality parameters neutron:0.85, deuteron:0.54
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Finally, in the CCONE calculation, the An and Cai (An-Cai)
global OPs [31] and the K-D OPs are used for the deuteron
OPs and the nucleon OPs, respectively. For the level-density
parametrization, we use the systematics of Mengoni and Naka-
jima [32]. The discrete levels are taken from the Reference
Input Parameter Library (RIPL) database [33]. Default values
in the CCONE code are employed for other input parameters.

III. RESULTS AND DISCUSSION

A. Stripping reactions to discrete levels

Proton stripping reactions to discrete levels are expected to
make a large contribution to neutron production especially in
the high emission energy region. Generally, a conventional
DWBA calculation of nucleon stripping reactions requires
the spectroscopic factors (SFs) for single nucleon orbits. As
mentioned in Refs. [34,35], large discrepancies are often seen
for the SF values reported in the experimental literatures. This
is mainly due to the difference in such input parameters as
optical potentials used in the DWBA analyses. In the present
work, therefore, we perform a consistent DWBA analysis of all
available experimental data using the same input parameters
listed in Table I in order to extract the SFs corresponding to
individual discrete levels in '°B and '*N of the residual nuclei.

1. DWBA analysis

In the DWBA analysis for the Be(d,n)'°B and '>C(d,n)"*N
reactions, we consider eight levels of 108 and four levels
of N where experimental differential cross sections are
available [36—42]. Some quantities corresponding to these
levels, namely the excitation energy E, the spin-parity J”, and
the angular momentum transfer / are summarized in Table II.
The SFs are extracted by fitting the calculated DWBA cross
section to the corresponding experimental cross section at

TABLE II. Discrete levels of the residual nuclei, '°B and N,
considered in the present analysis. F; denote the scaling factors for
S(E,) derived in Ref. [13] (see Sec. II1 A 2).

i E.(MeV) Jr ! o
Be(d,n)'"'B 0 0(g.s.) 3+ 1 1.14
1 0.72 1t 1 2.12
2 1.74 ot 1 0.24
3 2.15 1t 1 0.22
4 3.59 2+ 1 0.14
5 477 3+ 3 0.05
6 5.11 2- 0 0.21
7 5.16 2+ 1 0.63
12 13 1
C(d,n)*N 0 0(g.s.) 3 1 1.00
l +
1 2.37 3 0 0.76
2 3.51 3 1 0.23
2
3 3.55 3 2 0.97
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FIG. 1. Calculated and experimental differential cross sections
for the °Be(d,n)'°B reaction. The short-dashed and dash-dotted
curves represent the direct stripping component calculated by
DWBA and the statistical decay contribution from compound nuclei
calculated with the CCONE code, respectively. The solid curves are
the sum of them. The number at the top of each plot denotes incident
energy in MeV.

forward angles where the proton stripping process is dominant.
The statistical decay contribution from compound nuclei is
estimated by calculation with the CCONE code.

Figure 1 shows some examples of comparison between
calculated and experimental differential cross sections for the
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FIG. 2. Same as Fig. 1 but for the '2C(d,n)"3N reaction.

9Be(d,n)'°B reaction in the incident energy range from 7 to
25 MeV. The experimental data are taken from Refs. [36-38].
Since the experimental values for the sixth and the seventh
excited levels are unresolved, the ratio of the SFs between the
sixth level and the seventh level is assumed to be 1 to 3 as
given in Ref. [37]. The sum of the direct stripping component
calculated by DWBA and contribution from statistical decay
show good agreement with the experimental data over a wide
range of emission angle.

In Fig. 2, some typical results for the '>C(d,n)'*N reaction
are shown in the incident energy range from 7 to 18 MeV.
The experimental data are taken from Refs. [39—42]. It should
be noted that the excited states of '*N are unbound since
the proton separation energy of >N is 1.94 MeV. Following
Ref. [40], we calculate the DWBA cross section for these states
using a very loosely bound state wave function by setting the
binding energy to 0.01 MeV. In addition, the experimental
values for the second and third excited levels are unresolved.
From the previous analysis of the transition to isobaric analog
states of N via the '2C(d, p)!3C reaction [13], we evaluate
the SF values for the third excited level which is four times as
large as that for the second excited level. Similarly to Fig. 1, the
calculations reproduce the experimental data well at forward
angles.

2. Evaluation of spectroscopic factors

The experimental SFs for the *Be(d,n)'°B and '2C(d,n)"*N
reactions extracted from the present analysis are plotted by
closed and open circles in Fig. 3. The dependence of the
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FIG. 3. Experimental and empirical spectroscopic factors for
(a) *Be(d,n)'°B and (b) 2C(d,n)"*N reactions. The solid curves
represent the products of F; in Table II and S(E;) given by
Eq. (6) for individual ith levels of the residual nuclei. Experimental
spectroscopic factors are plotted by closed or open circles.

experimental SFs on incident energy is not necessarily smooth.
The fluctuation seen in the figure is likely to be due to the effect
of resonance structures as pointed out in Ref. [39].

In the previous DWBA analyses for the (d, p) reactions on
12¢, 27 Al, “°Ca, and 3Ni for incident energies up to 100 MeV
[13], we have found that the extracted SFs for transition to
the ground state have a weak incident energy dependence and
the trend is very similar among the target nuclei. The SF for
the '?C(d, p)"*Cg . reaction is given as a function of incident
energy E, by the following empirical expression [13]:

S(Eq) = —2.18 x 107°E,*> +3.19 x 107*E,?
—1.56 x 107 2E; +8.20 x 107". (6)

In the present work, we assume that the SFs for 'Be(d,n)'°B
and '>C(d,n)"3N reactions have the same energy dependence
as the empirical S(E,) given by Eq. (6). Since the S(E,) is
determined for the '2C(d, p)'3Cg,s_ reaction, it is necessary to
introduce a scaling factor F; depending on each ith level of
the residual nuclei. We have averaged the fluctuation seen in
Fig. 3 and determined each F; as follows. For the *Be(d,n)'°B
reaction, we determine each F; so that F; S(E;) passes through
the center of the experimental SFs. For the 2cd,n)N
reaction, F; of the second and the third excited levels of >N
are determined in the same manner as for the 9Be(d ,n)°B
reaction. On the other hand, for the ground and the first excited
levels of 1’N, we adopt the same F; as the ones for the cor-
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FIG. 4. Calculated DDXs for the '>C(d,xn) and the '>C(d,xp)
reactions at the incident energy of 50 MeV. The components of
elastic breakup (a), stripping (b), and statistical decay (c), and the
sum of each component (d) are shown, respectively. In (e), the
experimental '>C(d,xp) spectrum for 9.5° at 56 MeV is compared
with the calculated (d,xp) and (d,xn) spectra. “H” denotes the effect
of hydrogen contamination.

responding states of 1*C derived in Ref. [13]. The determined
scaling factors F; are listed in Table II. The empirical SFs
given by F;S(E,;) are shown by solid curves in Fig. 3, which
are used in the DWBA calculation in Secs. III B and III C.

B. Double differential cross section

We present the DDXs calculated using DEURACS with the
parameters described in Sec. II. As mentioned in Sec. I, there
are no available experimental DDX data for (d,xn) reactions
of interest. Therefore, we compare the calculated DDXSs of the

12C(d,xn) reaction with those of the '>C(d,xp) reactions to
which DEURACS was successfully applied [13]. The result
is shown for the emission angle of 0° and incident energy of
50 MeV in Fig. 4. Individual panels in the figure show the
contributions from three different reaction processes and the
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sum of them. An appreciable difference is seen between the
(d,xn) and (d,xp) reactions in the elastic breakup component
(a). The difference can be explained by the Coulomb breakup
from our preliminary analysis in which both elastic breakup
components are equal if only the nuclear breakup is taken
into account. On the other hand, there are not significantly
large differences between the (d,xn) and (d,xp) reactions with
respect to the stripping component (b) and the statistical decay
one (c). As mentioned in Ref. [43], the effect of Coulomb
interaction in the stripping reactions is small. Sharp peaks seen
around the high emission energy end in panel (b) correspond
to the transition to discrete levels by the stripping reaction.
These peak positions are different between the (d,xn) and
(d,xp) reactions. This is because both the reactions excite
different levels in the residual nuclei and the Q values for each
transition are different. The summed spectra (d) are nearly
equal between neutron and proton emissions to the continuum
as the relative contribution of the elastic breakup component
is smaller than that of the nucleon stripping component.

In Fig. 4(e), the experimental 2c@d ,xp) spectrum for 9.5°
at 56 MeV [44] is compared with the calculated (d,xp) and
(d,xn) spectra. Since the DEURACS calculation provides
good agreement with the experimental (d,xp) data, it is
expected that DEURACS can yield reasonable DDXs for
the (d,xn) reactions. In the next subsection, analyses of
experimental TTNY data will be shown to investigate the
applicability of DEURACS to (d,xn) reactions at incident
energies below 50 MeV.

C. Thick target neutron yield

TTNYs on °Be and '>C calculated using Eq. (1) are
compared with available experimental data at incident energies
up to 50 MeV and the reaction mechanism of deuteron-induced
neutron production is discussed.

Figures 5 and 6 show comparisons between the calculated
and experimental TTNYs on °Be and '2C targets at angles
around 0°, respectively. The experimental data are taken from
Refs. [45-55]. The calculated TTNYs are decomposed to the
three components expressed in Eq. (5) and each component
is also shown in the figures. The calculation reproduces both
the shape and magnitude of the experimental TTNY data in
the wide incident energy range up to 50 MeV. As shown in
the figures, the proton stripping process is found to be the
most dominant at any incident energies. In our previous (d,xp)
analyses [12,13], the DEURACS calculations have shown that
the neutron stripping process is the most dominant in forward
proton emission at incident energies of 56 and 100 MeV. Thus,
it is suggested that the stripping processes make the most
dominant contribution to nucleon emission in the incident
energy range below 100 MeV.

In the present analysis, we have adopted the semiclassical
Glauber model to describe the stripping reaction to continuum.
The bump structure seen around half the incident energy is
described well by the Glauber model calculation in Figs. 5 and
6. Thus, the Glauber model seems to work well at low incident
energies even though the model is based on the eikonal and
adiabatic approximations. The applicability of the Glauber
model to relatively low incident energy is supported by the
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FIG. 5. Calculated and experimental TTNYs for the Be(d,xn)
reactions at 0°. The dash-dot-dotted, the short-dashed, and the dash-
dotted curves represent the component of elastic breakup, proton
stripping, and statistical decay, respectively. The solid curves are
sums of each component.

previous analysis [22], in which it was clarified that the major
contribution of the stripping reaction comes from the periph-
eral region of target nucleus and the potential depth in the
region is sufficiently shallower than the incident energy. Also,
a characteristic step-like structure is seen in the high emission
energy region, especially in TTNYs at incident energies below
25 MeV. This high-energy component is formed by the strip-
ping reaction to discrete levels in the residual nuclei. This com-
ponent is described by the DWBA calculation with the incident
energy dependent SFs instead of the Glauber model calcula-
tion. Therefore, the DWBA calculation plays an essential role
in reproducing neutron emission spectra in the high emission
energy region, particularly for relatively low incident energies.

Figure 7 shows the comparisons between the calculated
and experimental TTNYs at several forward angles up to
40°. The experimental data are taken from Refs. [47,51]. For
comparison, we also present the TTNYs calculated with the
PHITS code [7] in which the INCL-DWBA approach [8] is
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FIG. 6. Same as Fig. 5 but for the '>C(d,xn) reactions at angles
around 0°.

employed. It should be noted that the transport of produced
neutrons in the target is simulated in the PHITS calculation,
namely neutron multiple scattering can be considered in
a Monte Carlo method. The DEURACS calculation is in
generally better agreement than the PHITS calculation in the
whole angular range. Especially, a distinct difference between
both calculations is seen in the broad peak around half the
deuteron incident energy. This indicates that the INCL model
[6] used in the PHITS code fails to reproduce the proton
stripping process to continuum at relatively low incident
energies.

Another difference between the two calculations appears
in the low emission energy region, where the DEURACS
calculation underestimates the TTNY spectra especially in
the case of the *Be(d,xn) reaction. The same trend is seen in
Figs. 5 and 6. The PHITS calculation reproduces the low energy
component better than the DEURACS calculation, although
the former still underestimates the experimental *Be(d,xn)
data in a few MeV emission energy region. The absence
of neutron multiple scattering in the target in our TTNY
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curves represent the TTNY's derived from the DEURACS calculation.
The dashed lines are results of the Monte Carlo simulation codes
PHITS.

calculation was considered as one of possible causes for the
underestimation.

However, the mean free path of multi-MeV neutrons
in beryllium is estimated to be at least 2.7 cm, which is
sufficiently longer than the thickness (3 mm) of the target used
in the experiment [47]. Thus, the effect of multiple scattering
is expected to be negligibly small. As shown in Figs. 5 and 6,
the statistical decay is responsible for such low-energy neutron
emission. Sequential particle decay from discrete levels in the
residual light nuclei [e.g., ‘Be(E, = 2.43 MeV)] and unstable
nuclei (e.g., He) is possible after the first chance particle
emission via deuteron stripping and absorption reactions. Such
neutron decay from discrete levels is not correctly taken into
consideration in the CCONE code integrated in DEURACS.
Enhancement in the low energy neutron yield is expected if a
proper modification in the CCONE code is made.

IV. SUMMARY AND CONCLUSION

We have analyzed double-differential thick target neutron
yields (TTNYs) from deuteron bombardment on thick 'Be
and '>C targets at incident energies up to 50 MeV and
have investigated the involved reaction mechanism. The
TTNYs were derived using the deuteron stopping power in
the target and the double-differential (d,xn) cross sections
on °Be and '2C calculated with the code system called
deuteron-induced reaction analysis code system (DEURACS).
The elastic breakup, proton stripping, and statistical decay
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processes involved in the (d,xn) reaction were taken into
account by individual model codes integrated in DEURACS,
namely, the CDCC, the Glauber plus DWUCK4, and the
CCONE codes, respectively. The global nucleon and deuteron
optical potentials and the widely used level density parameters
were employed without any adjustment in the DEURACS
calculation.

The calculated TTNYSs reproduced the experimental data
for incident energies up to 50 MeV quantitatively well over
a wide range of neutron emission energy, excluding energies
below a few MeV. Including our previous results of (d,xp)
reactions at 56 and 100 MeV, these results demonstrated the
applicability of DEURACS to deuteron-induced reactions in
the incident energy range up to 100 MeV. Also, the stripping
processes were found to make the most dominant contribution
to nucleon emission in the incident energy range of interest.

PHYSICAL REVIEW C 94, 014618 (2016)

This suggests that modeling of the proton stripping reaction
is essential to predict neutron production yields accurately
in the design of deuteron accelerator neutron sources. The
TTNY analysis also revealed that the DEURACS calculation
underestimates production of low-energy neutrons. This is
expected to be caused by the absence of sequential neutron
emission from discrete levels of the residual nuclei. Further
improvement of the statistical model code CCONE will be
necessary as one of our future subjects.
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