PHYSICAL REVIEW C 93, 034606 (2016)

Probing surface distributions of o clusters in *’Ne via a-transfer reaction

Tokuro Fukui,">" Yasutaka Taniguchi,” " Tadahiro Suhara,®* Yoshiko Kanada-En’yo,*?® and Kazuyuki Ogata

' Nuclear Data Center; Japan Atomic Energy Agency, Tokai, Ibaraki 319-1195, Japan

3Matsue College of Technology, Matsue, Shimane 690-8518, Japan
“Department of Physics, Kyoto University, Kyoto 606-8502, Japan
SResearch Center for Nuclear Physics, Osaka University, Ibaraki, Osaka 567-0047, Japan
(Received 12 November 2015; published 7 March 2016)

Background: Direct evidence of the o-cluster manifestation in bound states has not been obtained yet, although
a number of experimental studies were carried out to extract the information of the clustering. In particular in
conventional analyses of a-transfer reactions, there exist a few significant problems on reaction models, which
are insufficient to qualitatively discuss the cluster structure.

Purpose: We aim to verify the manifestation of the a-cluster structure from observables. As the first application,
we plan to extract the spatial information of the cluster structure of the *’Ne nucleus in its ground state through
the cross section of the a-transfer reaction '°O(°Li, d) *°Ne.

Methods: For the analysis of the transfer reaction, we work with the coupled-channel Born approximation
(CCBA) approach, in which the breakup effect of SLi is explicitly taken into account by means of the continuum-
discretized coupled-channel method based on the three-body @ + d + 0 model. The two methods are adopted
to calculate the overlap function between °Ne and « + '°0; one is the microscopic cluster model (MCM) with
the generator coordinate method, and the other is the phenomenological two-body potential model (PM).
Results: We show that the CCBA calculation with the MCM wave function gives a significant improvement
of the theoretical result on the angular distribution of the transfer cross section, which is consistent with the
experimental data. Employing the PM, it is discussed which region of the cluster wave function is probed on the
transfer cross section.

Conclusions: It is found that the surface region of the cluster wave function is sensitive to the cross section.
The present work is situated as the first step in obtaining important information to systematically investigate the
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cluster structure.
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I. INTRODUCTION

It is common knowledge that nuclei are well described by
the “atomiclike picture” in which nucleons are considered as
independent particles moving in a mean potential, and the
shell model based on this picture has achieved great success.
On the other hand, the “molecularlike picture” can also be
one with important aspects of nuclei. It is the basic concept of
the cluster model in which nucleons are regarded as strongly
correlated particles forming clusters, for example, « particles,
and then the clusters in nuclei weakly interact with each other.
Theoretically, the cluster structure is predicted (for instance,
in Refs. [1-6] and references therein) to appear at the surface
of not only light-stable nuclei but also sd-shell or unstable
nuclei. At this moment, however, there is no direct evidence
from experimental studies of the nuclear cluster phenomena
except for the decay width of the resonance states.

So far, a large number of measurements of w«-transfer
reactions such as (6Li, d), (7Li, t), and their inverses have
been made in order to verify the existence of «-cluster
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structure. For example, the a-cluster structure (« + 160) of the
2ONe nucleus was experimentally studied from the o -transfer
reaction 16O( 6Li, d) 20Ne [7-9] and its inverse reaction
2ONe(d s 6Li) 16 [10] at several incident energies Ej,. In their
works, the a-cluster structure of 2°Ne at the jth excited state
is discussed by using the normalization factor S; in the form
of the ratio S;/Sy. The factor §; is the phenomenologically
adjusted normalization one conventionally called a “spec-
troscopic factor” (SF) in calculations with reaction models,
although it is not necessarily the physical SF. Here j =0
stands for the ground state. The reason why the relative value
was used is that the absolute one is not able to be determined
from the analyses with the conventional distorted-wave Born
approximation (DWBA) calculation, some of which use a
normalization factor greatly exceeding unity on the calculated
cross section. This unphysical normalization, which strongly
depends on Ej,, is mainly due to the ambiguities of, in the
DWBA analyses [7—10], the optical potential of °Li and
the «- '°0 relative wave function. The °Li optical potentials
used in the DWBA analyses are not global ones, which have
inconsistent parameter sets depending on both Ej, and target
nuclei. It is necessary to work with a global framework
regarding the optical potential in order to systematically
investigate the a-cluster structure.

In view of this situation, our goal is to extract the informa-
tion about the spatial distribution, the surface distribution in
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particular, of « clusters from observables. For this purpose, it
is important to clarify how the a-cluster structure is probed by
the reaction. Because the so-called SF is the inclusive quantity
defined as a norm of a cluster wave function, it is not suitable to
discuss the manifestation of the cluster at the surface. Indeed,
the SF can reach unity even if there is no spatial manifestation
of clusters because wave functions of the lowest allowed states
of the SU(3) shell model are equivalent to that of the cluster
model wave functions as stated by Bayman and Bohr [11].
This means that the SF is not appropriate for discussing
the clustering phenomena. Therefore direct comparison of
calculated cross sections with measured ones is important, and
it is necessary to construct a numerically reliable theoretical
framework.

In this paper, we analyze the a-transfer reaction '®O(°Li,
d)®Ne in order to probe the surface distribution of the
a-cluster structure of 2’Ne in its ground state by means of
the coupled-channel Born approximation (CCBA) [12,13].
The CCBA framework is able to avoid the aforementioned
ambiguity of the SLi optical potential by considering the three-
body (« + d + '°0) model, in which the breakup effect of °Li
into o and d is explicitly taken into account by employing
the method of the continuum-discretized coupled-channel
(CDCC) [14-16]. As the cluster model for the calculation
of the a- '°0 wave function, we adopt the microscopic cluster
model (MCM) with the generator coordinate method (GCM)
[17-19], which gives properties of 2°Ne consistent with
experimental ones. Employing the MCM, in our framework,
the aforementioned ambiguity of the «-'°0 wave function
does not matter. Through the CCBA approach with the MCM,
we show a significant improvement of the theoretical result,
which is then consistent with experimental data. Then, in
order to clarify which region of the cluster wave function
is probed on the cross section, we analyze the dependence
of the cross section on the cluster wave function using the
conventional potential model (PM), in which a phenomeno-
logical two-body potential is assumed as the interaction
between the clusters. The breakup effect of °Li is also
discussed.

This article is outlined as follows. In Sec. II the formulation
of our framework involving both the reaction and structure
models is given. Section III contains the explanation of the
model setting. In Sec. IV the result of our calculation is given.
How the a- '®0 wave function is probed on the cross section
is discussed. In Sec. V, we summarize this work.

II. THEORETICAL FRAMEWORK
A. Formulation of the CCBA model with CDCC

Here, for the stripping reaction °Li(a +d)+ A — d +
B(a + A), we formulate the CCBA model, in which the
channel couplings regarding the continuum states of the
projectile Li are taken into account by adopting the CDCC.
In this study we choose '°0 as the target nucleus A, and hence
the residual nucleus B corresponds to 2°Ne. We assume the
reaction system to be described by the three-body (@ + d + A)
model shown in Fig. 1. The transition matrix (7 matrix) Tccpa
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FIG. 1. Illustration of the three-body system.

for the reaction is written as

Tecsa = (W7 | Vie | 9), 8))

where \IJl.(+) and \IJ}_) are the three-body wave functions in the
initial and final channels, respectively, and the transition from
the former to the latter is induced by the residual interaction
Vir. Their explicit forms are given below.

The Schrodinger equation of the three-body wave function
\IJi(Jr) is given by

[H; — E1W " (roa.ri) =0, )

Hi=hi + T, + VR ran) + VX ran) + VO ). 3)

where E is the total energy of the system. In the three-body
Hamiltonian H;, h; is the internal Hamiltonian of °Li,and T,is
the kinetic-energy operator in relation to the coordinate p (p =
Tod oA, TdasFi, or ry). The interaction Vxy is the nuclear
or Coulomb component between particles X and Y (X,Y =
a,d,A,°Li, or B). Note that the superscripts (N) and (C) stand
for the nuclear and Coulomb interactions, respectively. As one
can see, we disregard the Coulomb breakup, which is justified
[20] because the effective charge of the a-d system for the
electric dipole transition is almost zero.
In this work we express \Ill.(+) by means of the CDCC as

+ ~ - o(+
U aaor) % Y W raa) (), )
-
where the internal wave function ¢, of °Li satisfies

[hi — &f [¥ga(rea) =0, &)

hi =Ty, + VO ), (6)

ad

with the energy eigenvalue &;. Here the superscript (N+-C)
expresses the interaction containing both the nuclear and
Coulomb parts. The index c¢ represents the discretized-energy
states; ¢ = ¢o for the ground state, and c # ¢y for the
discretized-continuum (DC) states. In this work we disregard
the intrinsic spin of d. Multiplying Eq. (2) by wg;, from the
left while inserting Eq. (4) and integrating over r,,, we obtain
the coupled-channel equation, the so-called CDCC equation
[14—16]. The distorted wave Xi“”(Jr) can be obtained by solving
the CDCC equation under the standard boundary condition
[20].
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We adopt the residual interaction Vi, of the postform
representation given by
¢ C
Ve = Vay "Oaa) + Viy " Oran) + Vay " ran) = Up. (1)
We choose the auxiliary potential U as
Up = Vg raa) + Vi O ran) + Vi ' Oran),  ®)

which trivially leads to V; = Vf;).
The three-body wave function \II(H, which is the time-
reversal one of \Ifﬁf), is described by Uy as

[Hy — ENW (roary) =0, ©)
Hf:T,.aA-i-T,f-i-Uf. (10)

In this paper we approximate lllﬁf) as

U rgar ) = Yaaran) x|y ). (1)

The distorted wave X}Jr) is generated by the effective distorting
potential U defined by

Ur = Vi) + Vg ), (12)

which corresponds to the no-recoil limit in the final channel.
The detail of the calculation of the wave function ¥,a
describing the ground state of B is given in the next section.

B. Cluster-model wave function

We define the radial part ¢; of ¥,4 with the angular
momentum [ as

Vaa(r) = ¢1(r)Yim(P), 13)

where the coordinate r expresses the relative distance between
the clusters and m is the z component of the angular
momentum. In the following, how to prepare ¢; is explained.
In the MCM with the GCM, the total wave function of the
two-body cluster system between « and A is written as

|D6em) = [ MA[S "™ () YioB)papagenm])s  (14)

My My
Mp!

M , as)

where ¢, and ¢, are the internal wave functions of « and
A, respectively, and the wave function ¢, represents the
motion of the total center of mass (c.m.). The operator A is
the antisymmetrizer which exchanges nucleons belonging to
different clusters, and M,, M4, and Mp stand for the mass
numbers of each particle. The wave function ¢Z(GCM) contains
Pauli forbidden (unphysical) states which are eliminated by
the antisymmetrizer and does not directly equal to qbl(MCM), but

it can be transformed to q&l(MCM) by taking into account the

antisymmetrization effect between the clusters. Here qb,(MCM)

corresponds to ¢; in the MCM. We adopt a definition of qSZ(MCM) ,
for which [ |p¥ ™ |2r2dr = 1. Note that this definition of

qbl(MCM) is different from that in a conventional MCM, in which
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the norm is usually reduced to be smaller than unity by the
antisymmetrization effect. See the Appendix for more detail.
The PM is also used to investigate in detail what the reaction
probes. The radial part q),(PM), which corresponds to ¢; in the
PM, is obtained as a solution of the Schrodinger equation,

R (1 d? II+1
=l G G

= efqbl(PM)(r), (16)

with the energy eigenvalue &, of B in its ground state and
the reduced mass ug = MyMa/(M, + M4). We adopt the
a-A nuclear interaction VOEIX) with the standard Woods-Saxon
distribution

S (T
1 +exp (=2)

do

v = (17)
Pauli forbidden states are eliminated by confirming the
numbers of nodes of ¢,(pM).

It should be noted that, in general, these cluster-model wave
functions, ¢I(MCM) and ¢,(pM), are defined as ¢; in Eq. (13) with
a normalization factor:

$i(r) = (Suew) ¢ () (18)
for the MCM case, whereas for the PM case it is given by
$i(r) = (Sen)' 26" (1), (19

Here Smem expresses the probability of the total many-body
wave function of B contains the pure a-A cluster configuration
and is regarded as a quenching factor because of, for example,
the polarization effect of the core nucleus A. In principle, it
corresponds to the physical SF, and it should be unity for an
ideal @-A system without the polarization. On the other hand,
Spm is the phenomenological normalization factor usually
adjusted to fit the cross sections. It is not necessarily the
physical SF but can involve an artificial renormalization factor
in addition to the physical SF.

III. MODEL SETTING

For the CDCC calculation, we use the two-range Gaussian
interaction [21], labeled Vofl;), which depends on the orbital
angular momentum /; between o and d. The DC states of °Li
are described by employing the pseudostate method with the
real-range Gaussian basis functions [22]. In this model we have
the spin-degenerate resonance state of °Li in the /; = 2 state at
2.00 MeV with a width of 0.46 MeV. The number of Gaussian
basis functions we take is 30, with a minimum (maximum)
value of 1.0 (35.0) fm for the Gaussian range parameters. The
partial waves of v_, with respect to [; = 0,1,2,3, and 4 are
taken into account with up to & = 50,60,55,60, and 55 MeV,
respectively. We calculate v/;, with a maximum value of 74
of 100.0 fm. A uniformly charged sphere potential is used
for the Coulomb interaction V(i? with a charge radius of 3.0
fm, as well as for VL(?/: and VCE? with charge radii of 3.1 and
4.6 fm, respectively. Furthermore, this Coulomb potential is

also adopted for Vé? in the PM with a charge radius of 3.1 fm.

034606-3



FUKUI, TANIGUCHI, SUHARA, KANADA-EN’YO, AND OGATA

In the calculation of the distorted wave x ", we adopt

the global optical potential [23] Voflj) . On the other hand, Vd(lj)
is evaluated as the sum of the proton- and neutron-optical
potentials folded by the ground-state wave function of the
deuteron [24]. In Refs. [25,26] it is shown that this prescription
allows the three-body CDCC based on the d + « two-body
picture of °Li to effectively reproduce °Li elastic cross
sections calculated with the four-body CDCC based on the
p + n + « three-body picture of °Li. We take the parameter
set of Dave and Gould [27] for the nucleon global optical
potential, whereas the one-range Gaussian interaction [28]
between p and n is adopted to evaluate the deuteron wave
function. We use the deuteron global optical potential [29] for
Vd(i) in the final channel.

To calculate the 7' matrix, the double integral over r; and
r¢ is done up to 25.0 fm for both variables. The maximum
value of the total angular momentum J regarding the partial
waves of Xim’(” and Xﬁf) is 35. In the present calculation, the
transition from the ®Li channels with /; # 0 into the d channel
is omitted. Note, however, that the channel couplings among
all the states with 0 < [; < 4 are taken into account in solving
the CDCC equation. It is validated that the 7 -matrix elements
of the transfer process from the higher partial-wave states are
expected to be small [30] since, within the range of Vofg), the

product of Vofl:) and 5, for [; # 0 is much smaller than that
for l,‘ =0.

The GCM calculation for ¢I(MCM) of the I = 0 ground state
of Ne is performed with the Volkov number 2 effective
interaction of the Majorana parameter m = 0.62 [31] and with
the width parameter v = 0.16 fm~2 [32] for both & and '°0.
The Coulomb interaction between the clusters is explicitly
taken into account by expanding it with the multirange
Gaussian basis functions. To obtain qb,(MCM) , the number of
the Brink-Bloch (BB) cluster wave functions k. is set to
10, and we take the «-A relative distance S, = 1,2,...,10
fm. As shown in Ref. [33], not only the energy spectra for
the ground-state band of 2°Ne but also the root-mean-square
radius of '°Q calculated with the present setups are consistent
with the measured ones.

IV. RESULTS AND DISCUSSION
A. Result of CCBA calculation with MCM

We compare in Fig. 2 the theoretical results with the
experimental data [7,8] for the cross section of the transfer
reaction '°0O(°Li, d)*°Ne as a function of the deuteron
emitting angle 6 in the c.m. frame at Ej, = 20.0 MeV (solid
line) and 42.1 MeV (dashed line). For the former the calculated
and measured cross sections are shown after being multiplied
by 10. The calculation is performed with the MCM wave
function. At each incident energy the line is normalized
by multiplying by Syicm, which is determined from the x>
fit of the calculation to the experimental data within the
region 0° < 6 < 80°. The value of Sycym is given in the
legend.

One of the main consequences of this work is that our
calculation improves the coincidence of the theoretical result
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FIG. 2. Calculated transfer cross section of '°0Q(°Li, d) *Ne at
20.0 MeV (solid line) and 42.1 MeV (dashed line) as a function of
the deuteron emitting angle 6 in the c.m. frame by using the MCM
wave function. The value of Syicy, which is determined from the x2
fit of the calculation to the experimental data [7,8], is given in the
legend. At 20.0 MeV the line and the dots are multiplied by 10.

with the experimental data on the angular distribution of
the cross section compared to the previous DWBA analyses
[7,8] of the same reaction as that in the present analysis.
It is remarkable that the calculation faithfully describes the
diffraction pattern around the first peak of the cross section
at the angles 6 < 10° and the second one in the region
15° <06 < 35°.

Furthermore, we obtain the reasonable value of Sycy of
0.261 (0.769) for Ej, = 20.0 (42.1) MeV compared to the
value of the normalization factor of 2.70 [8] (2.59 [7]) extracted
from the previous DWBA analysis, although the energy
dependence still remains. Note that the physical SF must not
be greater than unity, and therefore these factors reported in
the previous works are the phenomenological normalization
factors involving artificial renormalization factors. In Refs.
[7.8], the a-'®0 wave function is calculated employing the
PM, i.e., the solution of Eq. (16) with a certain interaction Vofl:)

of Eq. (17). However, different parameters of VSX) are adopted
in each previous work. Thus it is found that the appearance
of the unphysical normalization factor in the DWBA analysis
mainly comes from the ambiguity of the a- '°0 wave function.
That two different DWBA analyses have consistent values
of the phenomenological normalization factor is expected
to be accidental. The meaning of the phenomenological
normalization factor in the PM is discussed in the next
section.

Another important finding is that at 42.1 MeV the DWBA
calculation employing a °Li optical potential provides an
unphysical value of Syicm, even if the MCM wave function
is adopted. As mentioned above, in this work we do not need
any °Li optical potential. In order to obtain a physical value
of Smcwm, therefore, the description of the oLi scattering based
on a three-body model is found to be crucial.
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TABLE I. The potential parameters of VOEIX). Its depth Vj is
determined so as to reproduce the binding energy 4.73 MeV.

ro (fm) ap (fm)
PMI1 1.25 x (16)'73 0.76
PM2 1.25 x (16)'/2 0.52
PM3 1.40 x (16)'73 0.85

B. Discussion of the calculation with the PM

Here we introduce the PM in order to clarify which region of
the a- 0 wave function is probed on the transfer cross section
and to elucidate the physical meaning of the normalization
factor. For this purpose, we prepare three types of c/),(PM) as
trial a- '°0 wave functions by varying the parameters o and
ay as listed in Table I. Note that the depth Vj for each setup is
adjusted to reproduce the - '°0 binding energy of 4.73 MeV.

In Fig. 3, the MCM wave function ¢I(MCM) is shown along

with ¢>Z(PM). The norm of each wave function is consistently
chosen to be unity. The PM1 parameters are chosen to fit the
behavior of the MCM wave function in the tail region, say,
r 2 5.0 fm, whereas the PM2 (PM3) parameters are chosen
to shift the behavior to inside (outside), in particular at the
surface region.

In Figs. 4(a) and 4(b) we show the theoretical results
employing the MCM and PM wave functions with the x?
fit to the measured angular distribution at 20.0 and 42.1 MeV,
respectively. The factors Syem and Spyv extracted from the
fit are listed in Table II. At both incident energies, the MCM
and the PM1 give consistent results for not only the angular
distribution in Fig. 4 but also Syicm and Spy in Table 1L
Therefore we can regard the results of the MCM and PM1
as nearly identical. PM3 (PM2) at 20.0 (42.1) MeV gives an
angular distribution consistent with the experimental data at
the forward angles & < 40°. On the other hand, PM2 (PM3) at
20.0 (42.1) MeV underestimates the data at the second (first)
peak. Obviously, the angular distribution and Spy depend on

)(r) ()

(MCM/PM

l

¢

10

FIG. 3. The radial part of the «- 150 relative wave function:

MM of the MCM (solid line) and ¢ of the PM, with the setups

PMI1 (dashed lines), PM2 (dotted line), and PM3 (dash-dotted line).
Each wave function is normalized to have the norm one.

PHYSICAL REVIEW C 93, 034606 (2016)

10° : ‘
(a) 20.0 MeV
Anantaraman et al. e
MCM —
= PMI —--
g 10"
g
S
3
= o
= 102
10-3 ; ; .
(b) 42.1 MeV
Becchettiet al. o
107t o A
= )
a . Y 4 }
S NS .
é 10-2» .\0 ° B
3 \.._‘/./ ~ .
< 100 \‘.H.-""'\\'w.. ]
W\
\\\ N
10* L L . , , . \\\ s '-77'4\:*\\\
0 10 20 30 40 50 60 70 80 90
0 (deg)

FIG. 4. Calculated cross section with the x? fit to be consistent
with the experimental data at (a) 20.0 and (b) 42.1 MeV. Each line
corresponds to the cross section calculated with the «-'°0 wave
function shown in Fig. 3.

the PM parameters at both energies. This fact indicates the
high sensitivity of the transfer cross section to the spatial
distribution of the - '°0 relative wave function.
Now, we introduce the wave functions ¢
(Smen)"/ Zq&l(MCM) and qBZ(PM) = (Spwm)Y 2¢1(PM), where the values
of (Smem)'/? and (Spy)'/? are listed in Table IT; they behave as
shown in Fig. 5. The normalization factors extracted from the
transfer reaction at Ej, = 20.0 and 42.1 MeV are adopted in
Figs. 5(a) and 5(b), respectively. In each panel, the amplitudes
of the PM1 and PM3 wave functions at the surface region, r 2>
6 fm, are similar, while that of PM2 is smaller. At r ~ 4 fm,
there is a large difference in the amplitude of each wave func-
tion. In the following, through Fig. 5, we discuss what region
of (ﬁl(PM) is sensitive to the angular distribution shown in Fig. 4.
When we look at Fig. 4(a) for Ej, = 20.0 MeV, we can
see that, in terms of how well the calculation describes the
behavior of the experimental cross section at the forward

MCM) __
| =

TABLE II. Normalization factor extracted from the x? fit of the
calculated cross section.

Eyp, MeV)  Smcm Spu (PM1)  Spy (PM2)  Spv (PM3)
20.0 0.261 0.258 0.407 0.156
42.1 0.769 0.667 1.276 0.297

034606-5



FUKUI, TANIGUCHI, SUHARA, KANADA-EN’YO, AND OGATA

0.5 ‘
0.4
031 ..
0.2 Firi
0.1
0.0
0.1}
02}

03l Li |
’ (a) 20.0 MeV
-0.4 : : . .

MCM/PM) (r) (™)

(
l

re

08} ]
06} -/
04
0.2
0.0
02}

MCM/PM) (r) (™)

(
l

-0.4 +

re

F (b) 42.1 MeV
0 2 4 6 8 10
T (fm)

-0.6

FIG. 5. ¢\V™ = (Swcm) ™M™ of the MCM (solid line) and
AP = (Spa)' 2™ of PM1 (dashed line), PM2 (dotted line), and
PM3 (dash-dotted line). The values of Sycm and Spy are adopted
from Table II in the case of (a) E;, = 20.0 and (b) 42.1 MeV.

angles 6 < 40°, the results of PM1 and PM3 are consistent
with the measured one. In contrast, the diffraction pattern of
the calculation with PM2 is significantly different from the
experimental one. On the other hand, in Fig. 5(a), we can find
that the behaviors of (;S;PM) of PM1 and PM3 are similar in
the region of » 2 5 fm, in which PM2 has a small amplitude.
These facts indicate that the cross section at Ej, = 20.0 MeV
probes the surface region of qSI(PM), and hence its interior of
r < 5 fm is insensitive to the cross section.

At 42.1 MeV, as shown in Fig. 4(b), PM2 has a reasonable
shape, but PM3 is inconsistent with the measured distribution.
In particular, for PM3, it is remarkable that the first peak
of the cross section at & = 0° is significantly smaller than
the second one around 6 ~ 20°. These can be interpreted as
follows. For PM1 and PM2, although each magnitude of ¢3Z(PM)
at the surface region r 2 4 fm is quite different, we find the
integrated values of qu(PM) over r in this region are consistent
with each other. This fact leads to the coincidence of the cross
sections calculated with PM1 and PM2. On the other hand,
it can be seen that the integrated value of él(PM) for PM3 in
the region r = 4 fm is significantly smaller than that of other
PM setups. This yields the decrease of the cross section of
PM3 at the forward angles. Thus, for Ej, = 42.1 MeV, we can
conclude that the surface region r 2 4 fm is probed on the
cross section.
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Next, we clarify the physical meaning of the normalization
factor. In Fig. 4(b), the results of both PM1 and PM2
are consistent with the experimental data. Nevertheless, for
Ein = 42.1 MeV, both PM parameters give inconsistent values
for Spy; one differs from the other by about a factor of 2.
Furthermore it should be especially mentioned that Spy of
PM2 exceeds unity. When Spy > 1, it is not the physical
SF, which expresses the probability of the «-'°Q cluster
configuration in 2°Ne. This unphysical value arises from the
fact that, in Fig. 3, the amplitude of ¢I(PM) of PM2 in the
surface region that is sensitive to the reaction is considerably
smaller than that of ¢,(PM) of PM1. Consequently, we need an
artificial enhancement of the amplitude. Similarly, both PM1
and PM3 describe well the angular distribution in Fig. 4(a),
while Spy of PM3 for E;, = 20.0 MeV is about 40% smaller
than that of PM1. Then an artificial reduction is necessary in
order to decrease the tail amplitude of qbl(PM) of PM3 in Fig. 3.
Hence the phenomenological normalization factor Spy;, which
is conventionally adopted in DWBA analyses employing a PM,
involves an artificial renormalization factor originating from
the improper distribution of the «-'°0 wave function, even
if it has correct asymptotic behavior. Only when we have a
reliable wave function such that it gives appropriate properties
for *°Ne, i.e., the MCM or PMI1, does the normalization
have a physical meaning. It is equivalent to the SF because
the normalization factor determining the tail amplitude of the
MCM or PM wave function is consistent with that of the whole
amplitude. Thus we find that the «-transfer reaction probes not
the SF but the amplitude of the cluster wave function at the
surface region.

For a future work, a systematic analysis of the reaction
at other incident energies is desired in order to judge which
¢,‘PM) is proper without relying on ¢I(MCM). This procedure
is expected to be important for the verification of the cluster
structure in sd-shell or unstable nuclei. Moreover, we hope this
kind of systematic analysis brings us knowledge that resolves
the Ej, dependence of Syicm-

C. Break effect of °Li

As mentioned above, one of the advantages of the present
framework is that, by adopting the three-body CCBA model,
we can avoid using the °Li optical potential, for which there
is little reliability for the «-transfer reaction at several incident
energies. Here we show the breakup effect of °Li on the
cross section and discuss the applicability of the conventional
DWBA model, in which the phenomenological °Li optical
potential is used.

We decompose the T-matrix equation (1) into two terms by
using the CDCC wave-function equation (4):

(20)
@

Tccga = Ter + T,
Ter = (W57 | Ve | ¥ (raa) 2" @),

Tyr = <llf}‘) Vel > w;d<rad>x;‘c°(+’(m>. (22)
C#L‘U

Trt describes the elastic transfer (ET), which is the transfer
process of the « particle from the ground state of °Li to the
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FIG. 6. Transfer processes described by the ET (dashed line) and
the BT (dotted line) on the cross section at (a) 20.0 and (b) 42.1 MeV.
The solid line stands for the result involving both ET and BT, while
the dash-dotted line is that of the ET without the BC. (c) The intuitive
expression of the breakup effect. See the text for details.

ground state of 2°Ne. Note that the ET involves the breakup
effect as the back coupling (BC), the channel couplings
between the ground state of °Li and its DC states. On the
other hand, Tgt expresses the breakup transfer (BT), in which
the o particle transfers from the DC states to the ground state
of °Ne. In Fig. 6(c) we show the intuitive picture of these
processes.

Figures 6(a) and 6(b) show the results of the CCBA
calculation with Tecpa (solid line), Tgr (dashed line), and
Tgt (dotted line) at Ej, = 20.0 and 42.1 MeV, respectively.
The MCM wave function is employed for these results. The
dash-dotted line corresponds to the ET without the BC, that is,
the one-step calculation. At each incident energy, the solid and
dashed lines coincide with each other in the whole region of 6,
while the dash-dotted line deviates from them. This indicates
that the breakup effect of SLi, the BC effect in particular, is
significantly important. In contrast to that, the contribution of
the BT is negligibly small. These features were reported [20]
also for the °Li-induced subbarrier a-transfer reaction [34].
This can intuitively be understood to be due to the hindrance
of the BT by the «-d Coulomb interaction [30].

It should also be noted that the importance of this breakup
effect does not mean the failure of the DWBA because the BC
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is effectively taken into account as an “absorption” due to the
imaginary part of the °Li optical potential. In general, however,
the optical potential is phenomenologically determined, and it
is difficult to properly evaluate the breakup effect in such a
way. Therefore the CCBA calculation should be performed
to systematically investigate the «-cluster structure through
®Li-induced a-transfer reactions.

V. SUMMARY

In order to make clear the spatial manifestation of the
a-cluster structure of 2°Ne from observables, we have an-
alyzed the «-transfer reaction 1%0(®Li, d)*Ne at 20.0 and
42.1 MeV by means of the CCBA approach based on the
three-body model. In the CCBA model the total wave function
of the system in the initial channel has been described by the
CDCC. This model enables us to use the optical potentials
of the subsystems «- and d- 150 instead of that of °Li,
which involves a large ambiguity. As for the calculation of
the relative wave function between the a-'°0 clusters, the
MCM with the GCM is adopted. It is a great advantage of our
procedure over the conventional approach in which the DWBA
calculation is performed with the °Li optical potential and a
phenomenological PM for the a- 1°0 wave function.

We have shown that our framework greatly improves the
coincidence of the theoretical result with the experimental
data on the angular distribution of the transfer cross section.
Furthermore, we have obtained the physical value of Sycwm,
for which unphysical values were reported in the previous
DWBA work [7,8]. These improvements of the result have
been brought about because we adopted the three-body CCBA
model with the reliable MCM wave function.

Next, the PM wave function has been employed in order to
reveal which region of the a-'°0 wave function is probed
on the transfer cross section. Through the comparison of
the calculated cross section and the behavior of the PM
wave function, it has been concluded that the surface region
of the wave function is probed on the cross section; the
region r 24 and 5 fm has been found to be sensitive to
the reaction at Ej, = 42.1 and 20.0 MeV, respectively. We
have also clarified the physical meaning of the normalization
factor. As a consequence, it has been found that DWBA
analyses employing a PM can have a normalization factor
involving an unphysical component originating from the
improper distribution of the «-'°0 wave function, even if
it has correct asymptotic behavior. Only when we have a
reliable wave function, the normalization is equivalent to
the SE. For future work, in order to judge which d)l(PM) is
proper, it is necessary to systematically analyze the reaction
at several incident energies. The present work can provide
useful knowledge for the verification of the cluster structure
in sd-shell or unstable nuclei.

We have investigated in detail the breakup effect of SLi. It
has been found to play an important role as the BC. Since it
is difficult to properly include the BC effect in the imaginary
part of the ®Li optical potential used in a conventional DWBA,
we need to carry out the three-body CCBA calculation for
the systematic investigation of the «-cluster structure through
a-transfer reaction.
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APPENDIX: FORMULATION OF MCM WITH GCM

In the GCM model, the total wave function of the two-body
cluster system, which consists of spinless particles o and A,
can be written as

|Paem) = Y ck |Ppr(Sk)) , (A1)
k

where |®gg(Sy)) is the Brink-Bloch (BB) cluster-model wave
function [19] defined by

. My M,
|PBB(S)) = ‘MA{% <—M—BS>IPA<M—BS>}>- (A2)

The wave function v, (¥4) of a (A) is expressed by the
harmonic oscillator (HO) shell-model wave function with
a shifted center at § = (0,0,5). The width parameters of
the HO wave functions for ¢ and A are assumed to be
common. The expansion coefficient ¢ is obtained by solving
the discretized Hill-Wheeler equation for the spin-parity
eigenstates projected from |®pg(S)), and it is normalized to
satisfy (Pgem | Pgem) = 1.

Since the relative wave function between o and A can be
expressed by a localized Gaussian wave packet, |©gem) i
written as

|D6em) = [MA[B ™M) Yio(F)paagem]), (A3)

121+ 1
(GCM) ,

9 9 b
N (r) = Ek I Iy (r, S, v")

where the function I'; is the relative wave function with its

(A4)
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partial wave expansion [35] defined by

3
AV ,
Ty (r,S,v) = 4n (-”) i1(2v' Sr)e v (7 +57), (AS)
T
Here i; is the modified spherical Bessel function, and v/ =
Ma MA U/MB .
By taking into account the antisymmetrization effect, we

can obtain two kinds of relative wave functions u; and y; from
(GCM)
; as

w(r) =Y en/lansi Ru(r,v), (A6)
W)=Y enptoni Ru(r,v), (A7)

n
where uy (N = 2n + 1) is the eigenvalue of the norm kernel,
R,; is the radial part of the HO wave function, and e, is the
coefficient for the R,; expansion of ¢I(GCM)

s

¢ oM =" euRu(rv). (A3)
n

Note that, in the asymptotic region where the antisymmetriza-
tion effect between clusters vanishes, three functions, qﬁl(GCM),
u;, and y;, are identical to each other. The wave function u;

is constructed by multiplying ¢1(GCM) by the square root of the
norm kernel matrix and is a normalized wave function,

/ luy(r))*ridr = 1,

which can be regarded as a cluster wave function. We adopt
u; as an input of the reaction calculation, (])I(MCM) = u;. The
so-called reduced-width amplitude y; is defined as

1 [/6(r —a) .
yia) = = <—2 Yio(F)Papaem. | CDGCM> (A10)
M r

(A9)

atacertain point a. In microscopic cluster models, the so-called
S factor is usually defined by the reduced-width amplitude as

S = / lyi(r)*r2dr. (A11)
The S factor can be less than 1 even for the normalized GCM

wave function because of the antisymmetrization effect. For
details, the reader is referred to Ref. [35].
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