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Background: The p nuclei, which are not produced by neutron capture processes, are present with a typical
isotopic abundance of 0.01%–0.3%. Abundance decreases with an increase in atomic number. However, the
neutron-magic isotopes of 92Mo and 144Sm exhibit unusually large abundances in comparison. A combination
of proton and α-particle capture reactions and neutron emission reactions are key to understanding this issue.
Currently, complex network calculations do not have access to much experimental data, and hence require
theoretically predicted reaction rates in order to estimate final abundances produced in nucleosynthesis.
Purpose: Few experimental cross sections of (p,γ ) reactions on heavy nuclides with mass numbers of 130–150
have been reported. The 144Sm(p, γ ) 145Eu reaction is the main destruction pathway for the nucleosynthesis
of the 144Sm nuclide. In the present paper, experimental cross sections of the 144Sm(p, γ ) 145Eu reaction at a
range including astrophysically relevant energies for the p process were determined to compare with theoretical
predictions using the Hauser-Feshback statistical model.
Methods: The 144Sm was deposited on a high-purity Al foil with the molecular plating method. Stacks consisting
of Ta degrader foils, 144Sm targets, and Cu foils used as flux monitors were irradiated with 14.0-MeV proton
beams. The 144Sm(p, γ ) 145Eu cross sections were determined from the 145Eu activities and the proton fluence
estimated from the 65Zn activity in the Cu monitor foil. The proton energies bombarded on each 144Sm target
were estimated using SRIM2013.
Results: We determined the 144Sm(p, γ ) 145Eu cross sections at proton energies between 2.8 and 7.6 MeV. These
energies encompass nucleosynthesis temperatures between 3 and 5 GK. The cross sections at energies higher
than 3.8 MeV agreed well with theoretically predicted cross sections using TALYS using the generalized superfluid
(GS) model for level densities. However, calculations using NON-SMOKER overestimated the cross section. When
the components of the energy uncertainties in the experimental cross sections were corrected, the cross sections
at energies lower than 3.8 MeV showed comparable values with TALYS but higher than those predicted by both
NON-SMOKER and TALYS.
Conclusions: TALYS using the GS model reproduced well the experimental cross sections without correction of
the proton widths at energies between 2.8 and 7.6 MeV. Thus, the reaction rates of 144Sm(p, γ ) 145Eu in the
stellar environment at 2.5–5 GK estimated with TALYS corresponded with those by the experimental cross section
within 10%. However, the reaction rates depended on the extrapolation of the cross section at energies of 0–2.8
MeV at temperatures of 0.5–2.5 GK. The reaction rate estimated by TALYS employing the GS model showed an
uncertainty within a factor of 2 at 1.5–3.5 GK for nucleosynthesis temperatures of the p nuclei.

DOI: 10.1103/PhysRevC.93.025801

I. INTRODUCTION

Most elements heavier than iron are synthesized via neutron
capture processes known as the s process and the r process
[1,2]. However, in the solar system, there are 35 neutron-
deficient stable isotopes between Se and Hg with low isotopic
abundance comparing to nuclei produced by the s and r
processes. These nuclei, not created by the s process or r
process, are termed p nuclei. The p process, by which p nuclei
are synthesized, proceeds via photodisintegration reactions
[3–5], proton capture reactions [6,7], and neutrino processes
[8] on the preexisting heavy s and r seed nuclei at temperatures
between 1.5 and 3.5 GK. These high temperatures can be
obtained in explosive environments, such as in the O/Ne layers
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of type-II supernovae and in the deflagration flame fronts of
type-Ia supernovae [9,10].

The p nuclei are present in the solar system with an isotopic
abundance of approximately 1% for lighter nuclei with atomic
numbers of 34–50 and 0.01%–0.3% for medium and heavier
nuclei with atomic numbers larger than 50 [11]. Generally, the
abundance of p nuclei decreases with an increase in atomic
number. On the other hand, the neutron-magic p nuclei of
92Mo and 144Sm present isotopic abundances of 14.52% and
3.08%, respectively [12,13]. The neutrino process is a strong
candidate for the nucleosynthesis of 92Nb, 136,138Ce, and 138La
[14,15]. However, the neutrino process cannot well explain the
greater abundance of 92Mo and 144Sm. Photodisintegration as
well as the capture reaction of charged particles are considered
to explain these abundances.

Reaction rates in a stellar environment are calculated from
the product of the reaction cross section and the energy
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spectrum of particles or photons [5,16]. The Maxwell-
Boltzmann distribution and Planck’s blackbody spectrum
are used to describe the spectra of a particle and photon,
respectively. The 144Sm can be produced via proton capture
on Nd seed nuclei, and it can also be produced by neutron
emission from heavier Sm isotopes which are also r and s
process seed nuclei. The 144Sm(p, γ ) 145Eu reaction is the
destruction pathway for the nucleosynthesis of the 144Sm
nuclide. The final abundance of nuclei in the nucleosynthesis
can be estimated with a mass balance between reaction rates of
production and destruction [7]. The photodisintegration reac-
tion rates increase drastically with an increase in temperature
above ∼1 GK according to the Hauser-Feshback statistical
model as calculated using TALYS [16]. When hydrogen is
present with a density of 1000 g cm3 in the nucleosynthesis
environment, TALYS gives a comparable reaction rate at ∼2 GK
in 143Pm(p,γ ) and 145Sm(γ,n) reactions, and the (γ ,n)
reaction is dominant at temperatures higher than 2 GK in
the production of 144Sm. Thus, instead of photodisintegration,
proton capture reactions are important in the production and
destruction of 144Sm at temperatures lower than ∼2 GK.
A combination of proton and charged particle capture reac-
tions and neutron emission reactions would understand the
abundance. Generally, neutron-deficient nuclei have a higher
threshold of neutron emission. On the other hand, the threshold
of the (γ ,n) reaction is lower with an increase in atomic
number; photodisintegration easily occurs in heavier nuclei
with larger atomic numbers. The capture reaction of a charged
particle becomes more difficult with an increase in atomic
number because of the increase in the Coulomb barrier in
the fusion reaction. Theoretical calculations are sufficient to
determine the reaction network synthesis of 144Sm, but the
purpose of the present paper is to validate the theoretical
calculations with experimental data.

Somorjai et al. [17] reported the 144Sm(α,γ ) 148Gd de-
struction cross section at energies between 10 and 13 MeV,
which comprises the region of ∼5 GK in nucleosynthesis.
The cross sections down to 83 nb have been success-
fully determined. However, the Hauser-Feshbach prediction
using NON-SMOKER [18] presented cross sections an or-
der of magnitude greater than the measurements. On the
other hand, the 144Sm(γ,n) 143Sm cross sections around
the threshold were determined using bremsstrahlung [19].
The 144Sm(γ,n) 143Sm cross sections with the theoretical
prediction using TALYS agreed well with the experimental
values of the cross section. Recently, the proton capture
reaction on the p nucleus 130Ba has been reported [20]. Cross
sections down to 3.6 MeV were determined and compared
with theoretical predictions obtained using TALYS. In the
present paper, we measured the 144Sm(p, γ ) 145Eu cross-
sectional values to experimentally obtain reaction rates of
the destruction process in the proton capture reactions. The
cross sections were compared with theoretical data obtained
using NON-SMOKER and TALYS to understand which factors
in a nuclear model cause differences between measurement
and theoretical values. Moreover, we estimated proton capture
reaction rates for the ground state of 144Sm by extrapolating
the cross section to lower energies than that at which it was
measured.

II. EXPERIMENT

Two kinds of target stacks were individually bombarded by
14-MeV proton beams. One stack consisted of a Ta degrader
foil, a 144Sm target, and a Cu monitor foil. The other stack
consisted of a Ta degrader and six 144Sm targets. The 144Sm
was deposited on a pure Al foil using the molecular plating
method [21]. The bombarding proton energies on each target
were calculated using SRIM2013 [22]. After irradiation, the
residual 145Eu activity (T1/2 = 5.93 ± 0.04 d) in the 144Sm
target and 65Zn activity (T1/2 = 243.93 ± 0.09 d) in the Cu
monitor foil were determined with an high-purity (HP)Ge
detector [23,24]. The 144Sm(p, γ ) 145Eu cross sections were
determined from the beam current as obtained from the
monitor reactions, thickness of the 144Sm target, activity
of 145Eu, and irradiation time. Details of the experimental
procedure and data analysis are described below.

A. Target preparation

Targets of 144Sm were prepared in a similar manner as
reported by Parker et al. [21]. Oxides of 94.4% enriched 144Sm
were dissolved in HNO3 and then diluted to approximately
1000 ppm with de-ionized water. Some 0.1 ml of the solution
was evaporated; the residue was dissolved in 3 ml of isopropyl
alcohol. The alcohol solution was transferred to a Teflon
cell [25] with a 37.0 mm2 deposition area. The installed Al
high-purity foil and spiral platinum wire soaked in solution
were connected to a cathode and anode, respectively; 500 V
were applied between the electrodes for 10 min. After the
alcohol solution was removed, the 144Sm target was dried
in ambient temperature. This procedure was highly efficient
with only 10% of the dissolved 144Sm remaining in solution
after the target fabrication. The 144Sm was deposited on
50-μm- and 100-μm-thick Al foils with 99.999% purity.
Also, 144Sm content in the original 1000-ppm solution and
in the alcohol solution removed after the molecular plating
process were measured with an inductively coupled plasma
mass spectrometer. The thickness of the target was calculated
from the amount of 144Sm used for molecular plating, the
amount of 144Sm which was not deposited, and the deposition
area. The 144Sm targets of approximately 200 μg cm2 with
uncertainties of 4%–7% were prepared.

B. Target stack and activation

Three stacks were prepared for the measurements of the
cross sections. One stack (hereafter termed the monitor stack)
consisted of a 200-μm-thick Ta degrader foil, a 144Sm target,
and a 10-μm-thick natural Cu foil with the same area as the
144Sm target, placed on an Al foil. The other stacks (hereafter
termed target stacks 1 and 2) consisted of a 200-μm-thick Ta
degrader foil and six 144Sm targets. In target stack 2, a 20-
μm-thick Al degrader foil was installed between the first and
the second 144Sm targets to obtain data at different energies.
Schematics of the stacks are shown in Fig. 1.

Activation with the proton beams was carried out at
the Research Center for Nuclear Physics (RCNP), Osaka
University. Some 2-μA proton beams accelerated using an
AVF cyclotron to 14.0 MeV with <0.1% energy uncertainty
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FIG. 1. Arrangement of the monitor and target stacks. The 20-
μm-thick Al foil was not installed in target stack 1 but was placed
between the first and the second 144Sm target in target stack 2.

were introduced into a vacuum irradiation chamber [26]. The
monitor stack and target stacks were individually irradiated in
the chamber for 30 min and 3 h, respectively. The stacks were
water cooled during the irradiation.

In the activation of the monitor stack, the beam energy
decreased in the Ta degrader as well as in the Al foils in the
144Sm targets and in the Cu foil. In the target stacks, the beam
energy decreased in the Ta degrader to the same energy as in
the monitor stack and in the Al foils of the six 144Sm targets.
We therefore obtained cross sections for 11 energies.

C. Calculation of proton energy

The bombarding proton energies of each target were
calculated with SRIM2013 [22]. The SRIM calculation showed
good agreement with experimental data within 1% for both Al
at 2–8 MeV [27,28] and Ta at 6–14 MeV [29]. In the monitor
stack, the energy of the proton beam decreased from 14.00 ±
0.01 to 7.57 ± 0.15 MeV in the Ta degrader and to 6.36 ±
0.19 MeV in the 100-μm-thick Al backing foil. In addition, the
energy was decreased by 0.30 MeV in the 100-μm-thick Cu
foil. The 144Sm and Cu foils in the monitor stack were activated
by protons with energies of 7.57 ± 015 and 6.06–6.36 MeV,
respectively. On the other hand, target stack 1 produced energy
data of 7.57 ± 0.15, 6.36 ± 0.19, 5.69 ± 0.19, 4.97 ± 0.22, 4.15
± 0.26, and 3.19 ± 0.30 MeV. Target stack 2 with 20-μm-thick
Al installed as a degrader provided energy values of 7.57 ±
0.15, 6.06 ± 0.19, 5.37 ± 0.21, 4.62 ± 0.23, 3.75 ± 0.28,
and 2.81 ± 0.35 MeV. Concerning the uncertainties in the
bombarding proton energies, the uncertainties were estimated
with a Monte Carlo simulation code of PHITS [30] employing
ATIMA [31,32] for the energy loss and straggling. According
to the simulation, the energy spectra showed a Gaussian
distribution by struggling in the energy loss. We considered
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FIG. 2. (a) γ -ray spectra of the Cu monitor foil and 144Sm target
in the monitor stack. (b) γ -ray spectra of the detector background
(black line), 144Sm targets activated by 5.4 MeV (blue line), and
2.8 MeV (red line) in the target stack.

1σ of the spectra caused by the struggling, 0.1% uncertainty
in the initial proton energy, and 0.01% uncertainty in weighing
the Ta and Al foils. The energy loss was regarded to be less than
10 keV in the 144Sm deposited material on the Al foils. The
energies and uncertainties are summarized in Table I together
with the results of the cross sections.

D. γ -ray spectrometry and data analysis

After cooling for 1–5 days, each target was measured with
an HPGe detector with 100% relative efficiency. The detector
was shielded by 15-cm-thick lead bricks to measure ultralow
145Eu activities. The 144Sm target and Cu foil in the monitor
stack were measured at a position of 10 cm from the surface
of the detector. Subsequently, all the 144Sm targets in both the
monitor and the target stacks were measured at 1 cm from the
surface of the detector for 5 min to 4 days for accumulating
more than 1000 counts in the largest γ -ray peak of 893.7 keV.
Spectra of the 144Sm and Cu targets are shown in Fig. 2 as
examples. Clear peaks of 65Zn and 145Eu were identified from
the Cu foil and 144Sm target in the monitor stack. The 145Eu
activity was successfully determined in the samples irradiated
with proton energies from 7.6 to 2.8 MeV.

Peak counts were calculated by subtracting neighboring
background counts of the higher- and lower-energy sides of
the γ -ray peaks from the gross counts of the γ -ray peaks.
The detection efficiencies of the detector were determined
with a 152Eu standard. The 145Eu and 65Zn activities were
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determined using Eq. (1),

A0 = λC

Iγ ε(e−λtcool − e−λ(tcool+tmeas))
, (1)

where A0 is the activity after termination of irradiation,
C is the peak count, λ is the decay constant, Iγ is the
emission probability of the γ ray, ε is the detection efficiency,
and tcool and tmeas are the cooling time and measurement
time, respectively. γ rays of 1115.5 keV (Iγ = 50.04%) for
65Zn, 653.5 keV (Iγ = 15.0%), 893.7 keV (Iγ = 66.0%),
1658.5 keV (Iγ = 14.9%), and 1997.0 keV (Iγ = 7.2%) for
145Eu were used for the analyses [23,24]. Proton flux in the
irradiated monitor stack was calculated from the 65Zn activity
using Eq. (2),

f = A0

σN (1 − e−λtirr )
, (2)

where σ denotes the cross section, f denotes the proton flux
estimated from the monitor foil, N denotes the number of target
atoms in a unit area, and tirr denotes the irradiation time. Here,
the 65Cu(p,n) 65Zn cross section reported by Kopecký [33]
was used for the calculation. The cross section of 126 mb at
the proton energy of 6.25 MeV was used for calculating the
flux. Using a rearrangement of Eq. (2), the flux and 144Sm
activities provided the cross section of the 144Sm(p, γ ) 145Eu
reaction in the monitor stack.

The 145Eu activity in the target stacks was determined
using Eq. (1) by referring to the 145Eu activity in the monitor
stack. The first 144Sm target in the target stack was expected
to have the same cross section as that in the monitor stack
as both targets were bombarded with equal proton energy.
Cross sections of the other targets in the target stacks were
determined using Eq. (2) referring to the first 144Sm target
in target stack 1. Regarding the uncertainty in the cross
section, we considered the uncertainty in the half-lives of 145Eu
and 65Zn as well as in the thickness of the 144Sm targets,
7% uncertainty in the cross section of the 65Cu(p,n) 65Zn
monitor reaction, and 1% uncertainty in the detector efficiency
determined with the 152Eu standard.

III. RESULTS AND DISCUSSION

A. Experimental cross sections and comparison with
theoretical predictions

The Gaussian-averaged cross sections determined by each
γ ray as well as the average cross sections are summarized
in Table I. Each cross section determined from different γ
rays agreed within the error. The weighted mean of 2σ are
considered as the uncertainty in the average value. On the
other hand, a statistical count of 3σ in the background of
the neighboring γ -ray peak was considered as a detection
limit. The γ -ray peak of 1997.0 keV for 2.8-MeV irradiation
did not exceed the detection limit. In the present paper,
144Sm(p, γ ) 145Eu cross sections down to 3.45 μb were
successfully determined.

The 144Sm(p, γ ) 145Eu cross sections are compared in
Fig. 3 with theoretical predictions obtained using the Hauser-
Feshback statistical codes NON-SMOKER [18] and TALYS1.6
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FIG. 3. The experimental cross sections and theoretical cross
sections obtained using NON-SMOKER and TALYS. Eth (p,n) denotes the
threshold of the 144Sm(p, n) 145Eu reaction. The experimental cross
sections corrected based on TALYS using the GS model are shown
with an open circle. Regions of the Gamow peak covering 2σ (95%)
of the area at temperatures between 1.5 and 5.0 GK are shown with
arrows.

[34]. In addition, energy regions which cover approximately
2σ (95%) of the Gamow peak are illustrated with arrows
(details are given in Sec. III B). The present paper encom-
passed nucleosynthesis temperatures between 3 and 5 GK.
Extrapolation of the cross sections is required to calculate
reaction rates in a stellar environment at temperatures lower
than 3 GK.

We employed one mass model for NON-SMOKER and
four level-density models for the TALYS calculations. The
finite range droplet model was used as the mass model for
the NON-SMOKER calculation [35]. The constant temperature
Fermi-gas (CTFG) model, backshifted Fermi-gas (BSFG)
model, generalized superfluid (GS) model, and microscopic
level densities from Hilaire’s combinatorial tables (HT) were
used for the level-density model in the TALYS calculation
[36,37]. The NON-SMOKER calculation produced greater values
of the cross sections than that obtained from measurements at
energies higher than 4 MeV and smaller values than those
obtained from experimental measurements at energies lower
than 4 MeV. As seen in the comparison of the experimental
cross sections with the theoretical predictions (Fig. 3), the χ2

values per degree of freedom between 3.8 and 7.6 MeV are
estimated to be 0.44 for TALYS using the CTFG model, 0.17 for
the BSFG model, 0.043 for the GS model, 1.6 for the HT, and
3.2 for the NON-SMOKER model. The TALYS calculations using
the GS model show the best agreement with the experimental
values at energies between 3.8 and 7.6 MeV. The competing
144Sm(p,n) 144Eu reaction channel occurs at energies higher
than 7.129 MeV. The 144Sm(p, γ ) 145Eu reaction calculated
using TALYS, based on the GS model, agreed well with
experimental values even at energies higher than the threshold
of the (p,n) reaction.

In the present paper, we used thick degrader foils; hence, a
large spread in the energies of the proton beams would have
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been present after each foil. Here, we take this large energy
spread into account when calculating the cross sections by
calculating a weighted average of the cross sections using a
Gaussian distribution for the proton energies. As described in
Sec. II C, the median proton beam energies were estimated
with SRIM [22], and the extent of the proton energy ranges
due to straggling were determined using PHITS [30] using
ATIMA [31,32]. The SRIM median proton energies after each
foil were assigned to be the mean of a Gaussian proton
energy distribution, and the width of that distribution was
assigned to be the minimum and maximum proton energies
as determined with PHITS + ATIMA. Gaussian-averaged cross
sections could then be calculated by taking the convolution of
the Gaussian proton energy distribution for each energy and
the values of the cross section over that same energy range.
This produced an effective proton energy, which corresponded
with our measured cross sections but differed from the median
proton energies from SRIM. In order to adjust the cross sections
to the median proton energy instead, the experimental cross
sections were renormalized using the ratio of the theoretical
cross sections as determined using TALYS with the GS model
at the effective and median proton energies. If the form of
the cross section is particularly steep in a given energy range
as it is at the lower proton energies observed, the adjustment
between the effective and the median proton energies is larger
as seen in the data. The result of this renormalization, from the
effective to the median proton energies, is apparent in the shift
of the data points in Fig. 3.

The cross sections at the median proton energies are 37%
of the Gaussian-averaged cross section at 2.8 MeV, 61% at
3.2 MeV, and 90%–100% at energies higher than 3.8 MeV.
The cross sections at the medians are also summarized in
Table I. The cross sections at 2.8 and 3.2 MeV were greater
than theoretical values calculated using TALYS by a factor of
∼1.5. The GS model agrees well with the renormalized cross
sections over the investigated energy with the χ2 value per
degree of freedom of 0.042. In the following discussion, the
cross sections at the median proton energies are used.

The sensitivity is generally useful to understand what
input parameter in a model contributes to magnitude of the
cross sections. The sensitivity of the 144Sm(p, γ ) 145Eu cross
section in the Hauser-Feshbach model is shown in Fig. 4 where
the ratio of quantities vq in Eq. (3) is assumed to be 2, which
is the same magnitude of difference as the 130Ba(p,γ ) 131La
reaction [20]. The sensitivity �Sq

is defined as

�Sq
= v� − 1

vq − 1
, (3)

v� is the ratio of cross sections using modified and conven-
tional parameters when the proton width, γ width, neutron
width, and α width are separately changed. vq denotes the
ratio of the modified to the conventional average widths [38].
The sensitivity value reveals which parameter more strongly
affects the final result. For example, a sensitivity �Sq

= 0
denotes no change in the cross section even when the widths
are varied. On the other hand, �Sq

= 1 indicates that the cross
section changes by the same factor as vq when the widths are
changed.
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FIG. 4. Sensitivity of the 144Sm(p, γ ) 145Eu reaction when the
proton width, γ width, neutron width, and α width are separately
changed by a factor of 2. The arrows indicate energy regions of the
Gamow peak covering 2σ (95%) of the area. Resonance energies of
145Eu, equivalent to the sum of the Q value of the 144Sm(p,γ ) 145Eu
reaction and center-of-mass energy of the proton beams, are related
to the incident energies.

Figure 4 clearly reveals that the proton width is the
dominant factor in determining the 144Sm(p, γ ) 145Eu cross-
sectional value at the astrophysically relevant energies of
1–7 MeV. At energies higher than ∼4 MeV, the γ width
contributes to the cross section as well. In addition, the neutron
width contributes at energies higher than the threshold of
the 144Sm(p,n) 144Eu reaction. In the 144Sm(p,γ ) reaction,
the theoretically predicted cross sections agree well with the
experimental cross sections without correction of the proton
widths at 2.8–7.6 MeV. In addition, no correction of the neutron
widths is required at energies higher than the threshold of
the 144Sm(p,n) reaction. TALYS uses the phenomenological
optical model potential when a default input is employed [39].
In the 144Sm(p, γ ) 145Eu reaction, the GS model for a level
density and the phenomenological optical model potential with
the default proton widths give the best cross sections.

There are additional instances in the literature of measured
proton capture cross sections displaying an energy-dependent
agreement with Hauser-Feshbach calculations. For example,
Quinn et al. [40] reported that the experimental cross sections
of the 74Ge(p,γ ) 75As reaction showed good agreement
with TALYS using the CTFG model at energies higher than
2 MeV. In contrast, the cross sections calculated using NON-
SMOKER were approximately 50% less than the experimental
values. However, the NON-SMOKER calculation showed good
agreement at energies lower than 2 MeV. Spyrou et al. [41]
reported that both a TALYS calculation employing the GS
model and a NON-SMOKER calculation of the 90Zr(p,γ ) 91Nb
reaction cross section agreed well with experiment at energies
between 2.5 and 5 MeV. In addition, the 93Zr(p,γ ) 93Nb
reaction showed good agreement with NON-SMOKER
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FIG. 5. The astrophysical S factors of the 144Sm(p, γ ) 145Eu re-
action calculated from the experimental cross sections and theoretical
predictions using NON-SMOKER and TALYS employing CTFG, BSFG,
GS, and HT as a level-density model.

calculations. Gyürky et al. [42] reported measurements of
(p,γ ) reactions on the proton-rich nuclei of 106Cd and
108Cd. Both experimental cross sections were higher than
the NON-SMOKER calculations by 50% at energies lower than
∼3.5 MeV. Netterdon et al. [20] compared the experimental
cross sections of 130Ba(p,γ ) 131La with those obtained via
TALYS. The TALYS calculation, using the default parameters,
presented smaller cross sections than measurement data in the
range of 3.6–5.0 MeV. The discrepancies observed in these
nuclear reactions were solved by employing an appropriate
optical model potential and level density and correcting the
proton and neutron widths.

B. Reaction rate in the stellar environment estimated
from the S factor

The astrophysical S factor of the 144Sm(p, γ ) 145Eu reac-
tion is shown in Fig. 5 together with those estimated using
NON-SMOKER and TALYS. The astrophysical S factor S(E) is
expressed as

S(E) = Eσ (E)e2πη, (4)

where E is the center-of-mass system energy, σ (E) is the
cross section, and η is the Sommerfeld parameter expressed
as Z1Z2e

2/�v. Z1 and Z2 are the atomic numbers of the
interacting nuclei, e is the elementary charge, and v is the
relative velocity in the reaction. The S factor estimated with
TALYS when using the GS model shows the best agreement
with the experimental data as well as comparison in the cross
sections. The S factor decreases exponentially with an increase
in energy.

Proton capture reaction rates in the stellar plasma tempera-
ture are expressed using the S factor as in Eq. (4),

NA〈σv〉 = NA
(8/π )1/2

μ1/2(kT )3/2

∫ ∞

0
S(E)e−2πη−E/kT dE, (5)
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FIG. 6. (a) The reaction rates estimated from the different
extrapolations and theoretical predictions using NON-SMOKER, TALYS,
and REACLIB. (b) Demonstration of the different fits used to extrap-
olate the measurement to lower energies and the S factors of the
92Mo(p, γ )93m+gTc reaction multiplied by 100. In Fit 1, a constant
value taken from the lowest datum is used; for Fit 2 an exponential
form based on the higher energy data was assumed. See the text for
a further discussion.

where NA is the Avogadro number, μ is the reduced mass of the
system, k is the Boltzmann constant, and T is the temperature
[43]. Here, we presume two scenarios to predict the S factors
at energies lower than 2.8 MeV where the cross sections
were not experimentally measured. When we estimated the
S factor of the (p,γ ) reaction on 92Mo, another neutron-magic
nucleus, the S factor was found to be almost constant at
energies lower than 1.8 MeV, decreasing steeply at energies
between 1.8 and 3 MeV and decreasing gently at energies
higher than 3 MeV [44,45] [Fig. 6(b)]. This trend observed
at energies higher than 1.8 MeV is identical to that observed
in the 144Sm(p, γ ) 145Eu reaction. In the first scenario, the S
factors were extrapolated according to the trends observed in
the 92Mo(p, γ ) 93Tc reaction. The S factors at energies higher
than 2.8 MeV were fitted with an exponential function, and the
S factor at energies below 2.8 MeV was assumed to be of the
same value as that at 2.8 MeV (Fit 1). In the second scenario,
the S factors at energies higher than 2.8 MeV were fitted with
the same exponential function as for Fit 1, and the S factors
from 0 to 2.8 MeV were extrapolated using this exponential
function (Fit 2).

The proton capture reaction rates for the ground state
144Sm atom were estimated using both fitting values. Figure
6(a) displays the reaction rates measured in the laboratory
environment together with those estimated using NON-SMOKER

and TALYS. The GS model was employed in the TALYS

calculation. In addition, the Hauser-Feshbach model reaction
rates from the REACLIB database are presented [46]. The
features of each fit are shown in Fig. 6(b). Figure 7 displays the
ratios of the experimental reaction rates to the NON-SMOKER,
TALYS, and REACLIB reaction rates. As mentioned in Sec. III A,
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FIG. 7. Ratios of the reaction rates using theoretical predictions
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two different extrapolations. The gray broken line indicates the ratio
as 1.0.

the corrected experimental cross sections agreed with the cross
sections calculated using TALYS with the GS model at energies
between 2.8 and 7.6 MeV. The NON-SMOKER cross sections
revealed greater values above 3.8 MeV. The NON-SMOKER

calculations produced values smaller than the measurement
data at energies lower than 3.8 MeV. Hence, the ratios of the
reaction rates to NON-SMOKER theoretical data were greater at
temperatures higher than 3.5 GK and smaller at temperatures
lower than 3.5 GK. The REACLIB rate is weaker than in the
present paper at temperatures between 1 and 2 GK by a factor
of ∼20 and even larger factors for temperatures higher than
3 GK. Comparing with the TALYS calculation, we confirmed the
reaction rates calculated using TALYS correspond to those esti-
mated from experimental cross sections by a factor of less than
1.1 at temperatures higher than 2.5 GK. At temperatures lower
than 2.5 GK, the extrapolation of the S factor results in different
reaction rates. The reaction rate in the stellar environment at
temperatures lower than 2.5 GK should be greater than that in
both theoretical computations employing the Hauser-Feshbach
model. In the present paper, 144Sm(p, γ ) 145Eu experimental
cross sections were compared with theoretical data obtained
using NON-SMOKER and TALYS to understand which factors in
a nuclear model cause differences between measurement and
theoretical values.

The nucleosynthesis of 144Sm by the reactions of (p,γ )
and (p,n) on the preexisting s nuclei of Nd isotopes, reaction
products of Pm isotopes, and 144Sm have been assumed in
temperatures of 1.5–3.5 GK [6,7]. At the temperatures, the
estimated reaction rates from theoretical calculations with
TALYS based on the GS model correspond to those from

the experimental measurements within a factor of 2. In the
network calculation of nucleosynthesis, the final abundance of
144Sm in the proton capture reaction can be estimated using
the balance between rates of increase caused by the (p,γ )
reaction on existing Nd and Pm and the rate of decrease caused
by the 144Sm(p, γ ) 145Eu reaction. The experimental cross
sections are only one part of a broader network controlling
144Sm abundance. In order to perform an accurate network
calculation, we require cross sections predicted using a Hauser-
Feshbach statistical calculation where inputs of level density
and optical model potential, etc., are optimized by comparing
with experimental cross sections. A further study of the (p,γ )
and (p,n) reactions on Nd and Pm isotopes would fill in the
missing pieces of the network reaction surrounding 144Sm.

IV. CONCLUSION

We measured the cross sections of the proton capture
reactions on 144Sm atoms at energies between 2.8 and
7.6 MeV. Irradiation by a proton beam was carried out at
RCNP, Osaka University, and the activities of 145Eu were
determined with γ -ray spectrometry. At energies higher than
3.8 MeV, the experimental cross sections agreed well with
the theoretical prediction when using TALYS which employs
the generalized superfluid model for level densities. When
the overestimations by the large energy uncertainties are
taken into account, the experimental cross sections showed
comparable values to TALYS but higher than NON-SMOKER.
The TALYS calculation employing the GS model reproduced
well the experimental cross section without correction of the
proton widths at energies between 2.8 and 7.6 MeV. The
experimental cross sections at 2.8–7.6 MeV included the
Gamow peak at temperatures between 3 and 5 GK. The cross
sections in the present paper provided a value of the (p,γ )
reaction rate on the ground state of 144Sm. The reaction rates
at temperatures higher than 2.5 GK agreed with the TALYS

calculation employing the GS model within 10%. However,
the reaction rates at temperatures lower than 2.5 GK were
estimated to be greater than the theoretical predictions when
the S factor was extrapolated at energies lower than 2.8 MeV.
The reaction rate at temperatures below 2.5 GK were more
sensitive to the choice of extrapolation of the cross sections.
The reaction rate estimated by TALYS employing the GS model
showed an uncertainty within a factor of 2 at 1.5–3.5 GK for
typical temperatures of the nucleosynthesis of the p nuclei.
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[33] P. Kopecký, Int. J. Appl. Radiat. Isot. 36, 657 (1985).
[34] A. J. Koning, S. Hilaire, and M. C. Duijvestijn, in Proceedings

of the International Conference on Nuclear Data for Science
and Technology, April 22–27, 2007, Nice, France, edited by
O. Bersillon, F. Gunsing, E. Bauge, R. Jacqmin, and S. Leray
(EDP Sciences, France, 2008), pp. 211–214.
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