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Coulomb chronometry to probe the decay mechanism of hot nuclei
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In 129Xe + natSn central collisions from 8 to 25 MeV/nucleon, the three-fragment exit channel occurs with a
significant cross section. We show that these fragments arise from two successive binary splittings of a heavy
composite system. The sequence of fragment production is determined. Strong Coulomb proximity effects are
observed in the three-fragment final state. A comparison with Coulomb trajectory calculations shows that
the time scale between the consecutive breakups decreases with increasing bombarding energy, becoming
quasisimultaneous above excitation energy E∗ = 4.0 ± 0.5 MeV/nucleon. This transition from sequential to
simultaneous breakup was interpreted as the signature of the onset of multifragmentation for the three-fragment
exit channel in this system.

DOI: 10.1103/PhysRevC.92.064606 PACS number(s): 25.70.Jj, 25.70.Pq

I. INTRODUCTION

In central heavy-ion collisions at bombarding energies
around 10–20 MeV/nucleon, namely well above the Coulomb
barrier but below the Fermi energy regime, different types
of reaction mechanism leading to the production of one,
two, three, or more heavy fragments in the exit channel
are possible, namely fusion-fission, quasifission, and deeply
inelastic collisions [1–3]. Only by detecting all reaction
products in coincidence and achieving a full kinematical
reconstruction event by event can we hope to better under-
stand the underlying reaction and decay mechanisms. Such
exclusive experimental data are relatively scarce for multibody
exit channels in this energy range [4–7], leaving room for
ambiguities in the interpretation of the reaction mechanism.
New theoretical efforts are made to cover this energy range,
including time-dependent microscopic approaches [8,9], trans-
port models [10], and molecular dynamics calculations [11],
which require comparison with new exclusive measurements
to advance.

*Present address: Sezione INFN di Firenze, Via G. Sansone 1, I-
50019 Sesto Fiorentino, Italy; diego.gruyer@fi.infn.it
†Deceased

Recent exclusive data on 129Xe + natSn central collisions
measured with the INDRA 4π charged-particle multidetec-
tor [12] show that at 8 MeV/nucleon bombarding energy
almost all events contain two heavy fragments in the exit
channel with a total charge close to that of the incident
nuclei (including evaporated light charged particles) [13].
Above 12 MeV/nucleon bombarding energy (see Fig. 1), the
three-fragment exit channel becomes significant, overcoming
the two-fragment production rate above 18 MeV/nucleon. The
question we want to address in this paper is the underlying
mechanisms responsible for these three-fragment events: Are
they the result of deeply inelastic reactions (followed by fission
of one of the two partners, or with the third fragment resulting
from a neck formed between projectile and target), or do they
result from the decay of a composite system (not necessarily
fully equilibrated)? Is the breakup a sequential continuation
of low-energy fission processes to higher available energies,
or is it a precursor of the simultaneous nuclear disassembly
(multifragmentation) observed at higher energies for this same
system [14,15]?

To answer these questions, a dynamical characterization of
the decay mechanism is needed, based on a full kinematical
reconstruction of the multibody exit channel. In particular,
we show that the determination of the order in which
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FIG. 1. (Color online) Evolution of different exit channel pro-
duction probabilities as a function of the beam energy for
129Xe + natSn central collisions.

fragments are produced and the estimation of the involved
time scales make it possible to disentangle sequential fission
and simultaneous three-fragment breakup. This information is
of great importance in view of constraining reaction models
with predictive power in this energy regime.

Several methods have been proposed for time-scale mea-
surement in peripheral heavy-ion collisions, which are domi-
nated by deep-inelastic reactions, neck formation and decay,
and so-called dynamical fission of projectile- or targetlike
nuclei [6,16,17]. Such methods were recently used to probe
the isospin equilibration between projectile and target nuclei
[18–21]. However, they are not applicable to cases where an
intermediate composite system is formed, hence losing the
distinction between “projectilelike” or “targetlike” fragments,
as it may occur in central collisions.

In the case of central collisions, two-fragment correlation
functions have been used to extract emission time scales in
multifragmentation events, typically observed at intermediate
energies [22–27]. The extracted emission properties are af-
fected by space-time ambiguities. Moreover, distortions of the
correlation function shape induced by momentum and energy
conservation laws [28], collective motion, and reaction plane
orientation effects [29,30], while small or negligible in the case
of light particle correlation studies, may become important and
difficult to deal with in the case of massive fragment-fragment
correlations [24,30].

In this paper, we propose a new Coulomb “chronometer”
suitable for three-fragment exit channels in central collisions.
The proposed method is similar to that used for the study
of three-fragment coincidences in 129Xe + 122Sn collisions at
12.5 MeV/nucleon bombarding energy [31], with the crucial
addition of the knowledge of the fragment emission sequence
and the use of a 4π multidetector, which reduces biasing the
detected exit channels. We have used this chronometer to study
the underlying production mechanism of three-fragment exit
channels and to extract the evolution of fragment emission
time scales in 129Xe + natSn central collisions from 8 to 25
MeV/nucleon bombarding energy.

II. EXPERIMENTAL DETAILS

A. Experimental setup

Collisions of 129Xe + natSn at 8, 12, 15, 18, 20, and
25 MeV/nucleon were measured using the INDRA 4π charged
product array [12] at the GANIL accelerator facility. The
129Xe beam at 25 MeV/nucleon was directly delivered by
the coupling of the two main cyclotrons, CSS1 and CSS2.
However, this combination does not make it possible to
obtain incident energies between 8 and 20 MeV/nucleon.
Therefore, the 129Xe beam was first accelerated by the coupled
cyclotrons to 27 MeV/nucleon with a 40+ charge state and
then decelerated to the required beam energies of 20, 18,
15, 12, and 8 MeV/nucleon using a carbon degrader foil
placed in the beam line whose orientation was modified to
give different effective thicknesses. The charge state and purity
of the 129Xe beam after the degrader were ensured using the
α spectrometer of GANIL, whose Bρ setting was optimized
for each incident energy. For the two lowest energies, 8
and 12 MeV/nucleon, more than one charge state were
transmitted, inducing uncertainties on these incident energies:
δE = 0.5(0.2) MeV/nucleon at 8 (12) MeV/nucleon beam
energy.

The 129Xe beam then impinged on a self-supported
350 μg/cm2-thick natSn target placed inside the INDRA
detector array [12]. This charged product multidetector,
composed of 336 detection cells arranged in 17 rings centered
on the beam axis, covers 90% of the solid angle. The first ring
(2◦ to 3◦) is made of 12 telescopes composed of 300-μm silicon
wafers (Si) and CsI(Tl) scintillators (14 cm thick). Rings 2 to
9 (3◦ to 45◦) are composed of 12 or 24 three-member detection
telescopes: a 5-cm-thick ionization chamber (IC) with 2.5-μm
Mylar windows operated with 20–50 mbar of C3F8 gas; a
300- or 150-μm silicon wafer; and a CsI(Tl) scintillator (14
to 10 cm thick) coupled to a photomultiplier tube. Rings 10
to 17 (45◦ to 176◦) are composed of 24, 16, or 8 two-member
telescopes: an ionization chamber and a CsI(Tl) scintillator of
8, 6, or 5 cm thickness. Events were recorded with an on-line
trigger requiring at least two independent telescopes hits in
coincidence.

In the offline analysis, charged reaction products were
identified from �E − E correlations between successive IC-
Si, Si-CsI(Tl), or IC-CsI(Tl) detectors. In the IC-Si telescopes,
where most of the heavy reaction products are stopped at
these energies, extrapolation of experimental �E − E maps
using range-energy tables [32,33] was used, achieving charge
identification with unit resolution up to Z ∼ 20 and with a
resolution lower than 5 charge units for Z ∼ 80. In addition,
energetic light ions (Z < 5) punching through to the CsI(Tl)
scintillators were isotopically identified by pulse-shape dis-
crimination (PSD) of the fast and slow components of the
light output. At forward angles (<45◦), coherency checks
between Si-CsI and CsI-PSD identification made it possible to
discriminate neutrons which undergo reactions with the nuclei
of the CsI scintillator.

Resulting charge identification thresholds are around
0.5 MeV/nucleon for the lightest fragments (Z ∼ 10) and
1.5–2 MeV/nucleon for the heaviest (Z � 50) (see Fig. 1 of
Ref. [34]). This means that slow-moving (� 2 cm/ns) heavy

064606-2



COULOMB CHRONOMETRY TO PROBE THE DECAY . . . PHYSICAL REVIEW C 92, 064606 (2015)

FIG. 2. (Color online) (a)–(d) Experimental correlations between the cosine of the flow angle cos (θflow) (see text) and the total detected
charge (Ztot), event by event, for events with three heavy fragments (Z > 10) in the exit channel. Round symbols show the distribution of Ztot.
(e)–(h) Distribution of the cosine of the flow angle [cos (θflow)] for three-fragment events: (solid symbols) before and (open symbols) after the
selection in total detected charge (Ztot > 90) indicated by the arrow in each of figures (a)–(d).

ions such as targetlike fragments from the least dissipative
binary inelastic reactions have a very low probability of
correct identification, being stopped in, or only just punching
through, the IC. Nonetheless, a minimum atomic number can
be estimated for such products based on �EIC, which makes
it possible to exclude events where such fragments are present
from the analysis.

B. Event selection

In this analysis, we considered only kinematically complete
(well-detected) events with three identified heavy fragments
(Z > 10) in the exit channel. To select such a set of events,
we consider the total charge detected in each event (Ztot) and
the angle θflow which characterizes the global orientation of
each event with respect to the beam axis [34]. Here the kinetic
energy tensor [35] used to determine θflow was built using the
three detected fragments in each event.

Event-by-event correlations between these two global
variables are presented in Figs. 2(a)–2(d) for different beam
energies. It should be recalled that to build these correlations,
we require the detection and identification of three heavy
fragments (Z > 10) in coincidence; therefore, not all reactions
are represented: Most notably, slow targetlike fragments have
a very low probability of correct identification (see Sec. II A);
therefore, the least dissipative reactions are underrepresented
with respect to collisions in which a significant momentum
transfer occurs. This bias is more noticeable the lower the beam
energy, as then only the most dissipative binary collisions can
impart sufficient momentum to targetlike fragments for them
to be identified. Conversely, the detection efficiency is highest
and less dependent on beam energy for collisions with a full
momentum transfer, i.e., fully damped binary collisions or
fusion.

The Ztot−θflow correlations in Figs. 2(a)–2(d) show that
three fragment events are dominated by two contributions with

different kinematical properties, whatever the beam energy.
The first contribution, for which Ztot ∼ 60–80, has a strongly
forward-peaked θflow distribution, with most events being
oriented in the beam direction. It can be seen [symbols in
Fig. 2(a)–2(d)] that the relative proportion of this contribution
increases with the beam energy. These two observations are
consistent with what is expected for most reactions proceeding
by a dissipative binary collision in the first step, for which
targetlike fragments have a small probability to be identified
(see the previous paragraph).

The second contribution corresponds to a strong peak in
the Ztot distribution around Ztot ∼ 90–100 (we recall that the
total charge of projectile and target is 104). This contribution
populates all θflow angles, and it should be noted that the
total detected charge is independent of the orientation of
events in this case. Figures 2(e)–2(h) shows the flow angle
distributions for all three-fragment events (solid symbols)
or only the contribution with Ztot > 90 (open symbols).
The effect of this selection is to effectively suppress the
forward-peaked anisotropy in the full distributions which
is associated with the low-Ztot contribution. The remaining
events have a quasi-isotropic distribution of θflow. The reduced
yield at the most forward angles for 12 and 15 MeV/nucleon
[Figs. 2(e)–2(f)] can be ascribed to lower detection efficiency
(no IC-Si telescopes at laboratory angles <3◦). The total
kinetic energy of the fragments for these events is independent
of the flow angle, which indicates that they have the same
degree of dissipation. Therefore, the events selected with
Ztot > 90, which are used in the following, are compatible
with reactions where the first step is either a fully damped
deeply inelastic collision, quasifission, or fusion-fission. The
associated measured cross section for the selected events,
calculated using the integrated beam current and corrected for
acquisition dead time, is almost independent of bombarding
energy and represents ∼50 mb. We return to the exact nature
of these reactions later.
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FIG. 3. (Color online) Evolution of the light charged particle
multiplicities as a function of the beam energy for 129Xe + natSn
central collisions.

The evolution of the average multiplicity of light charged
particles detected in coincidence with the three heavy frag-
ments as a function of the beam energy is displayed in
Fig. 3. Whatever the nature of the emitted particle, the
average multiplicity increases quasilinearly with increasing
bombarding energy.

III. FROM SEQUENTIAL TO SIMULTANEOUS BREAKUP

A. Qualitative evolution

To begin the analysis of the three-fragment exit channels,
we show in a qualitative way the evolution of the decay
process from two sequential splittings towards simultaneous
fragmentation. If two successive independent splittings occur,
three possible sequences of splittings have to be considered.
For instance, in one sequence, the first splitting leads to a
fragment of charge Z1 and another fragment which, later,
undergoes fission leading to Z2 and Z3. Let us call this
sequence 1. The sequences 2 and 3 are readily deduced by
circular permutation of the indices.

Bizard et al. [36] proposed a method to show qualitatively
the nature of the process. To test the compatibility of an event
with the sequence of splittings i, we compare the experimental
relative velocities between fragments with those expected for
fission. For each event we build the quantities

Pi = (
v

exp
i(jk) − vviola

i(jk)

)2 + (
v

exp
jk − vviola

jk

)2
, (1)

where i = 1,2,3 is the index of the fragment produced in the
first splitting; vexp

αβ is the experimental relative velocity between
fragments α and β; and vviola

αβ is the expected relative velocity
for fission, taken from the Viola systematic [37] extended to
include asymmetric fission [38]. The first (second) term in
Eq. (1) refers to the first (second) splitting. The three values
of Pi are calculated for each event and represented in Dalitz
plots (Fig. 4). In this diagram, the distance of each point from
the three sides of the triangle is represented by a1, a2, and a3;
with ai = Pi/(P1 + P2 + P3). Therefore, the population of the
Dalitz plot reflects the relative values of P1, P2, and P3.

At 12 MeV/nucleon bombarding energy [Fig. 4 (a)],
events populate mainly three branches parallel to the edges
of the Dalitz plot, which correspond to the three sequences
of sequential breakup (Pi � Pj ,Pk). Simultaneous breakup
events would be located close to the center of this plot
(Pi ∼ Pj ∼ Pk), where few events are observed. The strong
accumulations of events on the corners (Pi ∼ Pj � Pk)
correspond to the intersection of two sequential branches.
For these particular kinematic configurations, two sequences
cannot be disentangled. Consequently, Fig. 4(a) shows that,
for this energy, three-fragment events arise mainly from two
sequential splittings.

It should be noted that at all bombarding energies, all three
splitting sequences are nearly equally populated, showing that
there is no biasing of the exit channels owing to the experimen-
tal apparatus. This is very different to the previous study of
12.5 MeV/nucleon 129Xe + 122Sn reactions by Glässel et al.,
where only one sequence was well detected (see Fig. 11 of
Ref. [4]), owing to the two parallel plate avalanche counter
(PPAC) detectors used in that study being positioned for opti-
mal detection of fission fragments of projectilelike fragments
following deep-inelastic collisions [31]. The advantage of 4π
detection with high granularity means that we are able to study
all possible exit channels without such bias.

With increasing beam energy [Figs. 4(b)–4(d)], the three
branches are still present but become closer and closer to the
center of the Dalitz plot. This indicates that fragment produc-
tion becomes more and more simultaneous with increasing
beam energy, and the deexcitation process evolves contin-
uously from two sequential splittings towards simultaneous
fragmentation.

In the following sections we quantify this effect by
measuring the time δt between the two splittings. First we
must determine, event by event, in which order fragments
have been produced.

FIG. 4. (Color online) Dalitz plot of Pi (see text) for 129Xe + natSn central collisions at different beam energies.
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B. Sequence of splittings

To establish the sequence of splitting event by event,
we start from the hypothesis that fragments are produced
sequentially, which was shown in the previous paragraph to
be reasonable at least at the lowest beam energies (Fig. 4).
As mentioned above, three sequences of splittings have to be
considered. In each possible sequence, one pair of fragments
is the result of the second splitting and should therefore have
a relative velocity close to that expected for fission [37,38].
Therefore, to identify the sequence of splittings event by
event, we need only to find the pair with the most fissionlike
relative velocity and we trivially deduce that the remaining
fragment resulted from the first step. This procedure amounts
to computing, for each event, the three following quantities,

pi = (
v

exp
jk − vviola

jk

)2
, (2)

which corresponds to the second term of Eq. (1). The lower the
value of pi , the larger the probability of the considered event
to have been generated by the sequence of splittings i. In each
event, the smallest value of pi determines the sequence i of
splittings. This procedure has been tested on simulated three-
fragment breakup events (see Appendix A) and was found
to be, at worst, 66% efficient in the most pessimistic scenario.
This efficiency is increased to 83% when limiting to the angular
range used to extract the intersplitting time (see Sec. III D).

Once the sequence of splittings is known event by event,
fragments can be sorted according to their order of production
and the intermediate system can be reconstructed. Let us now
call Z

f
1 and Z

f
2 , the two nuclei coming from the first splitting.

The fragment Z
f
2 breaks in Zs

1 and Zs
2 during the second step

(see Fig. 5).
The mean atomic numbers of the fragments produced in

each splitting are given in Table I. It can be seen that the
first splitting is strongly asymmetric: Indeed, the reconstructed
fragment charge distribution for these two initial fragments,
Z

f
1 and Z

f
2 , presents two well-separated bumps (see Fig. 6). It

is then the larger of the two, Zf
2 , which subsequently undergoes

a second splitting, giving a symmetric charge distribution
peaked at Z

f
2 /2 (see Fig. 6). For the 12 MeV/nucleon

bombarding energy, this is in contradiction with the findings of

FIG. 5. (Color online) Definition of the relevant kinematic ob-
servables for the three-fragment exit channel, in the rest frame of the
intermediate system Z

f
2 .

TABLE I. Mean charges of the two splittings and standard
deviation of the charge distribution of the second splitting for
129Xe + natSn central collisions. 〈Zsrc〉 = 〈Zf

1 + Z
f
2 〉 (see text) and

the exponent f (s) stands for the first (second) splitting.

〈Ztot〉 〈Zsrc〉 〈Zf
1 〉 〈Zf

2 〉 〈Zs
i 〉 σ (Zs

i )

8 MeV/nucleon 97.6 95.1 28.6 66.5 33.2 10.8
12 MeV/nucleon 96.3 89.2 25.6 63.7 31.8 11.7
15 MeV/nucleon 95.2 85.0 24.6 60.4 30.2 11.6
18 MeV/nucleon 95.4 80.9 24.4 56.5 28.2 10.9
20 MeV/nucleon 94.8 78.1 24.5 53.6 26.8 10.2
25 MeV/nucleon 94.1 72.3 24.9 47.4 23.7 8.6

Ref. [40], where an asymmetric second fission was reported.
Indeed, the authors of that work found a dependency of the
mass asymmetry of the second step on the fission orientation:
In the present work, the (a)symmetry of both splittings is
independent of their relative orientation.

The mean total charge of the three fragments, 〈Zsrc〉 in
Table I, decreases from 95 at 8 MeV/nucleon bombarding
energy to 69 at 25 MeV/nucleon. As the total detected charge
for all events is fixed by the selection Ztot > 90 (see Sec. II B),
this decrease reflects the increasing multiplicity of emitted
light charged particles with increasing bombarding energy
(see Fig. 3), owing to both preequilibrium emission [41] and
evaporation from the excited fragments or from any of the
intermediate compound systems [14]. It should be noted that
as bombarding energy increases, the difference in the mean
charge of the three final fragments becomes smaller, and at
25 MeV/nucleon all three fragments have a mean atomic
number Z ∼ 23.

Although the charge/mass asymmetry of the first splitting
(Fig. 6) seems at first to be counterintuitive, it can be
explained considering the probability of sequential fission.
Indeed, a symmetric first splitting will have little probability
of sequential fission as the fission barriers of both fragments
will be large. However, if the first splitting is asymmetric, the
heaviest fragment will have a smaller fission barrier resulting in
a larger sequential fission probability. Therefore, the selection
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FIG. 6. Example of normalized charge distribution of the recon-
structed first (solid symbols) and second (open symbols) splitting
obtained for 129Xe + natSn reaction at 12 MeV/nucleon.
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tion at 12 MeV/nucleon simulated with deep inelastic transfers
(DITs) [39] for (open symbols) all deep-inelastic events and (solid
symbols) the most dissipative deep-inelastic events (see Appendix B
for details).

of three body events preferentially select out asymmetric
initial splitting, whatever the underlying reaction mechanism
(fusion/fission, deep inelastic, quasifission).

The charge distribution of the first splitting is also very
broad. This is not consistent with a binary reaction scenario
as a first step. Figure 7 shows the charge distribution of
binary events simulated with the deep inelastic transfers (DIT)
model [39] for the 129Xe + natSn at 12 MeV/nucleon reaction
(see Appendix B for details). The obtained charge distribution,
even for the most dissipative events, is too narrow to give rise
to the reconstructed charge distribution of the first splitting
(solid symbols on Fig. 6): The most asymmetric splitting
obtained in the calculation (ZTLF = 39,ZPLF = 65) has an
associated cross section of 114 μb, while the mean charge
partition experimentally observed is (Zf

1 = 26,Z
f
2 = 64) (see

Table I). Therefore, in the following we assume that the first
step of the reactions leading to three-fragment exit channels is

the formation of composite systems with Z ∼ 80–100, which
subsequently undergo fission (first splitting).

C. Angular distribution

We now characterize the two splittings by their relative
orientation. Figures 8(a)–8(d) show the distribution of the
angle θ between the two separation axes (see Fig. 5) for
different beam energies. At the lowest beam energies, the
angular distribution presents a “U” shape [Fig. 8(a)], which
is characteristic of fission of an equilibrated system [42]
with angular momentum. With increasing beam energy, the
angular distribution flattens [Figs. 8(b)–8(c)] and then devel-
ops a maximum centered on θ ∼ 90◦ [Fig. 8(d)], leading to
anisotropy values W (0◦)/W (90◦) < 1. The latter behavior is
unexpected for an isolated fissioning system and suggests the
presence of large final-state interactions, where the Coulomb
field of the first emitted fragment focuses the other two more
perpendicularly to the first separation axis. It is clear that the
presence of such an anisotropy requires the second splitting to
take place at a distance from the first emitted fragment of the
same order of magnitude as the distance between the centers
of the fissioning fragments at scission. These are the Coulomb
proximity effects that we now use to deduce the time interval
between the two splittings.

D. Intersplitting time

To estimate the mean intersplitting time (δt), we used the
correlation between the intersplitting angle θ and the relative
velocity of the second splitting: vs

12 =‖ 	vs
1 − 	vs

2 ‖ (see Fig. 5).
In fact, for long intersplitting times the second splitting occurs
far from the first emitted fragment. The relative velocity vs

12
is then only determined by the mutual repulsion between Zs

1
and Zs

2 and should not depend on the relative orientation of
the two splittings. However, for short intersplitting time the
second splitting occurs close to the first emitted fragment. The
relative velocity vs

12 is modified by the Coulomb field of Z
f
1

FIG. 8. (Color online) (a)–(d) Distribution of the intersplitting angle θ . (e)–(h) Correlation between the intersplitting angle θ and the relative
velocity of the second splitting vs

12. Vertical error bars are smaller than the size of the points.
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FIG. 9. Evolution of the Coulomb distortion parameter δv as a
function of the beam energy for 129Xe + natSn central collisions.

and depends on the relative orientation of the two splittings. In
this case, vs

12 should present a maximum for θ = 90◦. We used
this Coulomb proximity effect as a chronometer to measure
the intersplitting time δt .

Experimental correlations between vs
12 and θ are presented

in Figs. 8(e)–8(h) for different beam energies. These corre-
lations present a maximum at θ ∼ 90◦, which is more pro-
nounced as the beam energy increases. We quantify this effect
by the Coulomb distortion parameter δv = vs

12(90◦) − vs
12(0◦).

In practice, δv is computed in the ranges | cos(θ )| < 0.05
(θ ∼ 90◦) and | cos(θ )| > 0.9 (θ ∼ 0◦). In this angular range,
the sequence identification procedure presents an efficiency of
83% (see Appendix A). δv increases with the beam energy
(Fig. 9), indicating that the second splitting occurred closer
and closer to the first emitted fragment.

To translate δv in terms of intersplitting time δt , we
performed Coulomb trajectory calculations for point charges,
which simulate sequential breakups using mean charges given
in Table I. The initial conditions of the calculation were chosen
to reproduce the systematics of asymmetric fission [38]: For
each step the two fissioning fragments were separated by
a distance dij = r0(A1/3

i + A
1/3
j ), with r0 = 1.9 fm. δv is

then computed by varying δt to get the calibration function
presented in Fig. 10.

Finally, we obtained the evolution of the intersplitting time
as a function of the beam energy (Fig. 11). The vertical
error bars in Fig. 11 reflect the statistical uncertainties on the
measurement of δv (Fig. 9) and take into account variations
of the initial conditions in the trajectory calculations: r0 =
1.9–1.5 fm (see Fig. 10). We verified that the experimental
apparatus does not introduce significant systematic errors on
the average values.

A clear decrease of the intersplitting time with increasing
beam energy is observed in Fig. 11. At 8 and 12 MeV/nucleon,
the intersplitting time δt is greater than 500 fm/c (1.7 ×
10−21 s). It shows that, for the lower beam energies, fragments
arise from two successive splittings well separated in time, val-
idating our starting hypothesis. As the beam energy increases
from 12 to 20 MeV/nucleon, δt decreases monotonically from
600 to about 100 fm/c. At 25 MeV/nucleon, δt becomes

t [fm/c]δ
0 500 1000 1500 2000 2500 3000

v 
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m
/n

s]
δ
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0.2
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0.4
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 = 1.5 fm0r
 = 1.9 fm0r

FIG. 10. (Color online) Evolution of the Coulomb distortion
parameter δv as a function of the intersplitting time δt obtained from
the Coulomb trajectory calculation. The charges used correspond to
that given in Table I for 15 MeV/nucleon beam energy.

compatible with 0 (δt = 20 ± 20 fm/c). It reflects, in fact,
the sensitivity limit of the method. Indeed, our trajectory
calculations show that below δt ∼ 100 fm/c the two nuclei
resulting from the first splitting do not have sufficient time
to move apart beyond the range of the nuclear forces before
the second splitting occurs. For such a short time, fragment
emissions cannot be treated independently, and it is no longer
meaningful to speak of a sequential process. This intersplitting
time is reached around 20 MeV/nucleon. It should be recalled
that, concurrently with this decrease in the breakup time
scale, the mean charges of the three final fragments become
more and more similar (see Table I), culminating in the
quasisimultaneous production of three equal-sized fragments.
In this case, one is justified in speaking of the onset of a

bE
6 8 10 12 14 16 18 20 22 24 26 28

t [
fm

/c
]

δ

0

200

400

600

800

1000

E* 
1.1 2.1 2.7 3.5 4.0 5.2

[MeV/nucleon]

[MeV/nucleon]

FIG. 11. Evolution of the mean intersplitting time δt as a function
of the beam energy (lower scale) and the estimated excitation
energy of the initial composite systems (upper scale) produced in
129Xe + natSn central collisions. Horizontal error bars refer to the
upper scale.
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multifragment breakup process which appears as a natural
evolution of the sequential fission decay processes observed at
lower energies.

IV. DISCUSSION

Our results show that the three-fragment exit channel in
central 129Xe + natSn collisions is compatible with successive
binary splittings of composite heavy systems with estimated
atomic numbers Z ∼ 80–100. The mean lifetime of the
second fissionlike step becomes shorter and shorter with
increasing bombarding energy, leading to a decay that is
indistinguishable from simultaneous multifragment breakup
above 20 MeV/nucleon.

For each beam energy, the excitation energy of the initial
composite system has been estimated using a standard calori-
metric procedure [43–45], including the light charged particles
detected in coincidence. The mean values are given in the
upper scale of Fig. 11. At the lowest beam energies, where
sequential fission is the dominant decay mode, this energy
has to be seen as an upper limit for the excitation energy
of the nucleus undergoing the second splitting, assuming
that the excitation energy of the initial composite system is
partitioned between the partners of the first scission; however,
at the highest energies this estimate corresponds directly to
the excitation energy of the system undergoing simultaneous
three-body decay, and it gives the threshold energy for the
onset of this process at E∗ ∼ 4 MeV/nucleon.

The intersplitting times reported in Fig. 11 are in good
agreement with fragment emission times extracted for excited
gold nuclei formed in π− + Au reactions [23] over the whole
excitation energy range, although the mechanism forming the
initial excited system is very different in these two reactions.
Breakup times for similar-sized nuclei formed in heavy-ion
induced reactions [46–49] show the same trend, but time
scales for excitation energies below 5 MeV/nucleon are
systematically larger than those of Ref. [23], and measure-
ments from different reactions give widely varying results.
This discrepancy can be attributable to angular momentum
or compression-expansion effects which are negligible in
hadron-induced reactions [23] but depend on the entrance
channel in heavy-ion collisions [45]. This issue could be fixed
with a systematic study of fragment emission times over a
broad range of excitation energy and system size and also by
extending the presented method to exit channels with four and
more fragments.

Compared to previous studies of three-fragment events for
the 129Xe + 122Sn system at 12.5 MeV/nucleon, we find an
intersplitting time δt = 2 × 10−21 s, which is of the same
order of magnitude as in Ref. [31] (factor of 2 greater), but the
characteristics of each of the two sequential splittings are found
to be very different in our analysis. In Ref. [40] the authors
concluded that the dominant mechanism was a deep-inelastic
collision followed by an asymmetric and strongly aligned
breakup of one of the two outgoing fragments, as has since
been observed to dominate the reaction cross section for
heavy-ion collisions at bombarding energies up to and around
the Fermi energy [50–52]. On the contrary, we observe fully
relaxed and globally isotropic events with a small associated

(∼50 mb) cross section, for which the highly asymmetric first
scission is incompatible with deep-inelastic or quasifission
reactions, after which the heavier of the two primary fission
fragments rapidly undergoes a second, symmetric, fission
whose characteristic angular distribution only deviates from
the statistical expectation owing to Coulomb proximity effects.

In light of the preceding discussion, it seems clear to us
that there is, in fact, no real contradiction between our analysis
and that of Refs. [4,31,40]: The three-fragment events in the
two studies do not correspond to the same class of reactions.
The experimental setup of Glässel et al. was “optimized for
three-body coincidences arising from the sequential fission of
deep-inelastic collision fragments emitted into forward CM
angles” [4]. However, the use of a 4π multidetector such as
INDRA imposes no such a priori bias on the studied reactions
and brings additional selectivity, making it possible to study
low cross-section phenomena, typical of central collisions,
which were previously unattainable.

V. CONCLUSION

In summary, we proposed a new chronometer which
profits from Coulomb proximity effects observed in the
three-fragment final state. This is made possible thanks
to highly exclusive measurements performed with INDRA.
The originality of the method relies on the unambiguous
determination of the sequence of splitting. This method is
applied to probe the decay mechanism responsible for the
three-fragment exit channel observed in 129Xe + natSn central
collisions at bombarding energies from 8 to 25 MeV/nucleon.
We showed that these fragments arise from successive binary
splittings occurring on shorter and shorter time scales. The
involved time scale becomes compatible with simultaneous
three-fragment breakup above E∗ = 4.0 ± 0.5 MeV/nucleon,
which can be interpreted as the signature of the onset of
multifragmentation.
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TABLE II. Correlation between the true (x axis) and the identified
(y axis) sequence of splittings for: (a) all simulated events and
(b) events with θ ∼ 90◦,0◦ used to extract the intersplitting time
(see text).

(a) All events (b) θ ∼ 90◦ or 0◦

1 2 3 1 2 3

3 6.5 7.3 21.8 3 3.7 6.0 28.6
2 5.1 21.9 6.8 2 0.5 26.3 4.9
1 21.7 4.0 4.6 1 28.5 0.3 1.3

064606-8



COULOMB CHRONOMETRY TO PROBE THE DECAY . . . PHYSICAL REVIEW C 92, 064606 (2015)

TABLE III. Reaction parameters for the system 129Xe + natSn at
bombarding energy 12 MeV/nucleon: (first row) calculated according
to systematics given in Ref. [53]; (second row) results of the DIT
calculations.

lmax (�) σR (mb) σfus (mb) lfus (�)

Systematics [53] 517 3821 92 –
DIT [39] 519 3831 92 ± 2 78

(Project No. 09-136) and the Russian Foundation for Basic
Research, Research Project No. 13-02-00168 (Russia).

APPENDIX A: EFFICIENCY OF THE SEQUENCE
IDENTIFICATION PROCEDURE

To test the validity of the proposed procedure of sequence
identification, we simulated 300 three-fragment breakups
using the experimentally measured fragment charges, for each
event measured at 12 MeV/nucleon beam energy. The se-
quence of splitting, as well as the relative orientation of the two
splittings θ (see Fig. 5), were set randomly. For each splitting,
the two fissioning fragments were separated by a distance
dij = r0(A1/3

i + A
1/3
j ), with r0 = 1.4 fm. This value of r0 is

voluntarily much smaller than that expected for fission (r0 ∼
1.9 fm [37,38]) to test the method in a nonideal case. We used a
typical intersplitting time of 300 fm/c (see Fig. 11). Simulated
events were then filtered using a simulation of the INDRA
detector response. Finally, the experimental procedure of
sequence identification was applied to these simulated events.

The correlation between the true and the extracted sequence
of splittings is presented in Table II(a). It can be seen that
our method is rather efficient, even in a far-from-ideal case:
The well-identified events (in bold) represent approximately
66% of the total number of simulated events. The remaining
34% correspond to particular relative orientations of the two
splittings where the method does not allow to distinguish
accurately two sequences. These ambiguities are mainly
located around θ ∼ 50 ± 10◦ and θ ∼ 130 ± 10◦.

The identification efficiency can be increased up to 83%
[Table II(b)] by considering only events with | cos(θ )| > 0.9
or | cos(θ )| < 0.05 (θ ∼ 90◦ or 0◦), which corresponds to the
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FIG. 13. (Color online) Correlation between the fragment charge
(Z) and the total kinetic energy loss (TKEL) for binary exit channels.

angular range where the Coulomb distortion parameter δv is
computed.

APPENDIX B: DIT SIMULATIONS FOR 129Xe + natSn
COLLISIONS AT 12 MeV/nucleon

Calculations using the DIT model of Ref. [39] have been
performed for collisions of the heavy quasisymmetric system
129Xe + natSn at bombarding energy 12 MeV/nucleon.

In this study, 105 events were generated with DIT corre-
sponding to a total reaction cross section of σR ∼ 3.8 b (see
Table III). The calculated reaction and fusion cross sections
are very close to those given by the systematics of Ref. [53].
Figure 12 shows the impact parameter distributions calculated
for binary exit channels and fusion events. Fusion occurs over
quite a wide range of (small) impact parameters (b < 4 fm).
The corresponding spin distribution of the compound nuclei
has a mean value of 78�.

Figure 13 shows the distribution of projectile-/targetlike
fragment atomic number Z as a function of total kinetic energy
loss (TKEL). As expected, this distribution broadens with
increasing dissipation but remains centered around the mean
atomic number of (ZP + ZT)/2 = 52. Figure 7 shows the
charge distribution of projectile-like fragment (PLF)/target-
like fragment (TLF) fragments for all binary events, and
for a selection of the most dissipative reactions (TKEL ≥
350 MeV/nucleon), corresponding to a total cross section
of 278 mb. The distribution is symmetric, and there is no
significant cross section for highly asymmetric exit channels.

Table IV details the calculated cross section for each of
the most asymmetric PLF-TLF splits observed for these most
dissipative reactions. The most asymmetric splitting observed,

TABLE IV. Calculated cross sections for the most asymmetric
PLF-TLF splittings for very dissipative events (TKEL � 350 MeV)
and their estimated (statistical) uncertainty.

ZPLF 61 62 63 64 65
ZTLF 43 42 41 40 39

σ (mb) 2.72 1.38 0.38 0.42 0.11
�σ (mb) 0.32 0.23 0.12 0.13 0.07

064606-9



D. GRUYER et al. PHYSICAL REVIEW C 92, 064606 (2015)

(ZPLF = 65, ZTLF = 39), has an associated cross section
of 114 μb. This corresponds to three simulated collisions.
We have therefore calculated a (statistical) uncertainty for
this and the other calculated cross sections using the simple

Poissonian
√

N prescription, which makes it possible to
show that increasing the total number of simulated collisions
would not significantly increase the deduced cross section for
asymmetric splittings.
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