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The formalism based on correlated basis functions and the cluster-expansion technique has been recently
employed to derive an effective interaction from a realistic nuclear Hamiltonian. To gauge the reliability of this
scheme, we perform a systematic comparison between the results of its application to the Fermi hard-sphere
system and the predictions obtained from low-density expansions, as well as from other many-body techniques.
The analysis of a variety of properties, including the ground-state energy, the effective mass, and the momentum
distribution, shows that the effective-interaction approach is quite accurate, thus suggesting that it may be
employed to achieve a consistent description of the structure and dynamics of nuclear matter in the density region

relevant to astrophysical applications.
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I. INTRODUCTION

Approaches based on effective interactions are widely used
to study the properties of strongly interacting many-body
systems, when the bare interaction between the constituents
cannot be treated in perturbation theory by using the basis
states describing noninteracting particles [1,2].

Effective interactions specifically designed to reproduce the
bulk properties of nuclear matter (see, e.g., Refs. [3,4]), while
being remarkably successful in a number of instances, fail
to provide a quantitative account of nucleon-nucleon (NN)
scattering, both in free space and in the nuclear medium,
the understanding of which is needed for the description
of nonequilibrium properties [5,6]. The results reported in
Ref. [5] clearly show that the determination of the shear
viscosity and thermal conductivity of pure neutron matter,
relevant to many astrophysical applications [7,8], requires
effective interactions derived from ab initio microscopic
approaches capable of explaining the observed NN scattering
data in the zero-density limit [5].

The authors of Refs. [9,10] have developed a procedure
to determine the effective interaction in nuclear matter us-
ing the correlated basis function (CBF) formalism and the
cluster-expansion technique. While this scheme has been
thoroughly tested through comparison between its results and
those obtained from G-matrix perturbation theory in pure
neutron matter [5], the analysis of a somewhat simpler many-
body system, several properties of which can be accurately
calculated and expressed in analytic form, may provide further
insight into the validity and robustness of the underlying
assumptions.

The nucleon-nucleon (NN) interaction is known to
be strongly repulsive at short distances, as clearly in-
dicated by saturation of the charge-density distributions
measured by elastic electron-nucleus scattering [11]. As
a consequence, the Fermi hard-sphere fluid, i.e., a sys-
tem of point-like spin % particles interacting through the
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has been long recognised as a valuable model for investigating
concepts and approximations employed to study the properties
of nuclear matter.

In this paper we discuss the derivation of the effective
interaction of the Fermi hard-sphere system within the
approach of Ref. [10], as well as its application to the
calculation of a variety of properties, including the energy per
particle, the self-energy, the effective mass, and the momentum
distribution.

As an introduction, Sec. II is devoted to a summary
of the results of low-density expansions in powers of the
dimensionless parameter ¢ = kra, where a is the hard-core
radius [see Eq. (1)] and kp is the Fermi momentum. In
Sec. III, we outline the basics of both CBF theory and the
cluster-expansion technique, which are needed to obtain the
ground-state energy and determine the effective interaction.
The perturbative calculation of the self-energy at second order
in the effective interaction is described in Sec. IV, while
in Sec. V the single-particle properties resulting from our
calculations are reported and compared to those obtained by
using different approaches. Finally, in Sec. VI we summarize
our findings and state the conclusions.

II. LOW-DENSITY EXPANSIONS

The expansion of the ground-state energy of the quantum-
mechanical hard-sphere system in powers of the dimensionless
parameter ¢ was first discussed by Huang and Yang [12], who
were able to derive its terms up to order 2, back in the 1950s.

More recently, Bishop carried out a systematic analysis,
including a comparison between results obtained by using
different computational schemes [13].
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The calculation of the ground-state energy exploits the
formalism developed to describe a scattering process involving
two particles interacting through a strongly repulsive potential.
The main element of this approach is the replacement of the
bare interaction with the # matrix, which amounts to including
the contribution of the infinite series of ladder diagrams.
This technique, which in general allows us to achieve a fast
convergence of perturbative calculations, becomes essential
when dealing with the hard-core interaction of Eq. (1).

The author of Ref. [13] considered two different treatments
of scattering in a degenerate medium, based on the use of time-
ordered Goldstone diagrams or Feynman diagrams, yielding
the same expression of the ground-state energy.

For a hard-sphere system of degeneracy v = 4,' the result,
obtained including the first four terms in the expansion, reads
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where the linear term describes the effects of forward scat-
tering, the quadratic term takes into account Pauli’s exclusion
principle, and the higher-order terms arise from the occurrence
of processes involving at least three particles.

The low-density expansion for the single-particle spectrum,
e(k), and the effective mass, defined as

o = (Lo} 3)
m =|-— ,
k dk
are discussed in Ref. [1]. The result at k = kp, derived taking
into account terms quadratic in ¢, is
m*(kr) 24
=1
m + 1572
Note that the above equation implies that (i) there are no linear
contributions and (ii) [m(kr)*/m] > 1 for all values of c.
Perturbative results at order ¢2 have also been obtained for
the momentum distribution, defined as

n(k) = (Olajax|0), (5)

(7In2 — 1)c2. 4)

where |0) denotes the system ground state, while alt and ag
are creation and annihilation operators, respectively [14—18].
The explicit expression of n(k), obtained by the authors of
Refs. [16—18] carrying out an expansion in powers of the free-
space t matrix, can be found in the appendix.

III. THE CORRELATED BASIS FUNCTION EFFECTIVE
INTERACTION

Within the CBF approach, the correlated states of the hard-
sphere system are obtained from the noninteracting Fermi gas

The hard-sphere system with v = 2 and 4 is meant to model pure
neutron matter and isospin-symmetric nuclear matter, respectively.
Note that in both instances the system can be described in terms of
the single parameter ¢ = kra.
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(FG) states through the transformation
_ Flngg)
(ng| F1F |npg) /2’

|n)

(6)

where the operator F, embodying the correlation structure
induced by the interaction potential, is written in the form

F=]]rop, (7)
Jj>i
with
fij<a)=0, lim f(r;) =1, (8)
rij—>00
where r;; = |r; — r;| is the interparticle distance.
In principle, the shape of the two-body correlation func-

tion, f(r;;), at r;; > a, can be determined from functional
minimization of the expectation value of the Hamiltonian:

@
H:T—l—V:ZE—l—;v(m), ©)
in the correlated ground state. In the above equation, k; = |k;|,

m denotes the particle mass and v is the potential of Eq. (1).
The effective interaction

Vet = Z Vet (7)), (10)

Jj>i

is defined by the relation

1 1 (0|H|0)
¥ =5 o0,
(0]0)
1
= Krg + N(OFG|Veff|0FG>v (11

where N is the number of particles, and Kgg = 31(12p /(10m) is
the expectation value of the kinetic energy per particle in the
FG ground state. Note that the above equation implies that the
CBF effective interaction is defined not in operator form, but
in terms of its expectation value in the Fermi gas ground state.

The calculations discussed in the following sections are
largely based on the assumption—that will be tested by
comparing our results to those obtained from different many-
body approaches—that perturbative calculations involving
matrix elements of V. between Fermi gas states provide
accurate estimates of all properties of the Fermi hard-sphere
system.

A. Cluster-expansion formalism

The calculation of matrix elements of any many-body
operator between correlated states involves largely irreducible
3N-dimensional integrations. This problem, that becomes
quickly intractable with increasing N, can be circumvented by
expanding the matrix element in a series, the terms of which
represent the contributions of subsystems (clusters) involving
an increasing number of particles [19]. Since correlations are
short ranged, at not-too-high density the cluster expansion is
expected to be rapidly convergent.

The effective interaction of Ref. [10] is derived by expand-
ing the left-hand side of Eq. (11) and keeping the two-body
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cluster contribution only. The resulting expression is

1H—3k%+AE 12
St ==L 4 (aBy, (12)

with
0 1 2 1
(AE), = —/d3r—|:Vf(r)i| [1 - —zz(kpr)], (13)
2 m %

where v denotes the degeneracy of the momentum eigenstates,
p= vk% /(672 is the particle density, and the Slater function
is defined as £(x) = 3(sinx — x cos x)/x3. The form of vt
follows immediately from Eqgs. (10)—(13), implying

1
Vert (1) = E[Vf(r)]z- (14)

As pointed out above, the shape of f(r) can be obtained
from the functional minimization of the Hamiltonian ex-
pectation value in the correlated ground state. Within the
two-body cluster approximation, this procedure yields the
Euler-Lagrange equation

D(r)
g'(r)— g(r)[m + mk} =0, s)
where
g(r) = f(n@r), (16)
with

dr)=r1— %mkm. (17)

Equation (15) is solved with the boundary conditions f(a) =
0 and f(d) =1, the additional constraint f’(d) = 0 being
fulfilled through the introduction of the Lagrange multiplier A.
The determination of the correlation range d will be discussed
in the next section.

B. Ground-state energy

The terms of the cluster expansion can be conveniently
represented by diagrams, which are classified according to
their topological structure. Selected classes of diagrams can
be then summed up to all orders by solving a set of coupled
integral equations, dubbed the Fermi hyper-netted chain
(FHNC) equations [20,21].

The correlation functions obtained from the procedure
outlined above and the FHNC summation scheme have been
extensively used to obtain upper bounds to the ground-state
energy of a variety of interacting many-body systems, includ-
ing liquid helium [22], nuclear and neutron matter [23], and
the Fermi hard-sphere system [24,25]. Within this approach,
yielding remarkably accurate results, the correlation range
d is treated as a variational parameter. Figure 1 shows the
radial dependence of the correlation functions obtained from
minimization of the FHNC ground-state energy at different
densities, corresponding to ¢ = kpa = 0.3, 0.5, and 0.7,
respectively. Note that, throughout this article, we consistently
set the hard-core radius, the particle mass, and the degeneracy
to the valuesa = 1 fm, m = 1 fm™', and v = 4.
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FIG. 1. (Color online) Radial dependence of the correlation func-
tions obtained from the solution of the Euler—Lagrange equation (15).
The dot-dashed, solid, and dashed lines correspondto ¢ = kra = 0.3,
0.5, and 0.7, respectively.

The ground-state energy per particle of the Fermi hard-
sphere system is usually written in the form

3
10m

and the low-density expansion of the parameter ¢ can be
readily obtained by combining its definition, Eq. (18), and
Eq. (2):

Ey I+, (18)

2 2 1 2m2) 4078
g —— (11 =2In .
¢ 3|7 35q2 ‘
32 4
+ ——(r = 3v3)c*Inc|. (19)
973

In Fig. 2, the density dependence of ¢ computed using
Eq. (19) (dashed line) is compared to the corresponding
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FIG. 2. (Color online) The full line shows the ¢ dependence of
the dimensionless quantity ¢, defined by Eq. (18), obtained within
the FHNC approach for the system of hard spheres of radiusa = 1 fm,
mass m = 1 fm™!, and degeneracy v = 4. The results obtained from
the low-density expansion of Eq. (19) are represented by the dashed
line, while the diamonds correspond to the perturbative estimates of
¢ computed, neglecting terms of order higher than ¢3.
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FHNC result (full line). For reference, we also show, by the
diamonds, the perturbative values of ¢ obtained including
contributions up to order ¢3. It clearly appears that, at low
¢, corresponding to low density, the predictions of the two
approaches are very close to one another. At ¢ = 0.2 (0.3),
the difference in ¢ turns out to be less than 5% (7%), which
translates into an energy difference of less than 1% (2%). The
more significant discrepancies observed at higher values of ¢
may be ascribed to a failure of the low-density expansion,
although the observation that including the term of order
c*log c leads to a decrease of ¢ suggests that the contribution
of cluster terms not taken into account within the FHNC
scheme may also play a role. Note, however, that the full
line representing the FHNC results lies consistently above the
perturbative results. This pattern supports the assumption that
the approximations involved in the FHNC calculation of the
ground-state expectation value of the Hamiltonian do not spoil
its upper-bound character.

The effective interaction, defined by Eq. (11), is designed to
obtain the ground-state expectation value of the Hamiltonian
at first order of perturbation theory in the Fermi gas basis.
Our procedure to construct v is based on the tenets that (i)
FHNC calculations provide an accurate estimate of (H)/N,
and (ii) the FHNC results can be reproduced within the
two-body cluster approximation by adjusting the correlation
range d, which determines the solution of the Euler-Lagrange
equation (15). From Eqgs. (12)—(14), it follows that, under these
assumptions, Eq. (11) is fulfilled by construction, provided its
left-hand side is identified with the FHNC result.

In Fig. 3, the correlation range resulting from minimization
of the FHNC ground-state energy is compared to that employed
to obtain the CBF effective interaction, as a function of the
dimensionless variable c. The range of the effective interaction
turns out to be sizeably smaller than the correlation range
obtained from the variational calculation for all values of c,
the difference being ~35% to 40%. This result is consistent
with the observation that the two-body cluster approximation
underestimates the FHNC energy. Therefore, reproducing the
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FIG. 3. (Color online) The full line shows the ¢ dependence
of the correlation range, d, resulting from minimization of the
ground-state energy of the hard-sphere system computed within the
FHNC approach. The dashed line corresponds to the correlation range
employed to obtain the CBF effective interaction of Eq. (14).

PHYSICAL REVIEW C 91, 034325 (2015)

L
[\
477\ - = = c=0.7
Y c=0.5
oy T ¢=0.3
37

Veff(r) [fmgl]
RS

-
.

T
/
tf/

A N B
00 1.25 1.50 1.75 2.00 2.25

r/a

FIG. 4. (Color online) Radial dependence of the effective inter-
action defined by Eq. (14). The dot-dash, solid, and dashed lines
correspond to ¢ = krpa = 0.3, 0.5, and 0.7, respectively. The region
(r/a) < 1, where veg(r) = 0, is not shown.
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FHNC result at the two-body-cluster level requires a shorter
correlation range, leading to a stronger effective interaction.

The radial dependence of the effective interaction defined
by Eq. (14) is illustrated in Fig. 4 for three different values
of the dimensionless variable c. Note that the region (r/a) <
1, where veg(r) = 0, is not shown. The shape of veg simply
reflects the fact that, as the Fermi momentum increases, the
correlation range, displayed in Fig. 3, decreases, and the slope
of the correlation function increases.

IV. SELF-ENERGY

The two-point Green’s function G, embodying all infor-
mation on single-particle properties of many-body systems, is
obtained from Dyson’s equation [1,26]

G(k,E) = Go(k,E) + Go(k,E)X(k,E)G(k,E), (20)

where Gy is the Green’s function of the noninteracting Fermi
gas, the expression of which reads

Goth By = 2K —ke) | Okr =0 )

E —eo(k)+in E —eok) —in

In the above equation, n = 0%, ey(k) = k?/(2m), 6(x) is the
Heaviside step function, and the two terms on the right-hand
side describe the propagation of particles (k > k) and holes
(k <k F)'

The irreducible, or proper, self-energy X (k, E') accounts for
the effects of interactions. From Egs. (20) and (21), it follows
that, in interacting systems, the Green’s function can be written
in terms of the self-energy according to

1
E — eo(k) — (k,E)

In perturbation theory, the irreducible self-energy is ob-
tained from the expansion

Sk,E)=3SVk)+ =P%,E)+ -, (23)

G(k,E) = (22)

where the energy-independent first-order term corresponds to
the Hartree—Fock approximation, whereas the second-order
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FIG. 5. Diagrammatic representation of the direct part of the first-
and second-order contributions to the irreducible self-energy. Panels
(a)—(c) correspond to the Hartree—Fock, polarization, and correlation
terms, respectively. Dashed lines represent the CBF eftfective inter-
action, while upward- and downward-oriented solid lines depict the
free propagation of particle and hole states, respectively.

terms, referred to as polarization and correlation contributions,
describe interaction effects affecting the propagation of parti-
cle (2p1h) and hole (2h1 p) states, respectively. The diagrams
representing the direct part of the first- and second-order
contribution to the irreducible self-energy are shown in Fig. 5.

The real and energy-independent Hartree—Fock contribu-
tion is obtained from

1 / ’ /! ’ !
Zurk) = = ) nl (k) (koK'o'|verkoKo')a,  (24)

o,Ko’

where n‘i(k) = 60(kp — k), the two-particle state is antisym-
metrized according to |«B), = (|aB) — |,3a))/\/§, and the
index o labels the discrete quantum numbers specifying the
state of a particle carrying momentum k. Equations (25)
and (26) show that, because the effective interaction is diagonal
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— CBF vy
_ _Sartor & Mahaux
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FIG. 6. (Color online) Imaginary part of the quantities Xy ,(k <
kr,k*/(2m)) and Ty, (k > kr,k*/(2m)), computed at ¢ = 0.3 and
displayed as a function of the dimensionless variable k/ k. The solid
and dashed lines correspond to the results obtained from the CBF
effective interaction and from the low-density expansion of Ref. [16],
respectively.
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FIG. 7. (Color online) Energy dependence of the imaginary part
of the polarization 2mE/k% > 1) and correlation 2mE/k% < 1)
contributions to the self-energy of the Fermi hard-sphere system at
¢ = 0.5. The dashed, solid, and dot-dash lines correspond to k/kr =
0.5, 1, and 1.5, respectively.

in the space of the discrete quantum numbers, the self-energy
does not depend on o.

The explicit expressions of the polarization and correlation
contributions are (see Fig. 5)

opin(k,E) =% > 2'”“?;’/'”ef;'k“k/"/)“'z.
o Ko qr.q't q*+q* —k'"—=2mE —in
x n2(g)n (q"m’(K"). 25)
and
m 1{qTq'T |ver| Kok o), |2
Sanpk.E) == quq e 1 ;2 2+ 2mE —in
x n%(q)n°(q"n (K, (26)

with ng(k) =0k —kr). Note that the above defini-
tions imply that Imo,1 ,(k, E > k%/(2m)) = ImZ, 1, (k. E <
k2./(2m)) = 0.

Figure 6 shows the behavior of the imaginary part of
Yonip(k,E) and X5, (k, E) corresponding to ¢ = 0.3, com-
puted at E = k?/(2m) and displayed as a function of the
dimensionless variable k/ k. For comparison, we also show
the same quantities computed by Sartor and Mahaux using the
low-density expansion and including terms up to order c? [16].

The energy dependence of the imaginary part of the second-
order contributions to the self-energy is illustrated in Fig. 7,
showing the results corresponding to ¢ = 0.5 for three different
values of momentum, corresponding to k/kr = 1/2 (dashed
line), 1 (solid line), and 3/2 (dot-dashed line).

V. RESULTS

The self-energy computed at second order in the CBF
effective interaction, discussed in the previous section, has
been used to obtain the single-particle spectrum, effective
mass, and momentum distribution of the Fermi hard-sphere
system.
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The conceptual framework for the identification of single-
particle properties in interacting many-body systems is laid
down in Landau’s theory of liquid 3He (see, e.g., Ref. [27]),
based on the tenet that there is a one-to-one correspondence
between the elementary excitations of a Fermi liquid, dubbed
quasiparticles, and those of the noninteracting Fermi gas.

Quasiparticle states of momentum k are specified by their
energy e(k) and lifetime 7y, = I', ! In the limit of small Ty, the
Green’s function describing the propagation of quasiparticles
can be written in the form

Zy

GkE) = e i,

27
A comparison between the above expression and Eq. (22)
clearly shows that quasiparticle properties can be readily
related to the real and imaginary parts of the self-energy.

A. Effective mass and single-particle spectrum

The energy of a quasiparticle of momentum k, e(k), is
obtained by solving the equation

e(k) = eo(k) + ReS[k,e(k)]. (28)

Substitution of Eq. (24) into Eq. (28) yields the Hartree—Fock
spectrum, represented by the dashed lines of Fig. 8, while the
results obtained including the second-order corrections to the
self-energy are displayed by full lines. For comparison, the
dot-dashed lines show the kinetic-energy spectrum.

From Egs. (22) and (27) it also follows that the quasiparticle
lifetime is related to the self-energy through

' =Ty = ZdmZ [k e(k)], (29)
where
a —1
7 = [1 - —ReE(k,E)] (30)
oE E=e(k)
T T T
0.6 — — — ek (HF) c=0.5_ 4
[ e(k) < 72
04 - -ek)=k/2m -
02 =
— = - (b) 1
| 0.0i\p\‘k"\/\.\\‘\\\\‘\\\\‘\\\ 7
g 0.0 02 04 06 08 1.0
010
= -
® E

FIG. 8. (Color online) Quasiparticle energy, computed from
Eq. (28) at ¢ = 0.2 [panel (a)] and 0.5 [panel (b)]. The dashed
and solid lines correspond to the first-order (i.e., Hartree—Fock)
and second-order approximations to the self-energy, respectively. For
comparison, the dot-dashed lines show the kinetic-energy spectrum.
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is the residue of the Green’s function of Eq. (27) at the
quasiparticle pole.

Equations (28) and (29) are obtained by expanding the
energy of the quasiparticle pole in powers of 'y and keeping
the linear term only. Note that the resulting expressions of e(k)
and I'; obtained using the second-order self-energy are not
second-order quantities.

The quasiparticle spectrum is conveniently parametrized
in terms of the effective mass m*, defined by Eq. (3). The
total derivative of e = e(k) is performed by using Eq. (28)
and keeping in mind that, since ReX (k, F) is evaluated at the
quasiparticle pole, k and E are not independent of one another.
As a consequence, one finds

de _ K | 9 ReS(kie)+ L Rex(k.e) % 31)
-V = — - ,€ P €)=,
ak ~m ok de dk

implying

de [k 9 d -
2 1L CRexE) || 1 = LReSk.E
dk [m+8k o2 )][ 9E )]E_em

(32)

At first order the self-energy depends on k only, and the above
equation reduces to

de _ k n 8EHF(k)
dk ~ m ok

with Xyp given by Eq. (24).

The dot-dash and solid lines of Fig. 9 show the ¢ dependence
of the ratio m*(kr)/m, evaluated by using the self-energy
computed at first and second order in the CBF effective
interaction, respectively. It is apparent that inclusion of the
energy-dependent contributions to the self-energy, resulting in
a moderate correction to the spectra of Fig. 8, leads instead to
a drastic change in the behavior of the effective mass. While
in the Hartree—Fock approximation the ratio m*(kr)/m is less

(33)

4 1 ] ]

[ — —low density expansion, Eq.(4) ]

1.3 — Vey, 2nd order ° -]

g L ]
Bz} -
= [ ]
= L ]
* 1.1 —
= ]
1.0} -
gol I P P ]

0.2 0.4 0.6 0.8
c=krpa

FIG. 9. (Color online) ¢ dependence of the ratio m*(kp)/m,
obtained from Egs. (3) and (28). The dot-dashed and solid lines
represent the results of calculations carried out using the first- and
second-order approximations to the self-energy. For comparison,
the dashed line shows the results computed using the low-density
expansion of Eq. (4).
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than one and monotonically decreasing with ¢, the full result
turns out to be larger than one and monotonically increasing.

The dashed line of Fig. 9, representing the ratio obtained
from the low-density expansion at order 2, Eq. (4), exhibits
the same features as the solid line. The low-density expansion
appears to provide quite accurate results for ¢ < 0.3. A com-
parison with Fig. 2 suggests that, in the case of the ground-state
energy, the inclusion of higher-order contributions extends the
range of applicability of the expansion to ¢ < 0.4.

It is worth pointing out that the striking differences between
the effective masses computed by using the first- and second-
order expressions of the self-energy are a consequence of
their different functional dependencies. While the former is
a function of momentum only, the latter depends on both
momentum and energy. Because the enhancement of the
effective mass, as well as the modification of its behavior as
a function of density, arise from the appearance of the energy
dependence, it is arguable that the inclusion of higher-order
terms would result in small corrections.

The analysis of the momentum dependence of e(k) reveals
that its behavior is nearly quadratic and can be accurately
parametrized in terms of m%} = m*(kr) according to

k2
e(k) = — + const, (34)
2m7

at densities corresponding to ¢ < 0.5.
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B. Momentum distribution

In translationally invariant systems, the momentum dis-
tribution n(k) describes the occupation probability of the
single-particle state of momentum k.

The connection between n(k) and the Green’s function,
or the self-energy, can be best understood by introduc-
ing the spectral functions appearing in the Lehmann rep-
resentation of the two-point Green’s function (see, e.g.,
Refs. [15,26]):

o Py(k,E)
G(k,E) = dE'| ——————
0 E—-EFE —p+in

el | (35)
E4+E —p—in
where 1 = e(kp) denotes the chemical potential.

The particle (hole) spectral function P,(k,E) [Py(k,E)]
yields the probability of adding to (removing from) the ground
state a particle of momentum k, leaving the resulting (N + 1)-
particle [(N — 1)-particle] system with energy E. It follows
that

nk) = /‘00 dEP,(k,E)=1— /oodEP,,(k,E). (36)
0 0

The momentum distribution obtained from Eq. (36),
with

1 1
Py(k,E) = —ImG(k,u — E) = —
T

and

1 1

can be cast in the form [28]
n(k) = Z0(kp — k) + dn(k). 39)

The first term on the right-hand side of the above equation, with
Z defined by Eq. (30), originates from the quasiparticle pole
in Eq. (27), while én(k) is a smooth contribution, extending
to momenta both below and above kp, arising from more
complex excitations of the system. Equation (39) shows that
the discontinuity of n(k) at k = kg is given by

ntkp —n) —ntkp +n) = Zi, = Z. (40)

At second order in the effective interaction, the momentum
distribution obtained from Eqgs. (35)—(38) can be conveniently
written in the form

n(k) = n_(k) +n.(k), 41)
where n_(k > kr) = n.(k < kg) =0, and
0
notk <kp)=1+ |:_Rez2p1h(kaE):| ) (42)
IE E=eo(k)
0
no(k > kp) = —[—ReEzhlp(k,E):I . 43)
IE E=eo(k)

7 [n+ E — eo(k) —ReS(k, o + E)2 + [ImS(k,pu + E)2

ImE(k,u — E)
, 37)
7 [ — E — eg(k) —ReX(k,u — E)]> + [ImX(k,u — E)]?
ImE(k, i + E) (38)

(

Note that the above equations imply that, within the Hartree—
Fock approximation, n(k) = 0(kr — k) and Z = 1.

Figure 10 shows the momentum distributions obtained
including contributions up to second order in the CBF effective
interaction, for three different values of the dimensionless
parameter c. It clearly appears that the deviation from the
Fermi gas result rapidly increases with density. A measure of
interaction effects is provided by the discontinuity Z, shown
in Fig. 11 as a function of c.

In Fig. 12 we compare the momentum distribution resulting
from our calculation, represented by the solid line, to those
reported in Ref. [24] for ¢ = 0.4. The dashed line shows
the results computed by using the variational wave function
obtained from minimization of the ground-state energy within
the FHNC scheme, while the crosses correspond to the
predictions of the the low-density expansion discussed in
Refs. [14,16-18] (see appendix), including contributions up
to order ¢?. Note that the values of n(k > kp) are multiplied
by a factor of ten.

It clearly appears that the variational approach sizeably un-
derestimates interaction effects and fails to provide the correct
logarithmic behavior at k close to the Fermi momentum. On
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FIG. 10. (Color online) Momentum distributions computed at
second order in the CBF effective interactions, for three different
values of ¢ = kra. The values of the discontinuity corresponding
¢ =0.3,0.5, and 0.7 are 0.92, 0.72, and 0.28, respectively.

the other hand, the momentum distributions obtained from the
CBEF effective interaction and from the low-density expansion
are in close agreement at k < kr and exhibit discontinuities
that turn out to be within ~3% of one another.

The kinetic energy computed by using the variational
n(k) exactly agrees with the variational energy. On the other
hand, the result obtained from the perturbative momentum
distribution does not necessarily reproduce the kinetic energy
calculated by using the effective interaction (11), which
coincides with the variational energy by definition.

In Fig. 13, the difference between the momentum distri-
bution computed by using the effective interaction and that
obtained from the low-density expansion is illustrated for
different values of ¢, ranging from 0.2 to 0.6. The emerging
picture is consistent with that observed in Figs. 2 and 9 and
suggests that the low-density expansion provides accurate
predictions for ¢ < 0.3. Sizable discrepancies appear at larger
values of ¢, most notably in the vicinity of the Fermi surface.

In order to establish a correspondence between the hard-
sphere system and isospin-symmetric nuclear matter at equi-
librium density, we analyzed the corresponding momentum

o171
08— —
N 0.6 -
04— -
P N R RO I
0.2 0.4 0.6 0.8
c=kpa

FIG. 11. (Color online) Discontinuity of the momentum distribu-
tion of the Fermi hard-sphere system, as a function of ¢ = kra.
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FIG. 12. (Color online) Momentum distribution of the Fermi
hard-sphere system at ¢ = 0.4. Solid line shows results obtained
at second order in the CBF effective interaction, dashed line shows
variational results of Ref. [24], crosses show results of the low-density
expansion at order c¢2. All values of n(k > k) are multiplied by a
factor of ten.

distributions. In Fig. 14 the results of our calculations at
¢ = 0.55 are compared to the results of the the calculation of
Fantoni and Pandharipande [29], carried out using a correlated
wave function and including second-order contributions in
CBF perturbation theory. Note that the approach of Ref. [29]
is conceptually very similar to ours, although the effects of
correlations are taken into account by modifying the basis
states, instead of by replacing the bare potential with an
effective interaction.

It appears that, as far as the momentum distribution is
concerned, the system of hard spheres of radius a =1 fm
and kr = 0.55 fm~! corresponds to nuclear matter at density
onm = 0.16 fm—3, or Fermi momentum kr = 1.33 fm~'.
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FIG. 13. (Color online) Comparison between the momentum dis-
tribution obtained from the CBF effective interactions (crosses) and
the low-density expansion discussed in Refs. [14,16] (diamonds) for
different values of the dimensionless parameter ¢ = kra. Panels (a)
and (b) correspond to the regions k < kr and k > kg, respectively.
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FIG. 14. (Color online) Comparison between the momentum dis-
tribution of the Fermi hard-sphere system obtained from the effective-
interaction approach discussed in this article (squares) and that of
isospin symmetric nuclear matter at equilibrium density reported in
Ref. [29] (solid line), computed using correlated wave functions and
second-order CBF perturbation theory.

Because n(k) is mainly determined by the dimensionless
parameter ¢ = kra, the results of Fig. 14 suggest that nu-
cleons in nuclear matter behave like hard spheres of radius
a =0.55/1.33 = 0.4 fm. A comparison with nuclear-matter
momentum distributions obtained from other methods [30]
leads to the same conclusion.

Note that, because the momentum distribution provides a
measure of the occupation probability of single-particle levels,
the deviations of n(k) from the prediction of the Fermi gas
model reflect the occurrence of virtual scattering processes
involving pairs of strongly correlated particles, leading to their
excitation to states outside the Fermi sea. Therefore, our results
suggest that these processes are mainly driven by the short-
range repulsive core of the nucleon-nucleon interaction. On
the other hand, the crude description in terms of hard spheres
is not expected to explain nuclear-matter properties driven by
low-momentum, i.e., long-distance, physics. In this context,
it is worth mentioning that the discussion of the hard-core
model of nuclear matter of Ref. [1], based on the solution
of the Bethe—Goldstone equation, also assumes a hard-core
radius a = 0.4 fm.

VI. CONCLUSIONS

We carried out a perturbative calculation of the properties of
the Fermi hard-sphere system by using an effective interaction
derived within the CBF formalism and the cluster-expansion
technique.

The proposed approach combines the effectiveness of
including correlation effects through a modification of the
basis states with the flexibility of perturbation theory in the
Fermi gas basis. This feature is fully manifest in the calculated
momentum distributions, which, unlike those obtained by
using correlated wave functions in the context of the variational
method, exhibit the correct logarithmic shape in the vicinity
of the Fermi surface. Achieving the same result using the

PHYSICAL REVIEW C 91, 034325 (2015)

bare interaction and a correlated basis involves nontrivial
difficulties, arising from the use of nonorthogonal perturbation
theory [29].

The single-particle properties obtained from the self-energy
computed using the CBF effective interaction turn out to
be significantly affected by the energy-dependent second-
order contributions to X(k,E). In the case of the effective
mass at momentum k = kp, including these contributions
leads to a dramatic change of both the magnitude and the
density-dependence of the ratio m*(kr)/m, with respect to the
predictions of the Hartree—Fock approximation. Similar results
have been found in nuclear-matter calculations, carried out
within G matrix [31,32], self-consistent Green’s function [33],
and CBF [34] perturbation theory.

The enhancement of the effective mass has important impli-
cations for the calculation of the in-medium-scattering cross
section, which in turn determines the transport coefficients,
because the value of the effective mass affects both the
incoming flux and the phase space available to the particles in
the final state. For example, the enhanced ratio m*(kp)/m > 1
brings about an increase of the cross section, resulting in
turn in a decrease of the shear viscosity coefficient (see, e.g.,
Ref. [10]).

A comparison between the results discussed in this article
and those obtained from low-density expansions suggests that
the latter provide accurate predictions in the density range
corresponding to kr < 0.3 — 0.4 fm~!. Note that, according
to the argument of Sec. V B, these values of kr correspond
to densities in the range 0.2 < (p/pnum) < 0.4, pyy being the
equilibrium density of isospin symmetric nuclear matter.

Further insight into the accuracy of the effective-interaction
approach may be gained from its extension to the study of
quasiparticle scattering, which has been also investigated by
using Landau’s kinetic theory [35], as well as of transport
properties [36].

In view of applications to dense matter of astrophysical
interest, the formalism developed in this article can be readily
generalized, along the line discussed in Ref. [37], to obtain
a number of properties of isospin-symmetric nuclear matter
at equilibrium density, such as the spectral functions defined
by Eq. (35) and the density and spin-density responses [37].
Comparison between the results obtained from the CBF
effective interaction and those derived from different many-
body techniques and by using different nuclear Hamiltonians
[37—42] will allow us to firmly assess the potential of this new
approach.
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APPENDIX: LOW-DENSITY EXPANSION OF MOMENTUM DISTRIBUTION

For the sake of completeness, we report the explicit expression of the momentum distribution obtained from the low-density
expansion including terms of order up to ¢> = (kra)?. As pointed out in Sec. V B, n(k) can be conveniently written in terms of
two contributions, associated with hole and particle states, according to

n(k) = n(k) +n-(k), (AD)

where

n.(k) =0fork > kp,

n- (k) =0fork < kp. (A2)

Atx = k/kp < 1, the algebraic expression of n _(k), derived by the authors of Refs. [16,18], reads

v—1

ey =1-3

m2x

CZ[(71H2— 8)x> + (10 — 3In2)x +21n

1
Y 20—
1—x

AN V)
M} (A3)

Q2 —-x)V2—x

where v denotes the degeneracy of the momentum eigenstates. The form of n. (k), reported in Refs. [16,17], depends on the

range of x. For 1 < x < \/5,
x—1
x+1

—1
no (k) = ;n—zxcz{(%ﬁ —3x—6)In

+ (7x° =3x +2)In2 — 8x> +22x> + 6x — 24

25172 25\1/2 25172
FPYRIERT 1nZ—i—x-l—(Z—x)/ n1—i—(2—x)/ 3 x+Q—=xH ’
24x—(2—x2)2 1—Q2—x2)l2 x — (2 —x2)12
(A4)
while for v/2 < x < 3,
-1 -1
no(k) = 221 (7% = 3x — 6)In ——— 4 (7x® — 3x +2)In2 — 8x> +22x% + 6x — 24
6m2x x+1
2
— 4(x* —2)*?| tan™! _@+2) +tan~'(x? = 2)"V2 — 2tan" ' x(x® = 2)7 V2| L. (A5)
(x2 —2)1/2
Finally, in the domain x > 3,
-1 1
noty =22 telom Tl _or 2o opn
3m2x -1
x [2tan” ' x(x2 = 2)"2 —tan ' (x = 2)(x> —2)7"? —tan"'(x + 2)(x? — 2)—1/2]}. (A6)
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