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Low-energy dipole strength in 112,120Sn
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The 112,120Sn(γ,γ ′) reactions below the neutron separation energies have been studied at the superconducting
Darmstadt electron linear accelerator S-DALINAC for different endpoint energies of the incident bremsstrahlung
spectrum. Dipole strength distributions are extracted for 112Sn up to 9.5 MeV and for 120Sn up to 9.1 MeV.
A concentration of dipole excitations is observed between 5 and 8 MeV in both nuclei. Missing strength due
to unobserved decays to excited states is estimated in a statistical model. A fluctuation analysis is applied
to the photon scattering spectra to extract the amount of the unresolved strength hidden in the background
due to fragmentation. The strength distributions are discussed within different model approaches such as the
quasiparticle-phonon model and the relativistic time blocking approximation, allowing for an inclusion of complex
configurations beyond the initial particle-hole states. While a satisfactory description of the fragmentation can be
achieved for sufficiently large model spaces, the predicted centroids and total electric dipole strengths for stable
tin isotopes strongly depend on the assumptions about the underlying mean field.
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I. INTRODUCTION

The electric pygmy dipole resonance (PDR) in nuclei is a
subject of high current interest (for a recent review, see [1]). It
is expected to occur at energies well below the isovector giant
dipole resonance (IVGDR) and may exhaust a considerable
fraction of the total electric dipole (E1) strength in nuclei with
a very asymmetric proton-to-neutron ratio. The properties of
the mode are claimed to provide insight into the formation of
a neutron skin [2–6], although this is still under debate [7,8].
It may also constrain the density dependence of the symmetry
energy [3,9–11]. Thus, investigations of the PDR will be
an important topic at future rare isotope beam facilities.
Furthermore, dipole strength in the vicinity of the neutron
thresholds may lead to significant changes of neutron-capture
rates in the astrophysical r-process [12–14].

Originally considered to be a single-particle effect [15],
many microscopic models nowadays favor an explanation
of the PDR as an oscillation of a neutron skin—emerging
with an increasing N/Z ratio—against an approximately
isospin-saturated core. This conclusion is based on the analysis
of theoretical transition densities, which differ significantly
from those in the IVGDR region. However, at least for stable
nuclei with a moderate neutron excess this question is far from
settled; see, e.g., the recent work of Ref. [16]. Quantitative
predictions of the centroid energy and strength of the PDR
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and the corresponding collectivity as a function of neutron
excess differ considerably. This is partly due to the properties
of the underlying mean-field description (e.g., Skyrme-type
or relativistic models) and partly results from the unclear
separation between PDR and GDR. E1 strength distributions
at low excitation energy are also strongly modified in models
allowing for complex configuration beyond the one-particle–
one-hole (1p1h) level (see, e.g., Refs. [17–19]).

Data on the low-energy E1 strength in very neutron-
rich heavy nuclei are scarce [3,20–22]. Although the PDR
strength is much weaker in stable nuclei, detailed spectroscopy
with different isovector [23,24] and isoscalar [25–27] probes
provides important insight into a possible interpretation of the
mode as a neutron-skin oscillation, the interplay of collectivity
and single-particle degrees of freedom and its isospin nature
[28–32]. Extensive studies have been performed in stable even-
mass nuclides utilizing the (γ,γ ′) reaction, in particular at the
shell closures Z = 20 [33,34], N = 50 [35–37], Z = 50 [38],
N = 82 [18,39–41], and in 208Pb [17,42–44]. However, the
connection of these results to the PDR in nuclei with very
large N/Z ratios is not clear [1,45].

In this respect, a systematic investigation of the PDR in the
tin isotope chain is of special interest because a wide range
of isotopes is experimentally accessible while the underlying
structure changes only moderately. Pioneering experiments
on the E1 response below the IVGDR in the exotic isotopes
130,132Sn and its odd-mass neighbors have been reported [3,20].
Very recently, a new experiment has been performed at GSI
aiming at an extraction of the complete E1 response in
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124–134Sn [46]. If combined with results on the stable isotopes,
for the first time a set of data spanning a large range of N/Z
ratios from about 1.25 to 1.68 would be available, which can
serve as a benchmark test for the validity of various theoretical
approaches. Indeed, the Sn isotopes have been a favorite case
in the model calculations studying features of the PDR as a
function of neutron excess [2,4,16,19,47–59].

Experimental information on the low-energy E1 strength
in 116Sn and 124Sn is available from Ref. [38]. Here we
report results from new (γ,γ ′) experiments on 112Sn and 120Sn
which allow us to establish systematics of the low-energy
E1 strength over the range of stable even-mass tin isotopes.
Beyond the analysis of resolved transitions, in the present
work a fluctuation analysis is applied to the (γ,γ ′) spectra
to investigate the amount of unresolved strength which might
be hidden in the background because of the fragmentation
due to the high level density. We also estimate in a statistical
model approach [60] the possible magnitude of corrections
to the B(E1) strengths deduced from the experiments due to
unobserved decays to excited states.

The paper is organized as follows: In Sec. II details of the
experiment, data analysis, and experimental results are given.
Section III discusses the extraction of unresolved strength with
a fluctuation analysis. A comparison to theoretical predictions
is presented in Sec. IV, and conclusions and an outlook
(Sec. V) close the paper.

II. EXPERIMENT AND ANALYSIS
OF RESOLVED TRANSITIONS

A. Experimental details

Measurements of the 112,120Sn(γ,γ ′) reactions have been
performed at the superconducting electron linear accelerator
S-DALINAC at the TU Darmstadt. Nuclear resonance fluores-
cence (NRF) is a well suited tool to investigate low-lying dipole
excitations in nuclei and to provide detailed spectroscopic
information [23]. The principle of this method is to produce
continuous bremsstrahlung spectra of real photons, extending
up to the incident electron energy E0, which are then used
to irradiate the target and simultaneously excite all transitions
with a large decay width �0 into the ground state (g.s.) in the
given photon energy range. Details of the experiment and the
data analysis can be found in Ref. [61].

Experiments on 112Sn were performed at electron energies
of 5.5, 7.0, and 9.5 MeV, while data for 120Sn were taken
at 7.5 and 9.1 MeV, respectively. The use of different
endpoint energies allows us to investigate the problem of
feeding by higher-lying states, as discussed in Sec. II D. The
multipolarities of the transitions were determined from two
high purity germanium (HPGe) detectors placed at 90◦ and
130◦ with respect to the incoming photon beam. Details of the
experimental setup are described in Ref. [62].

Targets were made of isotopically enriched (>99%) metal-
lic 112Sn and 120Sn samples of about 2 g. These were
sandwiched between 11B layers with a total weight of about
1 g serving as a standard for energy calibration and the deter-
mination of the photon flux and efficiency. Spectra measured
at � = 130◦ for 112Sn at 7.0 and 9.5 MeV endpoint energies
and for 120Sn with 7.5 MeV and 9.1 MeV endpoint energies

FIG. 1. Spectra of the 112Sn(γ,γ ′) reaction at endpoint energies
of 7.0 MeV (top) and 9.5 MeV (bottom) and a scattering angle � =
130◦. Below Ex = 5 MeV the spectra are suppressed by a factor of
10 because of strongly rising background towards lower energies.
Transitions belonging to the 11B calibration standard are labeled.

are displayed in in Figs. 1 and 2, respectively. The spectra
are scaled by a factor of 10 below Ex = 5 MeV because of
the nonresonant background due to atomic processes strongly
rising towards lower energies. Many transitions attributed to
the isotope under investigation are visible in both targets in the
region Ex = 5–7 MeV, indicating a resonance-like structure.
Overall, the data taken for 120Sn show more fragmentation
than observed in 112Sn and also compared to the data for
116,124Sn [38].

B. Spin determination

The spin of the excited states can be determined by compar-
ing the intensities of a given line measured simultanously at
different scattering angles. Figure 3 shows the ratios measured
at 90◦ and 130◦ for both isotopes. The solid lines are the values
expected for J = 1 (0.7) and J = 2 states (2.0) starting from
a J = 0 ground state. The dotted line indicates an isotropic

FIG. 2. Spectra of the 120Sn(γ,γ ′) reaction at endpoint energies
of 7.5 MeV (top) and 9.1 MeV (bottom) and a scattering angle
� = 130◦. Below Ex = 5 MeV the spectra are scaled by a factor
of 10 because of strongly rising background towards lower energies.
Transitions belonging to the 11B calibration standard are labeled.
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FIG. 3. Intensity ratios W (90◦)/(130◦) of ground-state transitions
observed in 112Sn (top) and 120Sn (bottom) for the highest endpoint
energies. The solid lines are expected values for transition multipo-
larities λ = 1 (ratio 0.7) or 2 (ratio 2), and the dotted line corresponds
to isotropic decay.

distribution. The open squares correspond to 11B transitions.
They should be close to the isotropic line because of the
half-integer gound state (g.s.) spin which limits deviations
of W (90◦)/W (130◦) from unity to about 10%, and indeed
values close to 1 are observed. Open circles correspond to the
excitation of known [63] Jπ = 2+ states and full circles to
states with unknown spin except for the quadrupole-octupole
two-phonon 1− states [64,65]. We note in passing that, for
the assumed two-phonon 1− state in 112Sn, the fourfold
segmentation of the 90◦ detector [66] was used to extract the
multipole character of the transition. While negative parity is
clearly favored, the statistics remains insufficient to exclude
positive parity on the 2σ confidence level [67].

Known quadrupole transitions in 112Sn and 120Sn below
4 MeV populating 2+ states deviate from the expected ratio
because of feeding. The intensity ratio for all other ground
state transitions is compatible with a dipole character of the
transition.

C. Extraction of reduced transition strengths

Integrated cross sections I0 for photoexcitation of nuclear
levels and subsequent decay into the g.s. can be derived from
the spectra. They are related to the decay width �0 into the g.s.
by

I0 =
(

π�c

E2
x

)
g�0

�0

�
, (1)

where � denotes the total width. I0 is determined from the
experimental quantities using the relation

I i
s = Ai

NT Nγ (Ex,E0)εabs(Ex)Wi
eff(θ )

. (2)

Here, Ai is the peak area of the ith line in the spectrum, NT

denotes the number of target atoms, Wi
eff(θ ) stands for the

effective angular correlation function taking into account the
averaging of the finite opening angle of the detectors, and g =
(2J + 1)/(2J0 + 1) is a spin statististical factor averaging over
substates of ground state spin J0 and summing over substates
of final spin J . The quantity Nγ (Ex,E0) describes the number
of photons at an energy Ex for a bremsstrahlung spectrum
with endpoint energy E0, and εabs is the absolute efficiency at
a given Ex. The product of both quantities is determined by
normalizing a Monte Carlo simulation of the bremstrahlung
spectrum to well determined Is values in 11B [63].

Two assumptions are made in order to convert the
integrated cross sections to transition strengths: (i) the
branching ratio �0/� in Eq. (1) is put to 1 if no transitions to
excited states are observed, i.e., possible unobserved decays
to excited states are neglected, and (ii) all observed dipole
transitions are assumed to be of E1 nature. Assumption (i)
has been shown to be on average a poor approximation at
higher excitation energies [18] but seems to hold reasonably
well at excitation energies of 5–7 MeV [68]. Although the
investigated excitation region may have overlap with the
spin-M1 resonance [69], approximation (ii) can be justified
because even strong M1 transitions contribute little to the
photoexcitation cross sections [18,68]. The reduced transition
probabilities can be extracted from the relation

B(E1) ↑
[e2fm2]

= 9.554×10−4g
�0

[meV]

(
[MeV]

Ex

)3

. (3)

The resulting B(E1) transition strengths for transitions in
112Sn and 120Sn are summarized in Tables I and II, respectively.
For each excited state, the excitation energy Ex, �2

0/�,
and the corresponding reduced transition probability are
given. The quoted uncertainties consider the statistical errors
from the peak fit and systematic errors from the quantities
entering into Eq. (2), except for an overall uncertantiy of the
photon flux normalization not included, which is estimated to
be about 10%.

In total 91 dipole transitions are observed for 112Sn up to
9.5 MeV endpoint energy with a summed B(E1)↑ transition
strength of 0.187(25) e2fm2 corresponding to 0.25% of the E1
energy-weighted sum rule (EWSR). The number of transitions
in 120Sn is 72 and the summed B(E1) transition strength
amounts to 0.163(31) e2fm2 up to 9.1 MeV endpoint energy
representing 0.22% of the EWSR. Despite an experimental
sensitivity limit up to 9 MeV comparable to the 112Sn measure-
ment, no transitions could be identified above 8.55 MeV. The
corresponding centroid energies of the low-energy E1 strength
are 6.74 and 6.60 MeV for 112Sn and 120Sn, respectively.
The two-phonon states [64,65] are not included in the EWSR
and centroid values. A comparison with the previous NRF
measurements on 116,124Sn [38] up to 10 MeV endpoint is
given in Table III. The centroid energy is roughly constant,
but the total strengths found in 116,124Sn are larger than those
from the present experiment. Figure 4 presents a comparison
of the B(E1) strength distributions deduced for 112,120Sn in the
present work with those of 116,124Sn from Ref. [38].
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TABLE I. Dipole transitions observed in 112Sn.

Ex �2
0/� B(E1) ↑ Ex �2

0/� B(E1) ↑
(keV) (meV) (10−3 e2fm2) (keV) (meV) (10−3 e2fm2)

3433.9 162(15) 11.5(11) 6731.9 289(51) 2.7(5)
4141.3 17(4) 0.7(2) 6795.5 185(25) 1.7(2)
4162.3 44(4) 1.8(2) 6818.7 139(23) 1.3(2)
4330.4 15(3) 0.5(1) 6824.2 194(32) 1.7(3)
4726.5 12(3) 0.3(1) 6855.9 170(25) 1.5(2)
4837.4 28(5) 0.7(1) 6871.2 189(19) 1.7(2)
5057.1 134(13) 3.0(3) 6941.2 367(41) 3.1(3)
5128.2 198(20) 4.2(4) 6961.5 362(53) 3.1(5)
5246.2 166(14) 3.3(3) 6982.7 246(30) 2.1(3)
5480.5 66(11) 1.2(2) 7009.8 62(15) 0.5(1)
5502.6 86(10) 1.5(2) 7018.7 82(16) 0.7(1)
5593.7 43(7) 0.7(1) 7025.8 86(17) 0.7(1)
5617.6 39(7) 0.6(1) 7043.1 245(42) 2.0(3)
5649.1 43(7) 0.7(1) 7092.8 524(48) 4.2(4)
5666.4 23(6) 0.4(1) 7167.2 363(42) 2.8(3)
5699.9 33(7) 0.5(1) 7198.2 578(75) 4.4(6)
5748.6 66(7) 1.0(1) 7228.1 164(27) 1.2(2)
5812.7 34(8) 0.5(1) 7311.1 138(28) 1.0(2)
5860.7 159(27) 2.3(4) 7389.9 183(30) 1.3(2)
5884.0 100(16) 1.4(2) 7438.6 275(42) 1.9(3)
5924.1 112(12) 1.5(2) 7444.1 233(37) 1.6(3)
5976.6 128(14) 1.7(2) 7468.3 186(45) 1.3(3)
6005.0 244(21) 3.2(3) 7531.3 429(62) 2.9(4)
6059.8 470(44) 6.1(6) 7537.2 770(82) 5.2(6)
6080.9 73(15) 0.9(2) 7559.1 323(43) 2.1(3)
6096.9 385(23) 3.6(2) 7594.5 205(31) 1.3(2)
6129.0 115(13) 1.4(2) 7615.3 257(41) 1.7(3)
6150.4 273(28) 3.4(3) 7859.5 207(35) 1.2(2)
6168.3 98(17) 1.2(2) 7904.7 196(40) 1.1(2)
6198.7 179(18) 2.2(2) 7936.7 272(39) 1.6(2)
6224.3 315(26) 3.7(3) 7988.2 606(62) 3.4(3)
6246.4 152(20) 1.8(2) 8020.7 412(67) 2.3(4)
6259.1 130(17) 1.5(2) 8051.6 396(60) 2.2(3)
6272.6 220(21) 2.5(3) 8069.6 482(65) 2.6(4)
6313.3 251(23) 2.9(3) 8194.5 518(75) 2.7(4)
6348.7 134(17) 1.5(2) 8218.2 262(48) 1.4(2)
6388.1 663(47) 7.3(5) 8253.6 177(38) 0.9(2)
6404.1 1686(120) 18.4(13) 8448.6 147(41) 0.7(2)
6428.6 114(18) 1.2(2) 8568.9 166(43) 0.8(2)
6450.0 109(15) 1.2(2) 8600.4 118(35) 0.5(2)
6520.7 309(33) 3.2(3) 8750.2 249(56) 1.1(2)
6550.1 54(11) 0.6(1) 8823.4 278(64) 1.2(3)
6601.0 173(23) 1.7(2) 9050.5 413(108) 1.6(4)
6679.9 74(14) 0.7(1) 9095.3 268(65) 1.0(2)
6706.7 187(24) 1.8(2) 9150.1 240(75) 0.9(3)
6715.0 156(67) 1.5(6) 9329.8 599(138) 2.1(5)

D. Feeding

The possibility of an indirect population of levels by feeding
via inelastic transitions from higher-lying states needs to be
corrected for the determination of g.s. transition strengths.
This can be achieved by comparison of the reduced strength
of a transition at different endpoint energies. The ratio of E1
transition strengths at 9.5 and 7.0 MeV endpoint energies for
112Sn is displayed in the upper part of Fig. 5. Note that the lower

TABLE II. Dipole transitions observed in 120Sn.

Ex �2
0/� B(E1) ↑ Ex �2

0/� B(E1) ↑
(keV) (meV) (10−3 e2fm2) (keV) (meV) (10−3 e2fm2)

3279.4 137(14) 8.6(9) 6432.3 142(28) 1.5(3)
4251.0 73(10) 2.7(4) 6443.7 299(52) 3.2(6)
4564.8 36(8) 1.0(2) 6469.7 375(62) 4.0(7)
4679.7 52(10) 1.5(3) 6485.8 409(67) 4.3(7)
4939.0 36(8) 0.9(2) 6520.7 186(32) 1.9(3)
5245.4 22(7) 0.4(1) 6539.5 219(40) 2.2(4)
5354.4 37(13) 0.7(2) 6644.3 438(68) 4.3(7)
5408.2 54(13) 1.0(2) 6691.0 206(41) 2.0(4)
5447.2 126(21) 2.2(4) 6727.3 238(55) 2.2(5)
5638.0 109(18) 1.8(3) 6898.9 508(163) 4.6(15)
5647.8 172(23) 2.7(4) 6914.8 374(58) 3.2(5)
5685.2 78(20) 1.2(3) 6990.4 376(68) 3.2(6)
5697.3 67(17) 1.0(3) 7009.9 480(98) 4.0(8)
5753.0 35(13) 0.5(2) 7025.0 216(41) 1.8(3)
5758.0 42(15) 0.6(2) 7031.5 176(35) 1.5(3)
5818.0 127(25) 1.8(4) 7038.9 160(38) 1.3(3)
5882.1 280(40) 3.9(6) 7061.9 164(48) 1.3(4)
5895.4 198(26) 2.8(4) 7095.6 242(65) 1.9(5)
5927.7 165(25) 2.3(3) 7144.5 259(58) 2.0(5)
5940.7 230(44) 3.1(6) 7235.1 495(64) 3.7(5)
5950.2 139(35) 1.9(5) 7255.1 465(88) 3.5(7)
5989.8 203(38) 2.7(5) 7460.1 175(33) 1.2(2)
6001.7 168(48) 2.2(6) 7543.1 172(49) 1.1(3)
6076.2 82(21) 1.1(3) 7569.2 309(140) 2.0(9)
6093.5 110(24) 1.4(3) 7624.9 190(40) 1.2(3)
6127.1 248(35) 3.1(4) 7701.2 229(57) 1.4(4)
6152.5 127(23) 1.6(3) 7889.0 312(62) 1.8(4)
6252.4 255(48) 3.0(6) 7958.6 523(93) 3.0(5)
6267.0 350(44) 4.1(5) 7975.6 606(98) 3.4(6)
6285.8 160(31) 1.8(3) 7994.5 237(48) 1.3(3)
6305.9 270(37) 3.1(4) 8044.3 120(30) 0.7(2)
6332.6 363(54) 4.1(6) 8079.7 258(100) 1.4(5)
6344.9 370(50) 4.2(6) 8318.3 498(96) 2.5(5)
6353.7 259(38) 2.9(4) 8399.5 450(100) 2.2(5)
6375.0 118(23) 1.3(3) 8478.3 304(80) 1.4(4)
6397.0 240(40) 2.6(4) 8554.9 447(139) 2.0(6)
6408.3 456(55) 5.0(6)

endpoint energy limits the excitation region of applicability,
and the number of transitions is smaller than in Table I,
because in some cases the signal in the spectrum taken at
the lower endpoint energy was below the sensitivity limit.
Values larger than 1 in Fig. 5 within error bars indicate a

TABLE III. Summed B(E1) transition strengths and centroid
energies of resolved transitions, and highest endpoint energy of the
bremstrahlung spectra for 112,116,120,124Sn.

Isotope
∑

B(E1)↑ (e2fm2) Ē (MeV) E0 (MeV)

112Sn 0.175(24) 6.7 9.5
116Sn 0.233(28) 6.7 10.0
120Sn 0.164(31) 6.6 9.1
124Sn 0.379(45) 7.0 10.0

024304-4



LOW-ENERGY DIPOLE STRENGTH IN 112,120Sn PHYSICAL REVIEW C 90, 024304 (2014)

0

10

20

0

10

20

0

10

20

4 5 6 7 8 9 10
0

10

20

Excitation Energy (MeV)

Gent

Gent

Darmstadt

Darmstadt 112Sn

116Sn

120Sn

124Sn

B
(E

1)
(1

0
e

fm
)

-3
2

2

FIG. 4. Comparison of experimental B(E1) strength distributions
in 112,120Sn (present work) with 116,124Sn (from Ref. [38]).

feeding of the transition. This is clearly the case for transitions
below 5 MeV, but also for a group around 6.5 MeV. For
these cases, only the results obtained at 7.0 MeV endpoint
energy enter into Table I, while for the other transitions the
results for both endpoint energies were averaged. For 112Sn,
also a spectrum measured at 5.0 MeV endpoint energy is
available. The comparison between the results at 7.0 and 5.0
MeV was discussed in Ref. [70], and no feeding effect was
observed.

The lower part of Fig. 5 shows the ratio of the transition
strengths in 120Sn at 9.1 and 7.5 MeV endpoint energies,
respectively. The feeding pattern looks quite different from the
case of 112Sn. Except for the lowest E1 transition populating
the two-phonon 1− state at 3.279 MeV, all ratios are consistent
with 1 (i.e., no feeding) within experimental uncertainties.
The results given in Table II were averaged over both endpoint
energies accordingly.

E. Correction for branching ratios to excited states

As pointed out above, the results in Tables I and II are
derived under the assumption that branchings to excited states
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B
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B
(E
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7.0
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FIG. 5. Ratio of the B(E1) transition strengths for 112Sn and 120Sn
deduced at different endpoint energies.

can be neglected. Thus, the B(E1) strengths represent a lower
limit only. Alternatively, one can try to correct for these
branching ratios assuming statistical decay. Such an approach
is described, e.g., in Ref. [60], where photoexcitation and
decay of the nucleus under investigation is modeled by average
quantities (γ -ray strength functions and level densities).

The simulations were performed for 100 nuclear realiza-
tions of 112,120Sn using a fit of the (γ,xn) data for the E1
strength function and the parametrizations from RIPL [71]
for the M1 and E2 strength functions. Level densities were
taken from back-shifted Fermi gas model (BSFG) fits. Two
different parametrizations [72,73] were tested to estimate the
model dependence of the procedure. The empirical approach
of Rauscher et al. [72] developed for s-process network
calculations has been shown to be quite accurate in stable
nuclei [74,75]. Von Egidy and Bucurescu [73] developed a
model where the BSFG parameters are calculated from masses
only.

The resulting averaged branching ratios to excited states rise
from about 10% at Ex = 5 MeV to about 40% at Ex = 9 MeV.
The predicted level densities in 120Sn, and correspondingly the
branching ratios to excited states, are consistently higher than
those in 112Sn. Differences between the two models arise from
a steeper energy dependence but larger backshift parameter of
Ref. [72] compared to Ref. [73]. Figure 6 shows, as an example,
the B(E1) strength distribution in 120Sn in 100 keV bins with
and without inclusion of the branching ratio correction.

The impact of the correction on the summed E1 strengths
of Table III is illustrated in Fig. 7. The dependence on the
chosen level density model is small for 112Sn and somewhat
larger for 120Sn. For 112Sn an increase of 23% (20%) and
for 120Sn of 39% (29%) is observed with the parameters
of Ref. [72] (Ref. [73]). Even including the correction the
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FIG. 6. B(E1) strength distribution in 120Sn in 100 keV bins
for the transitions given in Table II. The open histogram gives the
summed strengths, and the hatched areas indicate the statistical model
correction using the level densities from Ref. [72].

summed strengths are still smaller than those in 116,124Sn [38]
without the correction. This finding is not influenced by
the slightly higher endpoint energies of the experiments in
Ref. [38], since the largest excitation energy of analyzed
transitions is comparable in both experiments. However, it
should be emphazised that the simulated average branching
ratios can only serve as a guidance since the low-energy part
of the photon strength function entering the analysis might
play an important role [68]. In order to further investigate this
important question, (γ,γ ′γ ′′) coincidence experiments with a
new setup [76] are under way.

III. FLUCTUATION ANALYSIS

According to theoretical predictions discussed in the In-
troduction, the summed B(E1) strengths of the even-mass
tin isotopes in the low-energy region should increase with
the number of neutrons. However, the experimental results
show that 120Sn has the lowest summed strength, and also
its strength distributions is more fragmented compared to the
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FIG. 7. Summed B(E1) strengths in 112,120Sn from the present
experiment without (open bars) and with correction for branching
ratios using the model of Ref. [60] and level density parameters of
Ref. [73] (light hatched bars) and Ref. [72] (dark hatched bars).

other even-mass stable tin isotopes. One possible explanation
would be unresolved strength hidden in the background. To
determine unresolved strength, a fluctuation analysis was
applied to (γ,γ ′) spectra in order to investigate the M1 scissors
mode strength in deformed odd-mass nuclei [69,77–80]. In
this section the method is explained and applied to the (γ,γ ′)
spectra of 112,120Sn.

A. Method

The method is applicable in the excitation energy region
where the mean level spacing 〈D〉 is smaller than the
experimental energy resolution 
E and at the same time the
mean level width 〈�〉 is smaller than 〈D〉 and 
E

〈�〉 � 〈D〉 < 
E. (4)

The fluctuations in the measured spectra should also be related
to the ground-state transition widths �0 only. Thus one has to
remove the transitions from the 11B calibration standard as
well as all single- and double-escape peaks. This is achieved
by subtracting the respective peak from a smooth background
whose energy dependence is determined from a local fit. Since
no inelastic transitions were observed, it is reasonable to
assume that peaks resulting from the branching to excited
states are small enough not to contribute to the fluctuations.
For typical branching ratios predicted within the statistical
model described in Sec. II E this condition is fulfilled. Then
one can extract the unresolved strength from the fluctuations
of a spectrum applying the steps described in Fig. 8.

Panel 8(a) shows the spectrum with a backgorund (dashed
line) determined as described below. The background sub-
tracted spectrum g>(Ex) is smoothed by convolution with a
Gaussian function with width σ> to remove gross structure.
The optimum value of σ> is chosen such that small variations
around this value do not change the results. The resulting
spectrum is shown as the dashed line in Fig. 8(b). In order
to diminish the contribution of counting statistics to the
fluctuations, the spectrum is also folded with a Gaussian
function with width σ< smaller than the experimental energy
resolution which produces the g<(Ex) spectrum shown in
Fig. 8(b) by the solid line. The so-called stationary spectrum
d(Ex) is defined as the ratio of the g>(Ex) and g<(Ex)
spectra and shows local fluctuations in a given energy interval
displayed in Fig. 8(c).

A measure of the fluctuations is given by the autocorrelation
function of the stationary spectrum

C(ε) = 〈d(Ex)d(Ex + ε)〉, (5)

where the brackets indicate averaging over the interval for
which the analysis is performed, and ε is the shift parameter in
the autocorrelation. The experimental autocorrelation function
can be well approximated [81–83] by the analytical expression

C(ε) − 1 = α 〈D〉
2σα

√
π

× f (ε,σ>,σ<), (6)

where 〈D〉 is the average level spacing and the function f
depends on experimental parameters only. The background
is now varied until the theoretical and experimental auto-
correlations agree at ε = 0, where there is a simple linear
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FIG. 8. The steps of the fluctuation analysis: (a) Spectrum of the
120Sn(γ,γ ′) reaction and selected background, (b) spectra g< (solid
line) and g> (dashed line) smoothed with Gaussians with widths
σ< = 16 and σ> = 50 keV FWHM, respectively, (c) stationary
spectrum d(Ex), (d) theoretical and experimental autocorrelation
functions as a function of the shift parameter ε.

relation between C(0) and the product α〈D〉 since the function
f is normalized as f (ε = 0) = 1. The variance α depends
on the statistical distributions of both the level spacings
and intensities. For E1 transitions and excitation energies
below 7 MeV in heavy nuclei, evidence was found that these
are close to the Wigner and Porter-Thomas distributions,
respectively [84].

The experimental and theoretical autocorrelation functions
are plotted in Fig. 8(d). Differences between the experimental
and theoretical autocorrelation functions for finite ε may be
due to errors induced by the finite range of the energy interval.

B. Background determination

The relation between the value of the autocorrelation func-
tion at ε = 0 and the average level spacing 〈D〉 established by
Eq. (6) can be utilized in two ways. Provided the background
in the spectra can be estimated, the fluctuation analysis allows
us to extract 〈D〉 and thus the level density ρ = 1/〈D〉. This

method has been applied successfully to extract level densities
from the fine structure of giant resonances [75,85–87]. The
background was determined from a wavelet decomposition of
the spectra using discrete wavelet transforms [88]. However,
the method is not applicable in the present case because it
requires a compact resonance and a good peak-to-background
ratio, while the (γ,γ ′) spectra show highly fragmented strength
on top of a very large background from atomic processes.

Alternatively, if the level density is known experimentally
or estimated by a model, one can determine the amount of
background needed such that the value C(0) from Eq. (6)
matches the experimental result from Eq. (5). In the present
case we rely on the empirical parametrizations of Refs. [72]
and [73] within the backshifted Fermi-gas model called
BSFG1 and BSFG2, respectively, hereafter. These models
have also been used to estimate the branching ratio of
unobserved decays to states other than the ground state in
Sec. II E. Additionally, a microscopic statistical model is
used to obtain the nuclear level densities. It is based on the
ground-state structure properties predicted within the Hartree-
Fock-BCS (HF-BCS) approach [89] and includes a consistent
treatment of the shell effects, pairing correlations, deformation
and collective excitations. The variation of the level-density
input will permit us to estimate the model dependence of the
background determination.

C. Application to photon scattering spectra

For the inverse application of the fluctuation analysis
described above, the excitation energy region is divided in
intervals of 200 keV, which are small enough to assume a
constant background. These intervals are individually fitted
and then a smooth curve using a spline function is drawn
through points of the background count rates defined by the
center of the intervals. An example using the BSFG2 model
is shown in Fig. 8(a). This process is applied to the spectra
at 90◦ and 130◦ and for both isotopes. The curves resulting
for the three level density models are shown in Fig. 9 by
way of example for the 130◦ spectra. Although the models
predict different absolut values and energy dependences
of the level densities, the resulting background curves are
indistinguishable in Fig. 8(a). Obviously the value of the
autocorrelation function at ε = 0 is much more sensitive to
the area under the background curve than to its shape.

There are constraints to the method which limit the appli-
cability in the present spectra to a region Ex = 5.5–7.8 MeV.
At lower excitation energies, condition (4) is not fulfilled.
Although the background curves in Fig. 9 extend to higher
energies, for Ex > 7.8 MeV the signal gets too weak because
of a lack of statistics and/or because the average widths start
to overlap.

To determine the strength, the spectrum is unfolded with
help of a GEANT4 simulation [90] to account for the Ge
detector response. Starting from the highest energy, the
contributions at lower energies due to single-escape events
and Compton scattering are subtracted. The remaining area
above the background is integrated and converted to a B(E1)
transition strength, which includes the contributions from
resolved (Sec. II C) and unresolved transitions. The procedure
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FIG. 9. 112Sn and 120Sn spectra at 130◦ and backgrounds deduced
from the fluctuation analysis described in the text for the BSFG1 [72],
BSFG2 [73], and HF-BCS [89] level density models. Note that the
resulting background curves are indistinguishable within the line size.

is repeated for each level density model and the two measured
scattering angles. The resulting strengths at 90◦ and 130◦ are
consistent within the respective error bars for both isotopes
demonstrating the reliability of the analysis method. The final
result is obtained by averaging over the results from the two
angles for each level density model and finally averaging over
results for the different level density models.

The resulting total strengths and the decomposition into
unresolved and resolved contributions (based on the analysis
of Sec. II C) are summarized in Table IV. The errors of the
unresolved and total strengths include uncertainties due to
variation of the parameters of the fluctuation analysis (see,
e.g., Ref. [86]) and due to the differences between the results
from the three level density models.

The unresolved strength amounts to 44% and 47% of the
total B(E1) strength up to Ex = 7.8 MeV extracted from the
(γ,γ ′) spectra in 112Sn and 120Sn, respectively. This result can
be affected by a possible difference between average branching
ratios for strong (resolved strength) and weak (unresolved
strength) transitions (see also Sec. II E). We reiterate that the
unresolved strength could only be extracted in the energy
region between 5.5 and 7.8 MeV and thus represents a
lower limit only when compared to the total strength due to
discrete transitions given in Table III. The absolute amount
of unresolved strength is very similar in both isotopes. The
differences between the three level density predictions in the

TABLE IV. Total B(E1) strengths (in e2fm2) deduced from the
112,120Sn(γ,γ ′) experiments and contributions from discrete peaks and
from the fluctuation analysis up to Ex = 7.8 MeV.

∑
B(E1) Total Fluctuation Discrete

112Sn 0.255(16) 0.113(16) 0.142(18)
120Sn 0.253(33) 0.120(33) 0.133(25)

investigated excitation energy region (<20% for 112Sn and
50–100% for 120Sn) seem to have a minor impact.

IV. COMPARISON WITH THEORETICAL MODELS

In this section, the measured B(E1) transition strengths
below the neutron threshold in 112,120Sn are compared to
theoretical approaches. As discussed in the Introduction,
predictions of the low-energy E1 strength are available from a
variety of mean-field models. However, a realistic description
of the strongly fragmented experimental strength distributions
requires the inclusion of complex configurations. Therefore,
the comparison focuses on two approaches, QPM and RQTBA,
which allow us to go beyond the 1p1h level and include 2p2h
or even 3p3h states.

Basics of the QPM are described in Ref. [91]. In the
current work, two QPM calculations are presented, called
QPM Darmstadt and QPM Giessen hereafter. While both
calculations include the coupling of two- and three-phonon
states in a similar way, they differ in the way how the un-
derlying mean field and parameters of the residual interaction
are determined. In the case of QPM Darmstadt, single-particle
energies stem from a global Woods-Saxon parametrization
obtained from a fit to experimental data over a wide mass
range [92]. These are further modified (typically up to a few
hundred keV) by adjusting to experimental values obtained
from the odd-mass neighboring nuclei. Strength parameters
of the residual interaction are fixed by the properties of the
lowest collective vibrations in the respective nucleus. This
approach has been shown to provide a very good description
of collective phenomena in vibrational nuclei (see, e.g.,
Refs. [17,41,93–96]). The QPM Giessen calculation is based
on a self-consistent derivation of the mean-field properties
in a Hartee-Fock-Bogoliubov approach (although with some
empirical adjustments) described in Ref. [4] and has been
shown to provide a good description of low-energy dipole
strength in semimagic nuclei [18,37,97]. Both calculations
include the full two- and three-phonon space resulting from
the coupling of Jπ = 1± − 7± phonons up to Ex = 9 MeV.

The RQTBA results are based on a relativistic mean-field
approach and allow a selfconsistent calculation of the E1 re-
sponse. Two ways of including configurations beyond the 1p1h
level have been presented recently. In Ref. [98] an extension
of the approach to include two-quasiparticle ⊗ phonon states
(called 2qp+phonon RQTBA) is described and an application
to the E1 strength in the tin isotope chain is discussed in
Ref. [54]. Recently, the model has been extended to include the
two-phonon model space (called 2-phonon RQTBA) resulting
from the coupling of natural-parity phonons up to J = 6, and
has been shown to impact on the description of the low-energy
E1 strength in stable tin isotopes [19,55].

A. E1 strength distributions

Before comparing the different models with experiment,
we illustrate in Fig. 10 the effect of including complex
configurations beyond 1p1h by a calculation of the B(E1)
strength distribution in 120Sn (using by way of example
QPM Darmstadt) allowing for 1-phonon, (1+2)-phonon, and
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FIG. 10. Low-energy B(E1) strength in 120Sn predicted with
the QPM Darmstadt approach for 1-phonon, (1+2)-phonon, and
(1+2+3)-phonon model spaces. Note the differences in the absolute
scales.

(1+2+3)-phonon model spaces, respectively. At the 1-phonon
level, the strength distribution below 9 MeV is dominated

by two transitions only. When going to a (1+2)-phonon
model space, considerable fragmentation is observed (note
the scale change in Fig. 10). The strength of the most
prominent transition is reduced by about a factor of 5, and
some strength is shifted to lower energies, while the total
strength remains approximately the same. In the full (1+2+3)-
phonon calculation the average transition strength is reduced
by another factor 4 to 5, again without changing the total
B(E1) strength. As discussed below, only with the inclusion
of 3-phonon states a realistic quantitative reproduction of the
fragmentation can be achieved.

The measured (discrete transitions only) and predicted
B(E1) strength distributions for 112Sn and 120Sn are compared
in Fig. 11. The QPM Darmstadt calculations provide a
satisfactory agreement of the fine structure for both cases.
In 120Sn the strongest model transitions show about a factor
of two larger B(E1) values than seen in the data. However,
experimentally a stronger fragmentation is observed in 120Sn
compared to 112,116,124Sn (cf. Fig. 4). In the QPM Giessen
calculations a prominent cluster of transitions with a strength
comparable to experiment is observed for both nuclei around
the experimental centroid energy. At higher excitation energies
the predicted strength is large compared to the data. In general,
the strength is less fragmented than in the QPM Darmstadt
calculation despite comparable model spaces.

The RQTBA results differ substantially from each other.
The 2qp+phonon version predicts more strength below 6 MeV
than seen in the experiments. For 120Sn, a bump roughly at the
experimental centroid energy is observed but overestimates
the strength. The strength at higher Ex is much larger than
in all other calculations. The 2-phonon RQTBA shows less
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TABLE V. B(E1) transition strengths (in e2fm2) for 112,120Sn
summed over excitation energy regions 4–8 MeV and 4–9 MeV.

112Sn 120Sn

4–8 MeV 4–9 MeV 4–8 MeV 4–9 MeV

Experiment 0.163 0.181 0.154 0.164
QPM Darmstadt 0.213 0.374 0.399 0.553
QPM Giessen 0.445 0.933 0.887 1.364
2qp+phonon RQTBA 0.622 1.511 3.908 9.494
2-phonon RQTBA 0.226 0.743 0.583 2.345

fragmentation and a shift of the very strong transitions found in
the 2qp+phonon calculation above 7 MeV to higher excitation
energies. These findings can be related to the geometrical
properties of the phonon amplitudes (cf. Eq. (C4) in Ref. [54]
and Eqs. (28) and (29) in Ref. [55], respectively). Overall, this
clearly improves the comparison to experiment [19,55].

Table V collects the summed B(E1) strengths from exper-
iment and the various models. In general, the model strengths
integrated over the experimentally accessible excitation region
up to 9 MeV are much larger than measured in this work.
However, one should recognize that the experimental numbers
do not include the unresolved part which almost doubles the
B(E1) values (cf. Table IV). Furthermore, the fluctuation
analysis described in the previous section was limited to
excitation energies up to 7.8 MeV, and it can be expected
that the contributions at higher Ex are even larger. Also, the
branching ratios to excited states are neglected although the
corrections should be not too large in these semimagic nuclei
(cf. Sec. II E). The comparison also shows strong sensitivity
to the upper excitation energy limit. For example, restricting
the summation up to 8 MeV, QPM Darmstadt and 2-phonon
RQTBA describe the experimental strength in 112Sn quite well.
For 120Sn, these models are somewhat too high but closer to
the data than the other predictions.

The differences found between the model approaches (in
particular, between QPM Darmstadt and QPM Giessen) show
that the description of the low-energy E1 strength strongly
depends on the modeling of the underlying mean field. The
strength distributions are also sensitive to the interaction with
multi-phonon states which redistribute the strength and can
shift large parts in or out of the experimentally accessible
energy region. As highlighted by the present examples
(Table V) one can only put a word of warning to attempts
to establish systematics of the PDR by summing over more or
less arbitrarily defined excitation energy regions. It should be
pointed out that all models discussed here predict an increase
of the strength of the PDR in the stable even-mass tin isotopes
with neutron excess. However, the predictions of the energy
region, where the PDR is confined, differ appreciably. One
possible explanation of the strong variations in Table V may
be slight differences in the onset of the GDR strength.

The experimental observable [B(E1) strength] does not
allow any conclusion on the nature of the excitation, thus
no separation into PDR and GDR contributions is possible.
Nevertheless, a linear increase of the summed strength with
neutron excess is consistent with the data in 112,116,124Sn
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FIG. 12. Distribution of the number of levels (top) and summed
B(E1) strengths (bottom) as a function of excitation energy in
250 keV bins for 112Sn (left) and 120Sn (right). The experimental
results (grey bars) are compared to the full QPM calculations (open
bars) and taking into account the experimental sensitivity limits (black
bars).

(cf. Table III) but clearly not for 120Sn. While the absolute
corrections necessary to estimate the full experimental B(E1)
strength are large, the methods to estimate their magnitude
described above and below predict similar correction values
for all four isotopes. Thus, it is unlikely that the unexpected
behavior of the low-energy E1 strength in 120Sn is caused by
the experimental limitations.

B. Impact of the experimental sensitivity limit

The experimental sensitivity limits given in Ref. [61] should
be considered in the comparison with the theoretical strength
distributions as has been discussed in Refs. [41,99]. They
represent the minimum B(E1) strength of transitions which
can be determined with at least 1σ accuracy. The impact is
illustrated in Fig. 12 for 112Sn and 120Sn, respectively. The
grey bars shows the number of experimentally observed levels
(upper row) and the summed B(E1) strength (lower row) as
a function of excitation energy in bins of 250 keV. They are
compared to the QPM Darmstadt results neglecting (QPM
all, open bars) or considering (QPM limit, black bars) the
experimental sensitivity limit.

Taking into account the sensitivity limit, the observable
B(E1) strength above 6 MeV is significantly reduced. Above
8 MeV in 112Sn and 7.5 MeV in 120Sn, the larger part
of the strength stems from weak transitions which would
be unobserved in the present experiments. For 120Sn, fairly
good agreement with the experimental distribution is achieved
after the correction, while for 112Sn the strength at higher
excitation energies gets somewhat to small. The numbers of
excited levels per energy interval are fairly well reproduced
but slightly too small for 112Sn, while for 120Sn they are still
overpredicted at higher energy. Overall, as in a similar study
of N = 82 isotones [99], the agreement between experiment
and QPM predictions clearly improves with consideration of
the experimental thresholds.
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The integrated B(E1) strengths of 0.192 e2fm2 (112Sn)
and 0.132 e2fm2 (120Sn) in the QPM calculations below the
sensitivity limits are remarkably close to the amounts of
unresolved strengths deduced from the fluctuation analysis.
We note that the agreement is not self-evident because of
the different assumptions underlying both types of analysis.
Strong transitions as analyzed in Sec. II C are little affected by
admixtures of weak transitions due to the mechanism discussed
in Sec. III A, while the mixing of transitions below the
sensitivity limit may contribute to the fluctuations. Therefore,
we conclude that the good agreement is not fortuitous, but both
methods allow an estimate of the quasicontinuum strength
missed by a restriction of the data analysis to statistically
significant peaks above background in the (γ,γ ′) spectra. Hav-
ing two independent methods at hand is particularly helpful
since their limits are defined by very different quantities. In
case of the fluctuation analysis, there is an upper limit of the
excitation energy defined by the statistics of the experimental
spectra. The extraction of the B(E1) strength above the
experimental threshold depends on the proper description of
the fragmentation by the truncated theoretical model spaces
(limited, e.g., to 3p3h states in the present example).

V. CONCLUSIONS AND OUTLOOK

This work presents high-resolution nuclear resonance
fluorescence experiments on 112Sn and 120Sn to investigate
the E1 response below the neutron threshold. The strongest
transitions have been observed around the energy region of
6–7 MeV and the distributions of extracted B(E1) transitions
have a resonance-like structure, but in the case of 120Sn the
strength is more fragmented. The summed B(E1) strengths
are 0.175(24) and 0.164(31) e2fm2 with centroid energies 6.7
and 6.6 MeV for 112Sn and 120Sn, respectively.

A fluctuation analysis has been applied to the (γ ,γ ′) spectra
to estimate the amount of unresolved strength which might be
hidden in the background due to the finite energy resolution.
The analysis is based on the autocorrelation function of
the normalized spectrum which provides information about
the mean level spacings in the investigated excitation en-
ergy interval. These can be compared to model predictions
of the nuclear level densities which allows to adjust the
background. Three different theoretical models have been
used, viz., BSFG1 [72], BSFG2 [73], and HF-BCS [89]. The
backgrounds determined from these models produce a very
similar amount of unresolved strength in the spectra and the
differences between the models have been used to determine
the uncertainties of this procedure. The fluctuation analysis
shows that the amount of unresolved strength on (γ ,γ ′) spectra
is significant and the method should be applied to other data
taken with the NRF method, at least for medium-heavy and

heavy nuclei where Jπ = 1− level densities in the energy
region of the PDR typically fulfill Eq. (4).

The measured B(E1) strength distributions below the
neutron threshold in 112Sn and 120Sn has been compared
to microscopic model calculations. The QPM Darmstadt
calculations reasonably reproduce the fragmentation of the
transition strengths for 112Sn and 120Sn and also the total
strength if one corrects for the experimentally unobservable
part. The QPM Giessen and the RQTBA calculations predict
much larger strengths than the experimental results if summed
over the experimentally accessed energy region up to 9 MeV.
However, the agreement of the 2-phonon RQTBA predictions
with the data is much better if the summation is restricted
to an upper limit of 8 MeV. Despite the problems discussed
above to extract the full E1 strength from the (γ,γ ′) data, the
present results do not support an increase with neutron excess
predicted by all models. The modeling of the main corrections
(branching ratios to excited states and unresolved strength) do
not show systematic dependencies as a function of neutron
number for 112–124Sn. The differences between the theoretical
approaches indicate a strong sensitivity to the underlying mean
field pointing towards a single-particle rather than a collective
interpretation as discussed, e.g., in Refs. [8,16,100].

For an improved understanding experimental information
on the complete ground-state E1 response below and above the
neutron threshold would be important, in particular to further
investigate the unexpected behavior of 120Sn established in
the present work. This is possible, e.g., with high-resolution
(p,p′) experiments at 0◦ at RCNP Osaka university [24,101],
with photon scattering coincidence experiments at HIγ S [76]
(below neutron threshold), and with the new NEPTUN tagger
facility at the S-DALINAC [102]. A corresponding (p,p′) ex-
periment was performed for the 120Sn case at RCNP [103] and
a study of 112,116,124Sn has been approved [104]. Experimental
studies of the (γ,γ ′γ ′′) and (γ,n) reactions on 112,116,120,124Sn
at the NEPTUN facility are under way.
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J. Hasper, A. Matic, H. J. Wörtche, and A. Zilges, Phys. Rev.
Lett. 97, 172502 (2006).

[27] J. Endres et al., Phys. Rev. Lett. 105, 212503 (2010).
[28] N. Paar, Y. F. Niu, D. Vretenar, and J. Meng, Phys. Rev. Lett.

103, 032502 (2009).
[29] X. Roca-Maza, G. Pozzi, M. Brenna, K. Mizuyama, and
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[31] E. Yüksel, E. Khan, and K. Bozkurt, Nucl. Phys. A 877, 35

(2012).
[32] E. G. Lanza, A. Vitturi, E. Litvinova, and D. Savran, Phys. Rev.

C 89, 041601(R) (2014).
[33] T. Hartmann, J. Enders, P. Mohr, K. Vogt, S. Volz, and

A. Zilges, Phys. Rev. Lett. 85, 274 (2000).
[34] J. Isaak et al., Phys. Rev. C 83, 034304 (2011).
[35] R. Schwengner et al., Phys. Rev. C 76, 034321 (2007).
[36] R. Schwengner et al., Phys. Rev. C 78, 064314 (2008).
[37] R. Schwengner et al., Phys. Rev. C 87, 024306 (2013).
[38] K. Govaert, F. Bauwens, J. Bryssinck, D. De Frenne, E. Jacobs,

W. Mondelaers, L. Govor, and V. Yu. Ponomarev, Phys. Rev.
C 57, 2229 (1998).

[39] A. Zilges, S. Volz, M. Babilon, T. Hartmann, P. Mohr, and
K. Vogt, Phys. Lett. B 542, 43 (2002).

[40] S. Volz, N. Tsoneva, M. Babilon, M. Elvers, J. Hasper, R.-D.
Herzberg, H. Lenske, K. Lindenberg, D. Savran, and A. Zilges,
Nucl. Phys. A 779, 1 (2006).

[41] D. Savran, M. Fritzsche, J. Hasper, K. Lindenberg, S. Müller,
V. Yu. Ponomarev, K. Sonnabend, and A. Zilges, Phys. Rev.
Lett. 100, 232501 (2008).

[42] J. Enders et al., Phys. Lett. B 486, 279 (2000).
[43] J. Enders et al., Nucl. Phys. A 724, 243 (2003).
[44] R. Schwengner et al., Phys. Rev. C 81, 054315 (2010).
[45] N. Paar, D. Vretenar, E. Khan, and G. Colò, Rep. Prog. Phys.
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