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Excitation-energy dependence of fission in the mercury region
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Background: Recent experiments on β-delayed fission reported an asymmetric mass yield in the neutron-deficient
nucleus 180Hg. Earlier experiments in the mass region A = 190–200 close to the β-stability line, using the (p,f )
and (α,f ) reactions, observed a more symmetric distribution of fission fragments. While the β-delayed fission
of 180Hg can be associated with relatively low excitation energy, this is not the case for light-ion reactions, which
result in warm compound nuclei. The low-energy fission of 180,198Hg has been successfully described by theory
in terms of strong shell effects in pre-scission configurations associated with dinuclear structures.
Purpose: To elucidate the roles of proton and neutron numbers and excitation energy in determining symmetric-
and asymmetric-fission yields, we compute and analyze the isentropic potential energy surfaces of 174,180,198Hg
and 196,210Po.
Methods: We use the finite-temperature superfluid nuclear density functional theory for excitation energies up
to E∗ = 30 MeV and zero angular momentum. For our theoretical framework, we consider the Skyrme energy
density functional SkM∗ and a density-dependent pairing interaction.
Results: For 174,180Hg, we predict fission pathways consistent with asymmetric fission at low excitation energies,
with the symmetric-fission pathway opening very gradually as excitation energy is increased. For 198Hg and 196Po,
we expect the nearly symmetric-fission channel to dominate. 210Po shows a preference for a slightly asymmetric
pathway at low energies, and a preference for a symmetric pathway at high energies.
Conclusions: Our self-consistent theory suggests that excitation energy weakly affects the fission pattern of the
nuclei considered. The transition from the asymmetric fission in the proton-rich nuclei to a more symmetric
fission in the heavier isotopes is governed by the shell structure of pre-scission configurations.
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Introduction. The recent experimental discovery of asym-
metric fission in 180Hg via the β decay of 180Tl initially came as
a surprise [1–3]. The mass distribution in low-energy fission
of actinides has been explained in terms of shell effects in
nascent fragments [4–8]. In particular, the doubly magic nuclei
132Sn and 78Ni are expected to play a key role in explaining
the observed distributions [9,10]. Taking this point literally,
the most likely division of 180Hg would seem to be two
symmetric fragments resembling semimagic 90Zr. However,
the experiment observed [1] a more likely split of 100Ru and
80Kr, neither of which is near magicity or particularly strongly
stabilized by shell effects.

A theoretical description of this puzzle has been offered
in terms of both macroscopic-microscopic [1,11–13] and self-
consistent [14] approaches. The conclusion that has emerged
is that the main factor determining the mass split in fission are
shell effects at pre-scission configurations, i.e., between saddle
and scission [10,15] (see also Ref. [16] for a scission-point
description).

It is important to realize that the recent and previous exper-
iments that study fission in the mercury-lead region populate
the fissioning nucleus at a nonzero excitation energy—the
electron capture considered in Ref. [1] produced 180Hg with
up to E∗ = 10.44 MeV of excitation energy (limited by the
electron-capture Q value of the precursor 180Tl) while even

higher excitation-energy ranges were explored in the earlier
(p,f ) and (α,f ) studies [15,17]. The Brownian shape motion
model of Ref. [13], based on zero-temperature macroscopic-
microscopic potential-energy surfaces, explored the effects
of the imparted excitation energy on the fission yields and
has been quite successful in explaining existing experimental
data. However, a self-consistent study considering the thermal
effects on the fission pathway in this mass region is lacking.
To fill this gap, in this work we extend the self-consistent
study of Ref. [14] to explore the effects of excitation energy
on the expected mass yields. We employ the finite-temperature
density functional theory (FT-DFT) to study the evolution of
the fission pathway with increasing E∗. Following Ref. [14],
we study the potential-energy surfaces (PESs) of 180Hg and
198Hg to get a sense of the trend with neutron number. We
also present fission pathways for 196,210Po, which are of recent
experimental interest. Furthermore, we investigate the fission
of 174Hg, which was predicted in Ref. [18] to favor symmetric
fission and in Ref. [13] to gradually change from symmetric at
low energies to asymmetric at higher energies—the opposite
of the familiar trend in the actinides.

The model. To study the PESs as a function of E∗,
we employ the superfluid mean-field theory [19,20] imple-
mented for the Skyrme DFT in Refs. [21–24]. To solve the
finite-temperature DFT equations, we employ the symmetry-
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unrestricted Skyrme DFT solver HFODD [25]. We use a basis
that employs the lowest 1140 stretched deformed harmonic
oscillator states originating from 31 major shells. Our previous
studies (see, e.g., Ref. [24] and references therein) indicate that
this basis size represents a good compromise between accuracy
and computation time.

We constrain the quadrupole moment Q20 and the octupole
moment Q30 with the augmented Lagrangian method to obtain
the PES [26]. To obtain smooth PESs, we use cubic spline
interpolation. To construct one-dimensional least-energy path-
ways, we have taken two approaches: The first approach
was to initially constrain Q20 along the pathway as well
as Q30 at some nonzero number—through examination of
the two-dimensional PESs, we found a value of 10 b3/2 to
be sufficient for the nuclei studied. We would then release
the Q30 constraint, allowing the pathway to fall into the
least-energy trajectory. The second approach was to directly
scan the two-dimensional PESs. For each value of Q20, we
would scan in the Q30 direction for the least-energy point.
The locus of these points formed the least-energy pathway. In
addition, we sought alternative fission pathways (either more
or less symmetry breaking) by restricting the scan to a subset
of Q30 values. Both approaches led to least-energy pathways
in excellent agreement with each other.

The finite-temperature DFT equations are obtained from
the minimization of the grand canonical potential, so that the
free energy F = E − T S is formally calculated at a fixed
temperature T . Since the system is not in contact with a heat
bath, the fission process is not isothermal. However, since the
large-amplitude collective motion during fission is slower than
the single-particle motion, it is reasonable to treat fission as
an adiabatic, isentropic process [21,27]. This assumption has
been found to be valid up to about E∗/A ≈ 1 MeV [28] or
kT ≈ 2 MeV [29]—our highest-temperature calculations do
not exceed kT = 1.5 MeV.

We calculate the free energy for a fixed temperature as
a function of the collective coordinates, understanding that
relative quantities such as barrier heights identically match
those obtained from a calculation of internal energy at fixed
entropy [21,29,30]. This Maxwell relation has been verified
numerically in the self-consistent calculations of Ref. [21].

We map the excitation energy of the nucleus E∗ to the fixed
temperature T via

E∗ (T ) = Eg.s. (T ) − Eg.s. (T = 0) , (1)

where Eg.s.(T ) is the minimum energy of the nucleus at
temperature T . This corresponds well to the excitation energy
of a compound nucleus [21,22]. To study shell effects in
pre-scission configurations, we calculate the shell-correction
energies δEsh at T = 0 according to the procedure described
in Refs. [31,32] with the smoothing width parameters γp =
1.66, γn = 1.54 (in units of �ω0 = 41/A1/3 MeV) and the
curvature correction p = 10.

The nuclear interaction in the particle-hole channel has
been approximated through the SkM∗ parametrization [33]
of the Skyrme energy density functional. This traditional
functional achieves realistic surface properties in the actinides,
allowing a good description of the evolution of the energy
with deformation [8,14]. In the particle-particle channel, we

FIG. 1. (Color online) Ground-state potential-energy surfaces
for (a) 180Hg and (b) 198Hg in the (Q20,Q30) plane calculated
in HFB-SkM∗. The static fission pathway aEF corresponding to
asymmetric elongated fragments is marked.

use the density-dependent mixed-pairing interaction [34]. All
calculations were performed with a quasiparticle cutoff energy
Ecut = 60 MeV. The pairing strengths Vτ0 (τ = n,p) are
chosen to fit the pairing gaps determined from experimental
odd-even mass differences in 180Hg [35]. For the SkM∗ EDF,
the pairing strengths are Vn0 = −268.9 MeV and Vp0 =
−332.5 MeV.

In this work, we have chosen to focus our attention on
the effect that internal excitation energy has on mass yield.
We do not consider the sharing of projectile energy between
nuclear excitation and nuclear rotation. While the earlier
experiments with projectiles would involve a great deal of
angular momentum imparted to the fissioning nucleus, the
more recent experiments with β-delayed fission achieve a low
angular momentum for the fissioning nucleus.

Results. To recall the global features of the PESs predicted
with HFB-SkM∗ in the Hg region [14], in Fig. 1 we show
the results for 180Hg and 198Hg at zero temperature. This
exploration of a very large configuration space illustrates the
static fission paths available to each nuclide. In both cases, the
reflection-asymmetric path corresponding to elongated fission
fragments (aEF) branches away from the symmetric valley to
ultimately pass through the mass-asymmetric scission point.
For 180Hg, a steep ridge separating the path aEF from the
fusion valley at Q20 ≈ 175 b can be seen. The 100Ru-80Kr
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FIG. 2. (Color online) Similar to Fig. 1, but for 196Po in HFB-
D1S. Two competing fission pathways corresponding to different
mass asymmetry are marked.

split for 180Hg corresponds to Q30 ≈ 30 b3/2 at Q20 ≈ 300 b.
As was discussed in greater detail in Ref. [14], the PES of
180Hg exhibits an asymmetric-fission pathway that is clearly
separated from the symmetric-fission pathway by a barrier. In
contrast, the PES of 198Hg is rather flat in the pre-scission
region: symmetric and asymmetric pathways have almost
equal energy. Therefore, the HFB-SkM∗ model explains the
transition from asymmetric fission in 180Hg toward a more
symmetric distribution of fission fragments in 198Hg that has
been seen experimentally.

Stimulated by recent experimental work [36–38], we
have calculated the PES of 196Po with the D1S Gogny
interaction [39]. We build on and add to the discussion of
Ref. [14] to illustrate that the features we identify in this region
are not restricted to Skyrme DFT. Figure 2 shows that the
least-energy fission pathway is nearly reflection-symmetric
(Q30 ≈ 10 b3/2). Our calculations also predict a secondary,
more asymmetric pathway. Beyond Q20 = 250 b, the PES
appears to flatten so that mildly asymmetric-fission pathways
compete with symmetric pathways in that region.

Figure 3 shows the total shell correction energy δEsh along
the symmetric (Q30 = 0) and asymmetric-fission paths in
174,180,198Hg and 196Po, each calculated with SkM∗. This figure
nicely corroborates the results in Fig. 1: the preference for the
asymmetric pathway in 180Hg is driven by shell effects in
pre-scission configurations. In addition, one can see that shell
effects drive 174Hg towards asymmetric splits, as well as the
competition from more mass-symmetric pathways in 198Hg
and 196Po.

In the following, we now turn to study the evolution
of the symmetry of the fission yield for these mercury
and polonium isotopes with increasing excitation energy.
First, we wish to verify that our finite-temperature theory
successfully reproduces (i) asymmetric fission around 180Hg
at relatively low excitation energies, and (ii) nearly symmetric
fission around 198Hg as observed in the (p,f ) and (α,f )
studies [15,17]. In Fig. 4, we show the predicted evolution of

FIG. 3. (Color online) The total shell correction energy at T = 0
in 174,180,198Hg and 196Po along the symmetric (solid line, Q30 = 0)
and asymmetric (dashed line) fission pathways.

the potential-energy curves along the static fission pathways of
174,180,198Hg and 196Po at different excitation energies chosen
across the range of energies explored experimentally. We
also performed two-dimensional calculations in the (Q20,Q30)
plane to trace the evolution of the mass asymmetry with
temperature, as well as to ascertain that we are following a
continuous static fission pathway.

The lighter nuclei 174Hg and 180Hg follow the same trends:
asymmetric fission at low energies, with a decreasing barrier

FIG. 4. (Color online) Potential-energy curves for 174,180,198Hg
and 196Po at different values of excitation energy (in MeV).
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FIG. 5. (Color online) Potential-energy surfaces for 174,180,198Hg
and 196Po in the (Q20,Q30) plane at different values of E∗ indicated
(in MeV). The contour lines are separated by 1 MeV. The lowest
static (least-energy) fission pathway is marked with a thick red line.
The secondary fission pathways in 174,180Hg are marked with a yellow
dashed line at the highest excitation energy.

for symmetric fission as excitation energy increases. In the
case of 174,180Hg, a secondary, symmetric pathway branches
out slightly beyond Q20 = 100 b (indicated by a yellow
dashed line in Fig. 5 at the highest excitation energy). At
E∗ ≈ 30 MeV, these symmetric and asymmetric pathways are
quite close in energy. We note that the alternative symmetric
pathway exists at lower excitation energies, but it presents a
barrier about 1 to 2 MeV higher than the asymmetric pathway.

For 198Hg and 196Po, we see in Fig. 3 that shell effects drive
each system towards symmetric fission at zero temperature.
The results in Fig. 5 affirm the preference for fission pathways
that only mildly break reflection symmetry. The static fission
pathway for 198Hg corresponds to far smaller values of Q30

than those for 174,180Hg. For 196Po, at each excitation energy
the PES is rather flat in the Q30 direction and appears to
permit some symmetry-breaking pathways, but the symmetric
pathway is consistently lowest in energy.

Whether the symmetric or asymmetric pathway is favored
at each excitation energy would be determined decisively with
a dynamic, finite-temperature calculation of the system’s path
of least action, which requires a determination of a finite-
temperature collective inertia. Based on our static calculations,
however, we predict that the symmetric yield should gradually
increase with increasing E∗. In 174Hg and 180Hg, we expect
asymmetric fission to dominate at all excitation energies
considered. Our prediction for 174Hg is at variance with that
of the macroscopic-microscopic model [13]; they predict that
the yield distribution in this nucleus should become more
symmetric with decreasing E∗, suggesting a preference for

FIG. 6. (Color online) Potential-energy surface for 210Po in HFB-
SkM∗. Both the dominant, mildly-symmetry-breaking pathway and a
secondary, more-severely-symmetry-breaking pathway are marked.
The inset offers a closer look at a pre-scission region (200 < Q20 <

360, 0 < Q30 < 20) for E∗ = 0 MeV and for a higher excitation
energy E∗ = 43 MeV.

a nearly-symmetric-fission pathway in their model. Similarly,
in Ref. [18] the authors use the scission-point model to predict
that the 174Hg yield is symmetric at each excitation energy.

For 198Hg, we expect a fairly symmetric pattern of fission
yields. Finally, for 196Po we predict a dominance of symmetric
fission with some competition from a secondary asymmetric
pathway, as seen in Figs. 2 and 5.

As a final case, we present predictions for 210Po. This
nucleus was studied in Ref. [15], and symmetric fission has
been observed to dominate, especially at higher excitation
energies. To see whether our model reproduces this feature,
in Fig. 6 we show the potential energy surface for 210Po
in the (Q20,Q30) plane. At E∗ = 0 MeV, the dominant
fission pathway favors a slight mass asymmetry, diverging
from a perfectly symmetric pathway at Q20 ≈ 290 b. With
increasing excitation energy, however, a transition is observed
towards the symmetric-fission pathway. As seen in the inset,
at E∗ = 43 MeV, only the symmetric pathway remains; this
is consistent with the temperature damping of shell effects
discussed in Ref. [15]. At E∗ = 0 MeV, we also predict a
more severely symmetry-breaking fission pathway (cluster
radioactivity), which lies at higher energy and diverges from
the dominant pathway at Q20 ≈ 100 b.

Conclusions. Nuclear fission in the mercury region has been
studied with the superfluid FT-DFT, exploring the evolution of
fission pathways with increasing excitation energy. This is a
necessary ingredient for a theoretical description of the recent
experimental discoveries in this region.

Our potential-energy surfaces show the proclivity of both
174Hg and 180Hg towards an asymmetric-fission pathway when
the nucleus has low excitation energy. As excitation energy is
increased, we see a gradual lowering of the barrier to the
symmetric-fission valley. Because of relatively large macro-
scopic barriers (≈12 to 24 MeV), this trend with excitation
energy is very gentle, so that we predict asymmetric fission to
dominate in both isotopes at least up to 30 MeV. This is unlike
the actinides, where macroscopic barriers are much smaller,
and the calculations demonstrate a stronger dependence on
excitation energy [22], in accord with experiment.

For 174Hg, our prediction differs from that of Ref. [13] and
Ref. [18] – we predict asymmetric fission at each excitation
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energy, rather than symmetric fission at low energies. It would
be very interesting for future experiments to shed more light
on this issue.

For 174,180Hg in particular, the potential-energy surface is
soft in the Q30 coordinate for a large range of excitation energy.
It would be very interesting for future work to study how
increased excitation energy affects the collective motion of
the system—such a dynamical study would aid in pinpointing
a theoretical prediction for the energy where the system
transitions from asymmetric to symmetric fission.

The techniques of the present study can be extended to
explore the findings of continuing experimental investigations
in the neutron-deficient Hg-Pb region [40,41].

The theoretical picture of fission in the mercury-polonium
region that has been emerging since the experimental discov-
ery of the asymmetric-fission mode in 180Hg demonstrates
subtleties not immediately obvious from past fission studies
in the actinides. A thorough examination of potential-energy
surfaces with many degrees of freedom was needed to reliably
predict the most likely fission path for the mercury and
polonium isotopes. In particular, the transition with neutron
number from asymmetric fission in 180Hg to symmetric
fission in 198Hg illustrates an intricacy of nuclear fission

that must be captured by any reliable theory. That the
FT-DFT fission model, whose only input is the nuclear
energy density functional, captures these salient features is
encouraging.
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[13] P. Möller, J. Randrup, and A. J. Sierk, Phys. Rev. C 85, 024306

(2012).
[14] M. Warda, A. Staszczak, and W. Nazarewicz, Phys. Rev. C 86,

024601 (2012).
[15] S. Mulgin, K.-H. Schmidt, A. Grewe, and S. Zhdanov, Nucl.

Phys. A 640, 375 (1998).
[16] S. Panebianco, J.-L. Sida, H. Goutte, J.-F. Lemaitre, N. Dubray,

and S. Hilaire, Phys. Rev. C 86, 064601 (2012).

[17] M. Itkis, N. Kondratev, S. Mulgin, V. Okolovich, A. Y. Rusanov,
and G. Smirenkin, Sov. J. Nucl. Phys. 52, 601 (1990); ,53 757
(1991).

[18] A. V. Andreev, G. G. Adamian, N. V. Antonenko, and A. N.
Andreyev, Phys. Rev. C 88, 047604 (2013).

[19] A. Goodman, Nucl. Phys. A 352, 30 (1981).
[20] J. Egido, P. Ring, and H. Mang, Nucl. Phys. A 451, 77 (1986).
[21] J. C. Pei, W. Nazarewicz, J. A. Sheikh, and A. K. Kerman,

Phys. Rev. Lett. 102, 192501 (2009).
[22] J. A. Sheikh, W. Nazarewicz, and J. C. Pei, Phys. Rev. C 80,

011302 (2009).
[23] J. McDonnell, W. Nazarewicz, and J. Sheikh, AIP Conf. Proc.

1175, 371 (2009).
[24] J. D. McDonnell, W. Nazarewicz, and J. A. Sheikh, Phys. Rev.

C 87, 054327 (2013).
[25] N. Schunck, J. Dobaczewski, J. McDonnell, W. Satuła, J. Sheikh,

A. Staszczak, M. Stoitsov, and P. Toivanen, Comput. Phys.
Commun. 183, 166 (2012).

[26] A. Staszczak, M. Stoitsov, A. Baran, and W. Nazarewicz,
Eur. Phys. J. A 46, 85 (2010).

[27] W. Nazarewicz, Nucl. Phys. A 557, 489 (1993).
[28] P. F. Bortignon, A. Bracco, F. De Blasio, E. Ormand, and R. A.

Broglia, in International Conference on Nuclear Structure and
Nuclear Reactions at Low and Intermediate Energies, edited by
R. Jolos (JINR-E-4-93-58, Dubna, Russia, 1993), p. 50.

[29] M. Diebel, K. Albrecht, and R. W. Hasse, Nucl. Phys. A 355, 66
(1981).

[30] M. E. Faber, M. Płoszajczak, and K. Junker, Acta Phys. Pol., B
15, 949 (1984).

[31] T. Vertse, A. T. Kruppa, and W. Nazarewicz, Phys. Rev. C 61,
064317 (2000).

[32] N. Nikolov, N. Schunck, W. Nazarewicz, M. Bender, and J. C.
Pei, Phys. Rev. C 83, 034305 (2011).

021302-5

http://dx.doi.org/10.1103/PhysRevLett.105.252502
http://dx.doi.org/10.1103/PhysRevLett.105.252502
http://dx.doi.org/10.1103/PhysRevLett.105.252502
http://dx.doi.org/10.1103/PhysRevLett.105.252502
http://dx.doi.org/10.1103/RevModPhys.85.1541
http://dx.doi.org/10.1103/RevModPhys.85.1541
http://dx.doi.org/10.1103/RevModPhys.85.1541
http://dx.doi.org/10.1103/RevModPhys.85.1541
http://dx.doi.org/10.1103/PhysRevC.88.044321
http://dx.doi.org/10.1103/PhysRevC.88.044321
http://dx.doi.org/10.1103/PhysRevC.88.044321
http://dx.doi.org/10.1103/PhysRevC.88.044321
http://dx.doi.org/10.1103/RevModPhys.44.320
http://dx.doi.org/10.1103/RevModPhys.44.320
http://dx.doi.org/10.1103/RevModPhys.44.320
http://dx.doi.org/10.1103/RevModPhys.44.320
http://dx.doi.org/10.1103/PhysRevC.14.1832
http://dx.doi.org/10.1103/PhysRevC.14.1832
http://dx.doi.org/10.1103/PhysRevC.14.1832
http://dx.doi.org/10.1103/PhysRevC.14.1832
http://dx.doi.org/10.1016/0375-9474(88)90357-0
http://dx.doi.org/10.1016/0375-9474(88)90357-0
http://dx.doi.org/10.1016/0375-9474(88)90357-0
http://dx.doi.org/10.1016/0375-9474(88)90357-0
http://dx.doi.org/10.1038/35057204
http://dx.doi.org/10.1038/35057204
http://dx.doi.org/10.1038/35057204
http://dx.doi.org/10.1038/35057204
http://dx.doi.org/10.1103/PhysRevC.80.014309
http://dx.doi.org/10.1103/PhysRevC.80.014309
http://dx.doi.org/10.1103/PhysRevC.80.014309
http://dx.doi.org/10.1103/PhysRevC.80.014309
http://dx.doi.org/10.1016/S0370-2693(02)02838-1
http://dx.doi.org/10.1016/S0370-2693(02)02838-1
http://dx.doi.org/10.1016/S0370-2693(02)02838-1
http://dx.doi.org/10.1016/S0370-2693(02)02838-1
http://dx.doi.org/10.1209/0295-5075/83/32001
http://dx.doi.org/10.1209/0295-5075/83/32001
http://dx.doi.org/10.1209/0295-5075/83/32001
http://dx.doi.org/10.1209/0295-5075/83/32001
http://dx.doi.org/10.1103/PhysRevC.86.024610
http://dx.doi.org/10.1103/PhysRevC.86.024610
http://dx.doi.org/10.1103/PhysRevC.86.024610
http://dx.doi.org/10.1103/PhysRevC.86.024610
http://dx.doi.org/10.1103/PhysRevC.86.044315
http://dx.doi.org/10.1103/PhysRevC.86.044315
http://dx.doi.org/10.1103/PhysRevC.86.044315
http://dx.doi.org/10.1103/PhysRevC.86.044315
http://dx.doi.org/10.1103/PhysRevC.85.024306
http://dx.doi.org/10.1103/PhysRevC.85.024306
http://dx.doi.org/10.1103/PhysRevC.85.024306
http://dx.doi.org/10.1103/PhysRevC.85.024306
http://dx.doi.org/10.1103/PhysRevC.86.024601
http://dx.doi.org/10.1103/PhysRevC.86.024601
http://dx.doi.org/10.1103/PhysRevC.86.024601
http://dx.doi.org/10.1103/PhysRevC.86.024601
http://dx.doi.org/10.1016/S0375-9474(98)00332-7
http://dx.doi.org/10.1016/S0375-9474(98)00332-7
http://dx.doi.org/10.1016/S0375-9474(98)00332-7
http://dx.doi.org/10.1016/S0375-9474(98)00332-7
http://dx.doi.org/10.1103/PhysRevC.86.064601
http://dx.doi.org/10.1103/PhysRevC.86.064601
http://dx.doi.org/10.1103/PhysRevC.86.064601
http://dx.doi.org/10.1103/PhysRevC.86.064601
http://dx.doi.org/10.1103/PhysRevC.88.047604
http://dx.doi.org/10.1103/PhysRevC.88.047604
http://dx.doi.org/10.1103/PhysRevC.88.047604
http://dx.doi.org/10.1103/PhysRevC.88.047604
http://dx.doi.org/10.1016/0375-9474(81)90557-1
http://dx.doi.org/10.1016/0375-9474(81)90557-1
http://dx.doi.org/10.1016/0375-9474(81)90557-1
http://dx.doi.org/10.1016/0375-9474(81)90557-1
http://dx.doi.org/10.1016/0375-9474(86)90242-3
http://dx.doi.org/10.1016/0375-9474(86)90242-3
http://dx.doi.org/10.1016/0375-9474(86)90242-3
http://dx.doi.org/10.1016/0375-9474(86)90242-3
http://dx.doi.org/10.1103/PhysRevLett.102.192501
http://dx.doi.org/10.1103/PhysRevLett.102.192501
http://dx.doi.org/10.1103/PhysRevLett.102.192501
http://dx.doi.org/10.1103/PhysRevLett.102.192501
http://dx.doi.org/10.1103/PhysRevC.80.011302
http://dx.doi.org/10.1103/PhysRevC.80.011302
http://dx.doi.org/10.1103/PhysRevC.80.011302
http://dx.doi.org/10.1103/PhysRevC.80.011302
http://dx.doi.org/10.1063/1.3258254
http://dx.doi.org/10.1063/1.3258254
http://dx.doi.org/10.1063/1.3258254
http://dx.doi.org/10.1063/1.3258254
http://dx.doi.org/10.1103/PhysRevC.87.054327
http://dx.doi.org/10.1103/PhysRevC.87.054327
http://dx.doi.org/10.1103/PhysRevC.87.054327
http://dx.doi.org/10.1103/PhysRevC.87.054327
http://dx.doi.org/10.1016/j.cpc.2011.08.013
http://dx.doi.org/10.1016/j.cpc.2011.08.013
http://dx.doi.org/10.1016/j.cpc.2011.08.013
http://dx.doi.org/10.1016/j.cpc.2011.08.013
http://dx.doi.org/10.1140/epja/i2010-11018-9
http://dx.doi.org/10.1140/epja/i2010-11018-9
http://dx.doi.org/10.1140/epja/i2010-11018-9
http://dx.doi.org/10.1140/epja/i2010-11018-9
http://dx.doi.org/10.1016/0375-9474(93)90565-F
http://dx.doi.org/10.1016/0375-9474(93)90565-F
http://dx.doi.org/10.1016/0375-9474(93)90565-F
http://dx.doi.org/10.1016/0375-9474(93)90565-F
http://dx.doi.org/10.1016/0375-9474(81)90132-9
http://dx.doi.org/10.1016/0375-9474(81)90132-9
http://dx.doi.org/10.1016/0375-9474(81)90132-9
http://dx.doi.org/10.1016/0375-9474(81)90132-9
http://dx.doi.org/10.1103/PhysRevC.61.064317
http://dx.doi.org/10.1103/PhysRevC.61.064317
http://dx.doi.org/10.1103/PhysRevC.61.064317
http://dx.doi.org/10.1103/PhysRevC.61.064317
http://dx.doi.org/10.1103/PhysRevC.83.034305
http://dx.doi.org/10.1103/PhysRevC.83.034305
http://dx.doi.org/10.1103/PhysRevC.83.034305
http://dx.doi.org/10.1103/PhysRevC.83.034305


RAPID COMMUNICATIONS

J. D. MCDONNELL et al. PHYSICAL REVIEW C 90, 021302(R) (2014)

[33] J. Bartel, P. Quentin, M. Brack, C. Guet, and H.-B. Håkansson,
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