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High-momentum-transfer elastic electron scattering data (0.76 <¢=3.74 fm™!) from 2Mg,
2TAl, 2si, and %S are presented and analyzed using phenomenological charge distributions;
the oscillation in p@r) due to the shell-model structure is obtained. An analysis in terms of
a Woods-Saxon nuclear potential is described and the 2s/1d occupation numbers are deduced.
The cross sections for certain strongly excited or well isolated inelastic levels are also given,

but not analyzed.

measured o(E,6), deduced phenomenological p; shell-model calculations; de-

|:NUCLEAR REACTIONS 2%‘Mg, 27Al, %8si, ®§ (¢,¢), (e,e’), E =250, 500 MeV; ]

duced 2s/1d occupation numbers.

I. INTRODUCTION

The present paper concerns the investigation of
the charge distribution of some s-d shell nuclei
by means of elastic electron scattering. The at-
tractiveness of electron scattering lies in the well-
known fact of the relatively weak and known elec-
tron-nucleus interaction. The electromagnetic
properties of the nucleus under consideration can
consequently be well separated from the investi-
gation process used. This is especially true for
elastic scattering from spin-zero nuclei such as
24Mg, 2%Si, and *S; apart from small corrections
(see Sec. IV), the scattering cross section depends
exclusively on the ground-state charge distribu-
tion. Elastic electron scattering becomes par-
ticularly useful at high momentum transfer, since
the high momentum transfers reveal the fine de-
tails of the shape of the nucleus. Aside from a
straightforward folding with the proton size the
charge distribution is directly related to the wave
function of the protons. Thus a very basic property
of the nucleus is determined experimentally.

In a recent electron scattering experiment! on

Ca for the first time a sufficiently high-momentum-

transfer region (3.3 fm™) was reached so that
the cross sections were sensitive to the small
variations in the charge density distributions due
to shell structure. It was demonstrated in this
experiment that in order to explain the measured
cross sections at high momentum transfer one
could add an oscillation to the Fermi-type charge
distribution, which had generally been used pre-
viously. The superimposed oscillation produced
an additional rise in p(r) at small radii. This

central rise is easily understood in the frame-
work of the shell model, since it represents the
effect of 1s and 2s shells, which both have their
maximum of the wave function at » =0. In Ref. 1
it was found, however, that the magnitude of the
fluctuation predicted by the shell-model calcu-
lation using a Woods-Saxon (WS) potential was in
fact larger than the phenomenological (experi-
mental) one. This difference could be due to a
deviation of the dominating 2s-shell contribution
from that predicted with the shell-model calcu-
lation; recently it was attributed® to an incomplete
filling of the 2s shell thrqugh two-particle-two-
hole excitations in the doubly magic nucleus *°Ca.

It seemed interesting to investigate more closely
the filling of the 2s shell, which occurs in the
region of A ~ 24 to 32 by means of electron scat-
tering at high momentum transfer. Even apart
from the question of the filling of the 2s shell,
this region of A is interesting because of the fact
that many calculations assign to these nuclei a
rather large deformation, in particular to *Mg,
which would manifest itself in a larger apparent
surface thickness than usual.

Elastic electron scattering results from Mg,
285, and °2S have been obtained previously®™ in
the range of momentum transfer 0.7 fm~ <¢ <1.6
fm ™! to determine the phenomenological models
of their ground-state charge distributions. Re-
cently, these experiments have been extended up
to g=~2.2 fm~'.%"!° The analyses of the data in
all cases show that the charge distribution could
be represented either by a two-parameter or
three-parameter function such as the Fermi dis-
tribution. This indicates that the experiments

1861



1862

were not performed at momentum transfers high
enough for the oscillatory behavior of the charge
distribution predicted by the shell model to appear.
In fact, with a simple calculation using a shell
model with a harmonic-oscillator potential, it

can be shown that the structure in the charge
distribution will have significant effects on the
elastic electron scattering cross sections only
when the momentum transfer g is larger than
about 2.1 fm™1.

The dominant influence on the change of the
shape of p(7) in going from one nucleus to the
next in the region 24 <A <32 is the filling of the

"2s shell, which has the very distinct effect of
increasing the charge density at the center of the
nucleus; the contribution of a d-shell proton to
the central charge density is quite small, since
its wave function peaks at » =3 fm. If there were
no configuration mixing, the filling of the 2s shell
in the harmonic-oscillator shell model would oc-
cur between 2%Si and %S, and yield a considerable
increase in p(0) from ~0.067 e fm = (28Si) to
~0.117 efm ™ (*3S) (i.e., a very drastic change of
‘the shape as compared to the very gradual one
normally observed when changing Z by 1 or 2).
This model also predicts central depressions in
p(7) for 2*Mg and 2°Si, and a central rise for 8.
Consequently, it has been the primary purpose of
this experiment to extend the measurements of
cross sections to a momentum transfer region
(3.7 fm~!) which should be high enough to reveal
the essential part of this fine structure in p(7),
and thereby allow direct information to be obtained
on the filling of the 2s shell.

The aims of the present work have mainly been
the elastic scattering up to the highest measurable
momentum transfer (i.e., of the lowest mea-
surable cross section); no particular effort has
been given to studying inelastic scattering. The
target thickness and the energy spread of the in-
coming beam have been adjusted for maximum
counting rate compatible with proper separation of
the elastic peak. Therefore, only the cross sec-
tions for certain strongly excited or well isolated
inelastic levels could be determined without am-
biguity. These cross sections will be given, but
not analyzed.

II. EXPERIMENTAL APPARATUS

A beam of electrons of 1-2-uA average current
was obtained from the Stanford Mark III acceler-
ator. The. energy resolution typical for this ex-
periment was 0.2% full width at half-maximum.
To increase the beam current for measurements
of low cross sections the energy spread was oc-
casionally increased to 0.3%, provided the elastic
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peak could still be separated properly.

The momentum of the electron beam was de-
fined by a system of two 30°-deflecting magnets.
A complete description of this system is given
in Ref. 11. However, the two magnets have since
been rebuilt and the energy-defining slits moved
from the original symmetrical position.'? The
energy setting of the beam-analyzing magnet was
obtained by measuring the magnetic field with a
nuclear magnetic resonance probe, which had
recently been calibrated to an absolute accuracy
of +0.1% by a floating wire experiment.!®

The beam was positioned in the scattering cham-
ber by viewing the beam spot on a fluorescent
screen with the help of a closed-circuit television
system. A spot about 3 mm in diameter was
achieved through the use of the pair of quadrupoles
localized at the center of the accelerator and by
rotation of the pole tips of the second deflecting
magnet. In order to keep the scattering angle
constant, the beam position at the target was
stabilized to + 0.5 mm by using the signal from a
split secondary emission monitor (SEM) to regu-
late the current through the beam steering coils.
A screen located 6 m upstream from the target
was used to adjust the beam direction along the
zero-degree axis of the spectrometer to within
+0.02°,

After passing through the target the beam was
stopped in a Faraday cup, and the charge was
integrated. At low energies multiple scattering
in the target caused some electrons to miss the
cup. The collection efficiency was determined
by using a SEM upstream from the target to mea-
sure the charge ratio of the SEM to the Faraday
cup with and without the target.

The electrons scattered from the target were
analyzed in momentum by the 183-cm, 180°,

=-3 double-focusing spectrometer.'* The spec-
trometer had a solid angle acceptance of 4.4 msr.
The magnetic field in the spectrometer was
monitored and stabilized with a rotating coil flux-
meter.!® The scattering angle had previously
been calibrated to +0.03°. The total angular
acceptance in the scattering plane used in the
present experiment was £0.93°. In the vertical
direction, where the cross sections and recoil
energy vary only very slowly with angle, the ac-
ceptance was +3.9°.

The electrons were detected with a 100-channel
detector’® located in the focal plane of the spec-
trometer. The 100 plastic detectors spanned a
momentum interval Ap/p of 9%, the best resolu-
tion being ~0.075% per channel. Events were ac-
cepted only if they were in fast coincidence with
one of the 10 backing-Cerenkov counters, which
registered only electrons and, with small ef-
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ficiency, pions. With this setup the background
at high momentum transfer comes almost ex-
clusively from accidental coincidences between
scintillation and Cerenkov counters. Even at the
highest g region of this experiment no counts at
energies above the elastic peak (i.e., background
events) were observed. In between every beam
pulse (60 and 120 sec™?) the single and coincidence
events were read into a memory which, upon
completion of a run, was transferred into an IBM
7700 data-acquisition system, and then stored on
a magnetic tape.

The >*Mg and 28Si targets used were isotopically
enriched to 99.96% and 98.96%,'” and had thick-
nesses of 415 and 446 mg/cm?, respectively. The
thickness and uniformity of the targets were
determined to +1.5% by comparing them with
natural Mg and Si sheets through y-ray absorption
measurements. The thickness of the uniform
natural targets was determined by measuring the
weight and area. The 2%Si pressed-powder target
was sealed between two thin aluminum foils each
13 mg/cm? thick. The small contribution to the
scattering cross section due to the aluminum foils
was subtracted by using the Al cross section mea-
sured with the 403-mg/cm?-thick Al target.

For the sulfur target the natural isotopic com-
position (95% 32S) was used. The percentage of
the spin I =3 isotope (0.74% *3S) is too low to give
a significant contribution through the high-multi-
pole scattering to the elastic charge cross section.
For Mg and Si such high-multipole contributions
would have added rather high percentages to the
cross section at high momentum transfer, as has
been shown in a recent experiment'® on ?’Al. The

parameters given in this paper therefore refer to -

natural sulfur and are expected to be ~0.15%
larger than for 32S in the radial parameter. The
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FIG. 1. Unfolded spectrum for Mg at 250 MeV and
60°.

sulfur target was made in the shape ot a disk ap-
proximately 8 cm in diameter, and was ground
from a cast sulfur piece. Since sulfur tends to
crack easily because of thermal tension, a wire
was epoxied onto the circumference of the disk in
order to hold the target together. The target
thickness (405 mg/cm?) was determined by com-
paring the sulphur disk with the electron beam at
a very low current to a rectangular sulphur piece
the thickness of which was determined by weight
and area. Due to the extremely poor heat con-
ductivity and low melting point of *2S the use of
the maximum beam current available was possible
only through rotation of the target, and by adding
approximately 1072 atm of H, gas into the scat-
tering chamber, which was then separated from
the drift tube vacuum by a 10-mg/cm?-thick alumi-
num foil. The small amount of H, gas served to
cool the target by convection; due to the large
recoil energy loss of electrons scattered from H,
this did not introduce any background events. The
steering and integrating SEM, located inside the
scattering chamber, was then, with reduced ap-
plied voltage, used as an ionization chamber.

In order to calibrate the apparatus, the ef-
ficiency of the detection system was determined
by measuring the elastic proton cross section
using a 480-mg/cm?-thick polyethylene target.

A carbon target with the same number of carbon
nuclei per cm? as in the CH, target was used to
determine the carbon background. At both values
of the incident energies (250 and 500 MeV) used
in this experiment, the efficiency of the system
was measured at angles such that the proton
elastic peak was well separated from the elastic
and discrete inelastic levels of carbon. The ef-
ficiency was then determined from the ratio of
the experimental proton cross section to the known
proton cross section, which was taken from the
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FIG. 2. Unfolded spectrum for Si at 500 MeV and 60°.
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TABLE I. Elastic cross sections for *Mg. TABLE II. Elastic cross sections for 285i.
E,=250.0 MeV E,=500.0 MeV E,=250.0 MeV E,=500.0 MeV
Elastic Elastic Elastic Elastic
Angle cross sections Angle cross sections Angle cross sections Angle cross sections
(deg) (mb/sr) (deg) (mb/sr) (deg) (mb/sr) (deg) (mb/sr)
34  0.269+0.008 34 (0.127£0.004)x 1073 34  0.293%0.009 34 (0.328%0.010)x 1073
36 0.167+0.005 36  (0.14820.,004)x 1073 36  0.178+0.005 35  (0.323+0.010)x 1073
38  0.102+0.003 38  (0.138+0.004)x 107 38  0.107+0.003 36  (0.319+0.010)x 1073
40  (0.637+0.019)x 10" 40 (0.107+0.003)x1073 40  (0.660+0.020)x10~! 38  (0.224+0.007)x 1073
42 (0.389%0.012)x 10! 42 (0.697+0.021)x 1074 42 (0.390+0.012)x107!1 40  (0.155+0.005)x 1073
44 (0.231£0.007)x 10! 44  (0.408+0.012)x107* 44 (0.245+0.007)x107! 42 (0.90020.027)x 1074
46  (0.143+0.004)x 107! 46  (0.241+0,007)% 1074 46  (0.132+0.004)x10"! 44  (0.502£0.015)x 104
48 (0.792£0.024)x107% 48 (0.111%0.003)x 107 48 (0.760+0.023)x10 46  (0.250+0.008)x 107
50  (0.477%0.014)x 1072 50 (0.503+0.015)x 107° 50 (0.396+0.012)x1072 48  (0.104+0,003)x 107
52 (0.250%0.008)x 1072 52  (0.204+0,008)x107° 52 (0.21320.006)x 1072 50  (0.344%0,011)x107°
54  (0.141+0.004)x 1072 54 (0.725+0,046)% 107 54  (0.100+0.003)x 1072 52 (0,127 0.006)x 1075
56  (0.677+0.021)x 1073 56  (0.222%0,022)% 107¢ 56  (0.500+0,015)x 1073 54  (0.262%0,021)x 1078
58  (0.344+0,010)x 1073 58  (0.468+0,105)x 107" 58  (0.215+0.006)x 1073 56  (0.749+0,112)x 1077
60  (0.163+0.005)x 1073 60 (0.279+0.073)x 1077 60  (0.998+0.030)x 107 60  (0.154+0,016)x 1078
62  (0.695+0,021)x107* 64  (0.271+0.054)x 1077 62  (0.617+0.019)x107* 62  (0.168+0.018)x 1078
64  (0.308+0.009)x107* 66 (0.157+0.027)x 107" 64  (0.550+0.017)x107* 64  (0.109+0.016)x 1078
66  (0.214+0.006)x 1074 68  (0.133+0.035)x 1077 66  (0.622+0.019)x10™* 66  (0.750+0.072)x 10""
68  (0.226+0.007)%x107* 70  (0.779+0.180)x 1078 68  (0.660%0.020)x10™* 68  (0.7610.095)x 107"
70 (0.2620.008)x107* 72 (0.547%0.150)x 107° 70 (0.710£0.021)x10™ 70  (0.382%0.080)x 107"
72 (0.286:0.009)x107™* 74  (0.540%0.146)x 1078 72 (0.685+0.021)x10™* 74  (0.102%0.021)x 107"
74 (0.316+0.010)x107* 78  (0.274+0.115)x 1078 74 (0.655%0.020)x 107 78  (0.362+0.152)x 1078
76  (0.309+0.009)x 107 82  (0.270+0,110)x 1078 76  (0.580+0.017)x107* 82  (0.272+0.216)x 107°
78  (0.299%0.009)x 107 86  (0.192+0.080)x1078 78  (0.542+0.016)x 1074 90  (0.127+0.074)x107?
80  (0.255+0.008)x 107* 80  (0.461+0,014)x 1074 94  (0.101%0.074)x 10~
82  (0.240+0,007)x 107 82  (0.387+0.012)x107*
84  (0.207+0.006)% 10-4 84  (0.310%0.009)x 10~
86  (0.181+0.005)x1074 86  (0.255%0.008)x 1074
88  (0.143+0.004)x107* 88 ° (0.198+0.006)x 1074
90  (0.118%0.004)x107* 90  (0.153%0.005)% 10™*
92 (0.910+0.027)x107° 92 (0.1240.004)x 107
94 (0.7900.024)x 1075 94 (0.932%0.028)x107°
98  (0.450+0,014)x 1075 98  (0.508%0.015)x107°
102 (0.277+0.008)x 1075 102 (0.275+0.008)x 1075
106  (0.163+0.006)x 1075 106  (0.128%0.005)% 107>
110  (0.823+0.038)x 107® 110  (0.638+0.036)x 107
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absolute measurements of Ref. 19. The measured
efficiency was usually a few percent below 1.0.

III. EXPERIMENTAL RESULTS

In the analysis of the data obtained from the
100-channel ladder several corrections were
necessary. After the dead-time corrections (at
maximum 10%) the spectra were adjusted for the
relative efficiencies of the 100-channel detectors,
which differed by a few percent from detector to
detector. The relative efficiencies were obtained
by taking several overlapping spectra of the smooth
quasielastic peak. The total momentum interval
spanned by the series of spectra was chosen to be
about twice the momentum acceptance of the
spectrometer. Since the quasielastic spectrum
is a smooth and slowly varying function of the
scattered energy, the deviation of each individual
channel from a polynomial best fit to these spectra
give the relative efficiencies of the plastic de-
tectors.?®

The most significant correction that must be
applied to the data is the unfolding of the radiative
tail. The unfolding procedure included in the
cross section those electrons that lost enough
energy to fall outside the peak in question. The
radiative effects considered here were: brems-
strahlung emission due to the finite target thick-
ness, emission due to the scattering from a
nucleus (Schwinger radiation), and Landau strag-
gling. The unfolding was performed with an im-
proved version of the program originally de-
scribed in Ref. 21. The unfolding of the three
effects mentioned was done channel by channel,
starting at the highest electron energy. This
procedure yields elastic and inelastic peaks with
all the radiative tails removed. For cases where
the elastic peak was well separated from in-
elastic peaks the procedure was checked by com-
paring the result with that obtained by using the
more accurate formula of Ref. 22. We found the
cross sections to be the same within +2%. Some
typical unfolded spectra are given in Figs. 1-4.

In the cases where the elastic peak was clearly
separated from the inelastic ones the cross sec-
tion was obtained by integrating the area under
the unfolded elastic peak between two given limits.
For the extraction of the inelastic cross sections
a curve fitting program was used to decompose
the spectrum into separate Gaussians, the width
of which was determined by the elastic peak. If
the excitation energies of the levels were known
they were used as constraints for the fits. The
curve-fitting procedure was also applied in the
case of the elastic cross sections of 2*Mg in the
neighborhood of the second diffraction minimum,

where the separation from the very dominant scat-
tering from the 1.37-MeV 2* level was not pos-
sible by choosing a cutoff.

The elastic cross sections of 2’Al were obtained
from the measured 27Al data which were necessary
for the background subtraction of the ?°Si pressed-
powder target, which was encased in two thin
aluminum foils. For the determination of the 7Al
elastic cross section the shape and position of the
peaks were obtained from the %8 elastic peak which
was measured alternately with 2’Al. Due to these
constraints the extraction of the ?’Al elastic cross
section is quite precise even if the elastic peak
was not separated from the 0.842- and 1.011-MeV
levels. No phenomenological analysis has yet
been made for these ?’Al elastic cross sections.
This is primarily due to the necessity of treating
the higher multipole contributions to the charge

TABLE II. Elastic cross sections for S,

E;=250.0 MeV E;=500.0 MeV
Elastic Elastic
Angle cross sections Angle cross sections
(deg) (mb/sr) (deg) (mb/sr)
34 0.328+0.010 34  (0.498+0,015)x 1073
36 0.193+0.006 35  (0.446+0,013)x1073
38 0.113+0.003 36  (0.373+0.010)x 1073

40  (0.687+0.021)x 107! 38
42 (0.384+0.011)x 107! 40
44  (0.218+0,006)% 107! 42
46 (0.118+0.004)x 107! 44
48  (0.599+0.018)x 1072 46
50  (0.288+0.009)x 1072 48
52 (0.143+0.004)x 1072 50
54  (0.637+0.019)x 1073 52
56  (0.280+0.008)x 1073 54
58  (0.148+0.004)x107° 56
60  (0.107+0.003)x 1073 58
62  (0.104+0.003)x1073 60
64 (0.114%0.003)%x1073 62
66  (0.121+0.004)x1073 64
68  (0.119+0,004)x 1073 66
70 (0.118+0.004)x 1073 68
72 (0.104%0.003)x 1073 70
74 (0.905+0.027)x 1074 74
76 (0.69920.021)x 1074 78
78  (0.618+0.019)x 1074 82
80  (0.467+0.014)x107* 90
82  (0.366+0.011)x107* 94
84  (0.272+0.008)x 107
86  (0.201+0.006)x 107*
88  (0.150+0.005)x 107
90  (0.106+0.003)x10™*
92 (0.751%0.023)x107°
94  (0.525+0.016)x 1075
98  (0.232+0.,010)x 1075

102 (0.945%0.047)x 1078

106 (0.320+0.028)x 107°

110  (0.108+0.013)x107¢

(0.257+0.008)x 1073
(0.134%0,004)x 1073
(0.639£0.019)x 107
(0.276+0.008)x 107
(0.106 +0.003) x 10™*
(0.272+0.012) x 107°
(0.591+0.038)x 107¢
(0.281+0.026) x 107°
(0.416+0.038)x 107¢
(0.524£0.043)x 1078
(0.495+ 0.040)x 107¢
(0.409+0.031)x107®
(0.328+0.030)x107®
(0.170+0.015)x 107
(0.104+0.008)x 1078
(0.485+ 0.054) % 107"
(0.362+0.046)x 1077
(0.585%0.163)x 1078
(0.140£0.057)x 1078
(0.397%0.204) x 107°
(0.217+0.089)x107°
(0.115+0.091)x 107°
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TABLE IV. Elastic cross sections for 2'Al.
E(,=250.0 MeV E;=500.0 MeV
Angle Elastic cross sections Angle Elastic cross sections
(deg) (mb/sr) (deg) (mb/sr)
34 0.278+0.008 34 (0.364%0.012)x 1073
36 0.179+0.005 35 (0.375£0.011)x107°
38 0.116+0.003 36 (0.354%0.011)x 1073
40 (0.705+0,021)x 107 38 (0.270£0.008)x 1073
42 (0.437+0.013)x 10™* 40 (0.190+0.006)x 1073
44 (0.265% 0.008) x 107! 42 (0.125%0.004) x 1073
46 (0.155+0.005)x 107! 44 (0.7520.020)x 107
48 (0.876+0.026)x 1072 46 (0.445%0.013)x 107
50 (0.515+0.015)x 1072 48 (0.204+0.006)x 107
52 (0.286+0.009) x 107 50 (0.108+0.008)x10™*
54 (0.153+ 0.005) % 1072 52 (0.499+0.049)x107°
56 (0.770+0.023)x 107 54 (0.255+0.026)x 107
58 (0.412£0,012)x 1073 56 (0.156+0.016)x10™°
60 (0.236 £ 0.007)x 107 58 (0.887+0.089)x107¢
62 (0.139+0.004)x 1073 60 (0.510£0.051)x 107
64 (0.101+0,003)x 1073 62 (0.326+0.033)x 1078
66 (0.850+0,026)% 107 64 (0.173+0.017)x107¢
68 (0.862+0.026)x 1074 66 (0.160+0.016)x107¢
70 (0.835+0,025)x 1074 68 (0.778+0.078)x 1077
72 (0.820+0,025)x 107 70 (0.285%0.041)x 1077
74 (0.795 £ 0.024) x 10‘;4
76 (0.710+0.021)x 107
78 (0.613+0.018)x 107 E Angl N :jslzstifi -
80 (0.542+0.016)x 10 B bec °
82 (0.464 + 0.014)x 1074 (MeV)  (deg) (mb/sr)
84 (0.374+0.012)x 107 170.0 135.0  (0.8050.080)x 1075
86 (0.314+0.009)x 107 188.5 135.0 (0.450+0.045)x 107°
88 (0.260+0,008)x 107 ‘195.0 135.0  (0.332%0.020)x 107°
90 (0.219+0.007)x 107 204.5 122.6 (0.600+0.060)x 1075
92 (0.162+0.005)x 107 221.0 104.0 (0.147+0.015)x107¢
% (0.144+0.004)x 107 221.0 135.0 (0.915%0.092)x 1076
98 (0.776+0.023)x 107° 254.0 135.0 (0.200+0.020)x107¢
102 (0.526+0,016)x 107° 270.0 135.0 (0.114+0.011)x107®
106 (0.3260.011)x 1073 285.5 135.0 (0.128+0.013)x 107®
110 (0.204+0.067)x 107
114 (0.124 +0.038)x 1075
118 (0.803+0,032)x 1078
122 (0.655+ 0,034)x 107¢
126 (0.400+0.019)x 1078
scattering in ?’Al. The contributions from mag- taken at 500 MeV, since at a given value of g the
netic scattering have been extracted before and cross section is approximately proportional to the
analyzed in Refs. 18 and 23. square of the incident energy E,.

The elastic cross sections for **Mg, 28Si, S, and The uncertainty in incident energy was +£0.1%
2’A1 measured in this experiment are presented and the reproducibility was about +0.03%. The
in Tables I-IV and in Figs. 5-8. The data were systematic error common to all cross sections at
taken at two incident energies, 250 and 500 MeV, one incident energy was + 3%, and was due mainly
referred to the center of the target for each nu- to the uncertainty in the absolute hydrogen cross
cleus in order to cover the desired range of mo- section used to calibrate our apparatus. The
mentum transfer. No data were taken at angles errors shown in Tables I-IV are statistical errors
below 34°; accurate cross sections were harder only.
to obtain at those angles with our apparatus, since The inelastic cross sections of the low-lying
for small angles the low beam current must be levels for #*Mg, 2°Si, and %S measured in this
integrated with a SEM rather than the Faraday experiment are given in Figs. 9—14 without an

cup. The high-momentum-transfer data were all analysis in terms of phenomenological transition
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charge densities. They are shown because in the
literature there are very few high-q inelastic form
factors available for comparison with theoretical
calculations.

IV. EMPIRICAL CHARGE DISTRIBUTIONS

The nuclei considered here, **Mg, 2%Si, and 328,
all have zero spin. Therefore the elastic cross
sections are determined purely by the ground-
state charge distribution. In the first Born ap-
proximation, which applies to nuclei with Za < 1,
the charge distribution is simply the Fourier
transform of the form factor and vice versa. That
is,

p(r) =% J; wF(q)sin(qr)q dq (1)
and
F(q) =Z_1e? L ) p(»)sin(gr)4nr dr . (2)

In our case Za is not < 1, so that while the ap-
plication of plane-wave Born approximation is a
valuable tool for obtaining qualitative ideas, it

24Mg

* 250 MeVv
4 500 MeVv

10

do/dQ (mb/sr)

1078 BEST 3pG + Ap
107°

|0-IO

R LU AR R AL B RALL R

AN NN SN NN
1.0 15 20 25 30 35 40

Qets (fm™')

Io-ll

o
o

FIG. 5. Experimental elastic cross sections from 2‘Mg
and best phenomenological fit.

ELECTRON SCATTERING... 1867

is not adequate for a quantitative analysis. With
the present data, Eq. (1) tells us that the experi-
ment will only give the Fourier components of

p(r) with a wave length larger than 27/q,_ = 1.6 fm.

Since Za is not much less than unity, the exact
phase-shift calculation was used to analyze the
data of the experiment. The phase-shift program?*
used was based on the method described in Ref.
25; it allows one to solve the Dirac equation nu-
merically for the electron in the Coulomb field
of the nucleus.

The general procedure was to try to find a
phenomenological charge distribution which, when
used with the phase-shift program, gave the ob-
served cross sections. Since the high-momentum-
transfer behavior of F(g) is unknown, one starts
with the simplest possible smooth charge distri-
bution py(r) and then adds a minimum amount of
higher-frequency components necessary to explain
the measured experimental cross sections. The
approach in fitting was therefore to first fit the
data up to the maximum momentum transfer com-
patible with a good fit using one of the standard
phenomenological model [e.g., a three-parameter
Fermi (3pF) or a three-parameter Gaussian (3pG)

ol
10 28g;

* 250 Mev
4 500 Mev

1072

T T TTTm T IRRALILLE

0%

1075

T T T

1078

do /dQ2 (mb/sr)

1077
BEST 3pG
1078

107°

IO—IO

oLt bt b b b brr e b
05 10 15 20 25 30 35 40

Qeff (fm- ! )

ﬁ‘IG. 6. Experimental elastic cross sections from 2Si
and best phenomenological fit.



LI, YEARIAN, AND SICK 9

1073

-4

11 1 A 1 mrml

1075

10"

do/dQ (mb/sr)

1078

10°°

IO-'O

oLt b b b bl b

325

* 250 MeV
4 500 Mev

BEST 3pG + Ap

05 1.0

20 25 30 35 40

Gegy (fM™')

FIG. 7. Experimental elastic cross sections from S
and best phenomenological fit.

distribution]. The g region roughly corresponds
to the range of the 250-MeV data (g < 2.1 fm ™).

Then, if necessary, a modification Ap was added
to explain the rest of the high-q data. The shape

10" =
= 2 24
E F“(q) FOR THE 1.37 MeV (2*) LEVEL IN °" Mg
B X g
102 =
F « 250 MeV
L 4 500 MeV
K
103 .
I E s
F2(q) | L
N [
04 i lerxy
E i ¥y
C ffﬁ{ 3
10°% = z
N i
ol v b bt
05 1.0 2.5 30

FIG. 9. Experimental form factor of the 1.37-MeV (2*)

level in Mg.

1.5 2.0
q(fm™")—

6|
4

5
o

10°°

27Al

* 250 Mev
4 500 Mev

Lol b b b e

FIG. 8.

do/dQ (mb/sr)
s 5 5 &8 3§ -
o Y o N -
8 _lllllﬂﬂ lllllrﬂ] HHHH] [TT
..'.
...
.o
'..
iy
s
n". >’
..”’
>
»
[ ]

1.0 1.5 20 25 30 35
Qegr (fm™")

Experimental elastic cross sections from ¥Al.

of the modification used, a damped oscillation, is
such that the low-gq fit is virtually not influenced
by it; the parameters of the basic distribution p,
are therefore almost independent of Ap. The weak
correlation was accounted for by iterating several
times in performing successive fits of p, and Ap.

102
E F2q) FOR THE 4.12 MeV (4") LEVEL AND
C THE 4.23MeV (2°) LEVEL IN “*Mg
I + 250 MeV
ot fily 4 500MeV
3 i Ty
C B
- "=
r |0‘4_:‘- %!i
F(q) | iF
B §13%13
106
ot v e b b b
05 1.0 15 2.0 2.5 30
q(fm™')—

FIG. 10. Experimental form factor of the 4.12-MeV

(4*) and

the 4.23-MeV (2*) levels in 2Mg.
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102
= F2(q) FOR THE 6.00 MeV (4*) LEVEL
C IN 2*mg
r ¢ 250 MeV
103 4 500 MeV

gEes b,
IH Hf{ .,

T T T

—_—
5
a

T TTTIT
>

>

Fz(q) x
L3
0% z
IO_SE
E \
ofbe v L e by b by
05 10 15 2.0 2.5 30

FIG. 11. Experimental form factor of the 6.00-MeV
(4*) level in #Mg.

This procedure is more transparent than the fits
which vary all the parameters simultaneously.
Some of the data have also been fitted by the latter
method, which produces the same x? and param-
eters different by less than their errors.

The analytical shapes used to fit the low-¢ part
of the data, which comprises differential cross
sections with experimental errors of +3%, are
the three-parameter Fermi or Gaussian distribu-
tions

r"—-c

po(r)m(1+wrz/cz)/[1+exp< — ">] n=1,2,
(3)

These distributions have three adjustable param-
eters: the half-density radius ¢, skin thickness
z, and w which serves in light nuclei essentially
to influence the tail of p(r).

At the higher momentum transfers the experi-
mental cross sections and the fit using p, generally
differ since p, does not have the necessary flexi-
bility. Usually this difference shows as a function
of ¢ a roughly symmetrical peak with a width of
1fm~'. A convenient parametrization able to pro-
duce the desired change in cross section is!

_ singyr = p?
Ap(r) Apo(0)<—°—qor t a0l

\
cosqo'r) e~?ir¥e
4)
where A, ¢q,, and p are three new adjustable pa-
rameters. In Born approximation it can be easily

seen that the resulting form factor is

AF(q)=A’exp [— <1_—1_)q_0) 2] . (5)
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102
ST F2(q) FOR THE 1.778 MeV (2*) LEVEL
F Ty, 28 ..
n = IN Si
= * 250 MeV
- = 4 500 MeV
3 = '
1077 = =
E [}
r )
= ?
04 i

—_—
T T 10110

Fz(q)

1075

T T TTTmp
e
STe)
-
w

S

o

T T Ty
——

ol by v b v b brgg
05 1.0 15 2.0 2.5 30
q(fm_')_’

FIG. 12. Experimental form factor of the 1.778-MeV
(2*) level in %si.

The shape of these modifications does, of course,
depend on the choice of p,.

“Mg

A good fit to the 2*Mg data is obtainable with the
3pF model up to ¢~ 2.1 fm™*; this fit is shown in
Fig. 5. At the high momentum transfers the calcu-
lated second diffraction minimum occurs at too
low a value of q. The difference between the ex-
perimental and the best 3pF fit over the region
2.1-3.3 fm ™! looks roughly like a Gaussian as a

-2

102
S F¥(q) FOR THE 2.237 Mev (2*) LEVEL
C !“*; N32s

-3 Y * 250 MeV

07 &= . 4 500 MeV
E =
E -
- =
r ]

0 H i,g!g x,

—
T T T
Lo
1ot
™
L]

LIRBLRRLLL

f
f

,0-71:1111|111111111111111LL
05 1.0 1.5 2.0 25 3.0
glfm™)—

LIS

FIG. 13. Experimental form factor of the 2.237-MeV
2*) level in 328.
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10° =
E F(q) FOR THE 4.96 MeV (3™ ) LEVEL IN >%s
: !f”““"'-.
3 e + 250 MeV
o . 4 500 MeV
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B ux
4_ 3
107 &
[ §
E 3 3 3 %
F2q) | i i
" t ii
oL |
IO-G:—
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FIG. 14. Experimental form factor of the 4.96-MeV
(37) level in 328,

function of momentum transfer and therefore can
be eliminated by adding to the 3pF distribution

(o,) a modification of the shape (4). The best fit
using p=p,+Ap has a x 2 of 1.5 per degree of
freedom. The corresponding charge distribution
is displayed in Fig. 15. The parameters are given
in Table V. The 3pG model does not in this case
give as good a fit; using one modification, the
best x 2 obtained is 7.8 per degree of freedom.

28q.
Si

In the case of 2%Si, the 3pF model gives an ac-
ceptable fit to the low-¢ data, even though the x?2
using 3pG is somewhat better. At the higher mo-
mentum transfer (¢ >2 fm~') the situation is quite
complicated, since the difference between experi-
ment and fit shows more structure than can be
accounted for with Eq. (4); a more flexible func-
tion would be needed. Two successive modifica-
tions of the shape described by Eq. (4), allows
one to fit the data without considerable systematic
deviations (x 2= 2.2 per degree of freedom) but at

the expense of adding more adjustable parameters.

The 3pG model is much better adapted to the 28Si
charge distribution, since it fits the data up to
the highest momentum transfers. The small
residual systematic deviations of fit and data do
not warrant the introduction of a modification.
The best fit has a x2 of 1.6 per degree of freedom
and is given in Figs. 6 and 15.

328

The *S data can be fitted relatively well up to
2.6 fm ™! using the Fermi model; the higher mo-

Ol

008

002

r(fm)—

FIG. 15. Best-fit charge distributions; %0 and °Ca
densities are from Refs. 26 and 1.

mentum transfers require one modification of
shape (4). The resulting fit shows some systematic
deviations from the data and has a x2 of 1.8 per
degree of freedom.

The Gaussian distribution gives a very good fit
to the low-g data up to 2.2 fm~!; the remaining
difference between experiment and low-q fit can
be parametrized well using shape (4). The best
fit has a x 2 of 1.1 per degree of freedom and is
shown in Fig. 7 together with best 3pG fit without
modification. The best-fit charge distribution is
given in Fig. 15, the parameters in Table V.

Summarizing, one can say that with one of the
models used a satisfactory fit has been obtained
for all three nuclei. The fact that 2%Si can be fitted
with 3pG without further modification implies that
the amplitude of oscillations in p(r), with a wave-
length similar to the ones found in S and Mg, are
smaller than 10% than the amplitudes found in S

TABLE V. Best-fit parameters for *Mg (3pF), 28Si,
and S (3pG).

®Mg Z= 0.604+0.006 fm g= 249 fm™!

C= 3.192+0.034 fm A=-0.076
}(3pF)
W=-0.24920.02 p= 051fm™!

28gj Z=2.076+0.01 fm

C=1.954+0.09 fm
}(3DG)
W=0.286+0.012

C=2.543+0.09 fm A=0.021
S Z=2,191%0.01 fm }(SpG) q=2.83 fm™!
W=0.160+0.012 »=0.50 fm™!
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24

Mg

A AZ(fm)

FIG. 16. Error contours for the basic parameters of
%Mg. The ellipses are the projections of the error el-
lipsoid in the c-z plane due to energy uncertainty (curve
a), double statistical error (curve b), shift due to abso-
lute normalization (x) and sum (curve c).

and **Mg. This shows that in 2%Si the relative
contributions of the 2s and 1d shells happen to be
such that p(r) is practically flat for radii smaller
than 1.5 fm. The x 2 values do not always approach
the number of degrees of freedom. This is es-
sentially due to some residual systematic devia-
tions which were too small to justify the intro-
duction of further modifications. For 2%Si a
contribution of ~15 in the value of x2 comes from
a few points in the first diffraction minimum,
where the fits always give cross sections ~6%

TABLE VI, Parameters for Fermi distributions.

Present work Mainz results

UMg Z= 0.604£0.006 fm Z= 0.591+0.018 fm

= 3.192+0.034 fm C= 3.08 +0.03 fm?
}Ref. 8
W=-0.249+0.02 W=-0.14 £0.03

25i Z= 0.574+0.006 fm Z= 0.545 fm

C= 3.239+0.026 fm C= 3.30 fm
}Ref.Qb
W=-0.149+0.015

W=-0.18

C= 3.44110.034 fm C= 3.53 fm
Sb  Z= 0.624%0.006 fm Z= 0.61 fm}Ref. 10}
W=-0.213 £0.014 W=-0.26

a Statistical errors only.
b Natural isotopic composition.

lower than experimental values. For #**Mg the

two points at highest momentum transfer give an
important fraction to the total x 2; however, they
contain too little information to warrant a more
complicated Ap. For every nucleus one of the

two models used gives a considerably higher y?%;
the two charge densities can therefore not be com-
pared directly since one must be excluded. A
comparison of the densities is nevertheless useful,
since it gives an estimate of the sensitivity of the
fits to details of p(»). In the center, where the
difference 3pF - 3pG is always the largest, 3pF
yields systematically higher values for the charge
density. The maximum central density difference
observed for the three nuclei occurs for 2*Mg and
is ~3% of p(0). Another systematic difference is
visible in the rms radii, which for the Fermi
model are ~0.01 fm greater than for 3pG.

One property of the charge distribution that
might be expected to depend strongly on the model
chosen is the tail of the density (» > 4 fm). Where-
as the Fermi model cases obviously can give an
exponential tail, the densities from the Gaussian
model would be expected to drop off more rapidly.
An inspection of the best-fit densities in the re-
gion 0.1p(0) < p < 0.001p(0) (i.e., 4.5 <7< T fm)
does not support this idea: both densities give an
almost exponential tail with densities that differ
very little. The reason lies in the very pronounced
influence of the parameter w, which, in light nu-
clei, essentially acts on the tail. The parameter
w is negative for 3pF and positive for 3pG. It
serves to compensate the not-fast-enough, or

TABLE VII. The rms radii in fm for 2‘1Mg, 2835 and
S.

Muonic Other electron
Present work x-ray result? scattering results

2.97+0.09 2.

b
3.01 x0.03 3.07+0.088 &e

“Mg  2.985+0.03
3.040.09¢
3.08+0.04 4f
3.06 2+8

3.18+0.09°¢
3.24410.02° 3.12h
3.23+0.071

28gi 3.106+0.03 3.086+0.02°

S 3.239+0.03

2 Natural isotopic composition.
b Reference 27.

¢ Reference 3.

d Statistical errors only.

€ Reference 8.

f Reference 9.

g Reference 7.

h Reference 5.

i Reference 10.
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too-fast, drop-off incuded by the exponential term
in Eq. (3). In the region 4.5 <7 <7 fm, which still
has a measurable influence on the cross sections,
the tail is consequently practically the same for
both models.

The errors in the parameters are the conse-
quence of the statistical fluctuations and the sys-
tematic uncertainties in the experimental data.
The statistical errors are obtained by computing
the error matrix. The systematic error, which
is mainly due to uncertainties in the absolute
normalization, is obtained by varying the hydrogen
calibration by 3% and refitting the data. An ad-
ditional +0.1% has to be taken into account in all
length parameters (e.g., ¢ and z) due to the un-
certainty in the incident energy. As an example,
the results of the error calculation are presented
in Fig. 16. The ellipses shown are the projections
of the error ellipsoid in ¢, 2, w onto the c-z plane.
The inner ellipse is due to the 0.1% uncertainty
in the incident energy; the middle ellipse is due
to twice the statistical error; the crosses give
the effect of an over-all normalization change of
+3%; the outermost curve gives the total uncer-
tainty due to the above three sources.

The errors in fitting the parameters in Ap(r)
are mainly due to the statistical fluctuations; the
contribution due to the systematic uncertainty is
comparatively negligible. The accuracy for fixed
¢, t, and w is such that the amplitude is deter-
mined to about +10%, the wavelength to +1%, and
the decay constant to +12%.

The errors in the rms radii quoted in Table II
are due mainly to the normalization uncertainty;
from fits to the data of similar precision for other
nuclei?® and for the 3pG-3pF comparison the model
dependence of the rms radius can be estimated to
+0.5%.

In Table VI the parameters of the 3pF distribu-
tions are compared to the ones obtained at ¢ <2.1
fm~! at Mainz.®~!° It should be kept in mind that
the 3pF model does not give an optimal fit to the
present data for 28Si and 8.

In Table VII the rms radii obtained are listed
together with results obtained by electron scat-
tering and muonic x-ray studies.?”

In the above analysis the contribution of dis-
persion corrections to the (e, e’) cross sections
has been neglected. No theoretical calculations
concerning the intermediate excitation of nuclear
states are available for the nuclei considered
here. For *°Ca, where several calculations exist,
the dispersion corrections lead to a change of
p(7) of the order of 0.5% for radii smaller than
5 fm.?® The magnitude of this change is com-
parable to the uncertainty of p(r) due to the sys-
tematic errors in the data discussed above. These

YEARIAN,

AND SICK 9
corrections are much smaller, for example, than
the Ap(7) used to fit the high-¢ data. The rms
radius of *°Ca changes by less than 0,1% when cor-
recting the data with the calculated dispersion ef-
fects.

V. DIFFERENCES IN CHARGE DISTRIBUTIONS

In Fig. 15 the best-fit charge distributions are
displayed together with the densities of ®0 and
4Ca, the lightest and heaviest members of the
s-d shell. Both these densities come from recent
high-momentum-transfer work®®'! (g <3.9 and 3.4

o010

0,005

0.010~

0.005

0020} ) 25, 5i%®
\ 9|
P oo0Isk
E
£
L)
s 0010 ~2%,
< \
\
N\
0005
0010
0.005

r(fm)—e»

FIG. 17. Experimental differences in charge distribu-
tions (Apexp), and differences corrected for change of
core density (Ap,).
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fm=~1, respectively). The densities reveal quite a
pronounced structure apart from the general in-
crease of radius with atomic number. The varia-
tion in the shape of p(r) in the s-d shell are so
rapid due to the two shells with very different
wave functions being filled. In this section we will
discuss the comparison of the experimental (phe-
nomenological) charge density distributions for
these five nuclei.

The experimental differences of charge distri-
butions Ap,,,, are presented in Fig. 17. For ease
of comparison, Ap,, has been divided by a factor
of 2 in the cases of the pairs *°Ca-%S and **Mg-
80, An inspection of Fig. 17 indicates that the
difference between the central charge densities
of 283i and %%S is only 0.008 efm™3; if the as-
sumption of the whole 2s shell being filled between
285i and %2S were valid, it would suggest a value of
Ap(0) about five times larger. The difference be-
tween 28Si and Mg, which is about 0.005 e fm ™3
at » =0 fm, indicates that a noticeable part of the
2s shell is already being filled there (the d pro-
tons contribute very little to the density at radii

24Mg

e 250 MeV
s 500 MeVv

--— HO
— WS

do/dQ (mb/sr)

!Illm TTTI

T Il”m] T T T T T TTT]

pee bbb b b b

1.0 1.5 20 25 3.0 3.5
Qg (tm=")
FIG. 18. Experimental cross sections of Mg com-
pared with calculated curves using the harmonic-oscil-
lator model (HO) and a Woods-Saxon model (WS).

smaller than 1 fm). If we assumed that the 2s
shell were empty in the case of **Mg and '°0O, then
24Mg should have a smaller value of p(r) at »=0
fm than '°0O, since the increasing radius of the po-
tential from €O to 2*Mg would imply a reduction
of the charge density at the center; the contrary
is observed experimentally.

Due to the dependence of the nuclear potential
well radius on the mass number, the AP, do not
give directly the charge distribution of the added
protons. The difference due to the increase of the
core radii can be estimated, however, within the
harmonic-oscillator framework.

For every pair of nuclei shown in Fig. 17 the
charge densities of the lighter partner have been
calculated using the oscillator parameters of the
two nuclei. These oscillator parameters have
been determined by requiring the density of the
two nuclei to fit the experimental rms radii. Then
the difference of the two densities represents
roughly the part of Ape, not due to the charge
distribution of the added proton, but rather the
change due to the general increase of the nuclear

28g;
o 250 MeV
+ 500 MeV

--- HO
— ws

do/dQ (mb/sr)

T IIHm] T IIIIITT[ IR

o "Corn bbb b bl
10 5 20 25 30 35

Qett (fm~1)

FIG. 19. Experimental cross section of 2Si compared
with calculated curves using the HO and WS models.
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325
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FIG. 20. Experimental cross sections of 32S compared
with calculated curves using the HO and WS models.

potential well radius. This difference has been
subtracted from Ap,,, to produce the curves Ap,
given in Fig. 17. Ap, should in this crude ap-
proximation represent the distribution of the added
protons.

In Fig. 17 the distribution of one 1d and one 2s
proton have been indicated also. A comparison
of these two possible contributions to both Ap,
and Ape, shows very clearly the separate effects
of the added 2s and 1d shell protons through the
two peaks at » =0 fm and =~ 3 fm. Consequently,
this experiment demonstrates qualitatively that
the filling of the 2s shell is spread out over a
rather large region of A. Within the approxima-
tion used to obtain Ap, one could then make an
interpretation in terms of the shell-model occu-
pation number (smo) of the 2s-1d shell rather
easily. However, it was preferred to extract it
in a more quantitative way as described in the
following section.

V1. SHELL-MODEL CALCULATIONS

In order to examine the proton distribution in
the nucleus in a more realistic way, a better in-
dependent-particle shell model must be used. The

24Mg
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FIG. 21. Phenomenological p(r) (dots) of 2/Mg com-
pared with calculated curve using the WS model.

28
0.0 - o EXPERIMENT

— WS

0.08

)
b3

plr) (efm™3)

0.04

0.0

r(fm)

FIG. 22. Phenomenological p() (dots) of 2Si compared
with calculated curve using the WS model.
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FIG. 23. Phenomenological p() (dots) of 32S compared
with calculated curve using the WS model.

actual nuclear potential was chosen to be of the
Woods-Saxon form

Vo
1+exp|[(r -A)/T] ’

with the well depth V,, half radius A, and the sur-
face thickness parameter T treated as free pa-
rameters. The effects of the spin-orbit inter-
action and the Coulomb potential were also in-
cluded. The choice of the spin-orbit potential
proves not to be critical for the present calcu-
lation; omitting it completely would change the
densities at radii <4 fm by less than 0.5%. The
influence of the exact shape of the Coulomb po-
tential is also minor. The charge distribution

V(r) (6)

TABLE VIIO. Experimental separation energy, best-
fit Woods-Saxon-model parameters.

24Mg 28s1 .BZS

V,y (MeV) 62.09 62.74 56.89
T (fm) 3.838 3.975 3.986

A (fm) 0.72 0.72 0.73

Vs (MeV) 10.0 10.0 10.0

EP,Z} (MeV) 11.65 13.20 9.1

Z,, 0.6 0.9 1.4

x%/degree of freedom 19.6 3.4 9.2
¥1ms (EM) 3.024 3109  3.253
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responsible for the Coulomb potential has there-
fore been approximated by a uniform distribution.

The 2s~1d occupation number was also treated
as a free parameter; without this degree of free-
dom, totally unacceptable fits resulted. The 1s
and 1p shells were assumed to be filled and the
experimental separation energies as given by
(p, 2p) experiments®® were used as a constraint
(for **Mg, the 1d;, energy; for 2°Si and S, the
2s,,, energy). The possibility of protons being in
the 1d,,, shell was not considered explicitly, since
the present analysis does not allow any statement
to be made about the relative 1d;,,-1d,,, occupation
number due to the similarity of the radial wave
functions.

With the four parameters mentioned above (the
well depth, the surface thickness, the half radius,
and the 2s-1d-shell occupation number) and one
constraint (the separation energy), the charge
distribution p () was calculated® by folding in
the proton size. The center-of-mass correction
necessary for the fixed WS-well calculation was

* performed as described in Ref. 26.

Reasonably good fits were obtained with x 2 values
between 3.4 and 11.6 per degree of freedom. The
best fits to the experimental data are shown in
Figs. 18 to 20. The best py(r) for *Mg, ?°Si, and
S are presented in Figs. 21 to 23, respectively.
The parameters found are given in Table VIII.

The 2s-shell occupation numbers obtained are
0.6, 0.9, and 1.4 for Mg, Si, and S, respectively.
They confirm the more qualitative impression

32
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T T

2
X (250MeV + 500MeV DATA) —
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T

| 1 1
1.2 1.4 1.6

Zz

2s

FIG. 24. The dependence of x? on Z,, for 323, all
other parameters adapted at every point for minimum x?.
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from Fig. 17 of a very gradual filling of the 2s
shell. In Fig. 24 the dependence of x2 on the 2s-
shell occupation number Z,, for *S is plotted; for
every given Z,, all other parameters were ad-
justed for minimum x2. Figure 24 indicates that
a fit to the electron scattering data is very sensi-
tive to the 2s occupation. An error of ~+0.1 can
be assigned to Z,, according to Fig. 24. The
sensitivity to Z,, is due to the high-momentum-
transfer points which allow a determination of the
central charge density of the nucleus; p(» ~0 fm)
depends on Z,; in an essential way, and only to a
minor extent on the wave function of the 1s state.

The results concerning the 2s-shell occupation
numbers can be compared to the values obtained
from stripping and pickup reactions by means of
sum rules®'* 3 which relate the spectroscopic
factors to the occupation numbers. A recent
analysis® of this type gives the experimental 2s-
shell occupation numbers of 0.19, 0.79, and 1.5
for Mg, 2%Si, and S, respectively; the values
calculated in Ref. 33 with the projected Hartree-
Fock method are 0.39, 0.70, and 2.0. The agree-
ment of the present results, typically 0.6, 0.9,
and 1.4, with the occupation numbers deduced from
pickup reactions is surprisingly good except for
**Mg, where the high value of p,,,(0) seems hard
to reconcile with an occupation number for the
2s protons as low as 0.19; it is conceivable, how-
ever, that one of the essential /=0 transitions in
the pickup reactions used to arrive at the number
Z,,=0.19 has not yet been observed. A recent
(d, *He) experiment on 2*Mg (Ref. 34) yields a con-
siderably higher Z,,, 0.46; this value is com-
patible with our result of 0.6, considering the un-
certainties of the two determinations.

When calculating the charge density from the
WS wave functions, the contribution of the neu-
trons®® has been neglected. As a consequence of
the present relatively poor knowledge of the neu-
tron charge form factor, this contribution, which
amounts to 0.5-1% of p(») for radii <5 fm, is quite
uncertain. It can be neglected without influencing
the above results because larger deviations be-
tween experiment and fit (deviations which are
due to the oversimplifications inherent in the WS
model) have been tolerated.

It should be noted that the Woods-Saxon model
used is somewhat questionable in this region of
A, since the nuclei are generally considered to
be deformed. The fact that Mg, presumably the
most strongly deformed of the three nuclei, gave
the highest value of x> might be taken as an indi-
cation of this. On the other hand, the apparent
surface thickness parameter for the WS well,
which could be considerably larger with an in-
trinsic deformation, is almost constant for >*Mg,
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2881, and 32S and is not particularly large (~0.72
fm).

VII. CONCLUSIONS

The elastic scattering cross sections of *Mg,
28Si, and %S have been analyzed by several models.
First, two phenomenological charge distributions
have been deduced; second, the nuclear Woods-
Saxon potential has been used to parametrize the
charge distributions. This WS model is much
less phenomenological considering the range of
applicability in nuclear physics that prompts the
use of this WS potential. Moreover, the con-
straint on the separation energy together with the
spin-orbit force taken from other experiments en-
sures that not only the radial wave functions but,
roughly, also the single-particle energies are
correct. The phenomenological models allow a
good fit of the data due to the sufficient flexibility
of the parametrizations chosen. The Woods-
Saxon potential does not reproduce the data with
a comparable quality. This is a consequence of
the reduced flexibility of the potential and the
various shortcomings of the extreme single-
particle model used. Three available parameters,
the fourth being used to fulfill the energy con-
straint, is too restrictive a set to explain the data
over such an extensive momentum transfer region
with the desired accuracy. The deviations of
experiment and fit visible at high ¢ explain well
the difference between p,. and Pohen in the center
region; this can be shown by parametrizing the
form factor difference, as has been done for the
phenomenological analysis, and calculating the
corresponding density change.

For the most precise extraction of the charge
distribution one therefore will have to rely on
the phenomenological model. The WS fits made
here have, apart from the information obtained
on the potential parameters and the 2s occupation
numbers, their merits also for the determination
of p(r): There is little ambiguity in the high
frequency components of the density function,
since the shape of these oscillations around the
mean density are given by the wave functions of
the different shells, which, for the present pur-
pose, are quite independent of the potential used.
The close agreement of empirical and WS densities
indicates that the remaining ambiguity in the high
frequency components (due to the lack of measure-
ments at higher momentum transfer) has no
serious consequences for the phenomenological
density. The explanation lies in the fact that the
momentum transfer region reached in the present
experiment is sufficiently high to make visible
the main features of the oscillation in p(») due to
shell structure. One obviously could add to the



9 HIGH-MOMENTUM-TRANSFER ELECTRON SCATTERING... 18717

empirical densities an oscillation having a wave-
length <1.5 fm without changing the x 2 of the best
fit. But taking the WS calculation (and the same

is true for a Hartree-Fock calculation) as a guide
for the amplitude of the high frequency components
that might occur one finds that they would be of
the order of a few percent of p(0).

The main feature that emerges from the WS fits
is the gradual filling of the 2s shell. This fact,
evident also from the empirical charge densities,
is known from pickup reactions; however, only
with the very high ¢ data measured here has it
been possible to extract an occupation number
from (e, e) experiments. The agreement of the
two completely independent determinations, one
of which depends on the 2s wave function in the
center of the nucleus, the other one on the wave

function in the tail, is very encouraging.
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