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Excitation functions for (p, n) reactions to 25 MeV on Cu, Cu, and Ag

R. Coils, * R. Kishore, t and J.B. Cumming
Chemistry Department, Brookhaven Nationa/ I.aboratory, Upton, Nesv Fork 11973

(Received 3 December 1973)

Absolute cross sections for the (p, n) reactions on 83Cu, 85Cu, and i+Ag at proton energies
from 2.5 to 25 MeV were determined by the activation method. Metal foil targets of natural
isotopic abundance were used; therefore, the results for +Zn above 22.3 MeV and for ~~Cd

above 18.8 MeV include contributions from (p, 3n) reactions. Beam intensities were measured
with a Faraday cup. Disintegration rates of the product nuclei were determined by assaying
their y rays with calibrated Ge(Li) detector systems. Comparisons of the present cross sec-
tions are made with a complete compilation of previous measurements and with calculations
based on a Monte Carlo intranuclear-cascade-statistical-evaporation model. Half-lives for
3Zn and YCd were determined to be 38.0+0.1 min and 6.50+0.02 h, respectively.

NUCLEAR REACTIONS '85Cu, ioYAg(p, n), E=2.5-25 MeV; measured 0'(E).
Natural targets, Faraday cup, Ge(Li) detector.
RADIOACTIVITY Zn, 'Cd; measured T&g2.

I. INTRODUCTION

Excitation functions for (p, n} reactions on Cu
and Ag targets have been extensively studied both
experimentally and theoretically for many years. ' "
For some of these excitation functions there are
well over 100 available cross-section measure-
ments made by as many as 10 expeximenters. The
vast majority of these measurements however, are
below 12 Mev. Furthermore, many of the previ-
ous measurements were beset with large uncer-
tainties due to difficulties in the activity measure-
ments and problems associated with the use of
protons which had been degraded in energy by
large factors. Nevertheless, because of this
wealth of experimental data at low energies, these
excitation functions have frequently been chosen
for testing various theoretical models of nuclear
reactions. In addition, Cu and Ag foils have com-
monly been used to monitor proton fluxes. As a
result, many other excitation functions" '4 are
based on the absolute values of these cross sec-
tions. Unfortunately, the use of these excitation
functions for comparisons with theoretical results
or for beam monitoring has seMom relied on the
full weight of all available data. In most cases,
either only selected data or collections of previ-
ously reported values (uncorrected for systematic
differences, such as in decay schemes, irrespec-
tive of changes over 20-yr periods of time) are
used. Because of the importance of these excita-
tion functions the present investigation was under-
taken.

The excitation functions to 2S Mev for the ~Cu-

(p, s)~ Zn, ~SCu(p, n)~Zn, and ' Ag(p, n)' VCd re-

actions were determined. The absolute activation
cross-section measurements have uncertainties of
approximately +19)& and energy uncertainties of
=100 keV. This permits a critical evaluation of
the previous work on these excitation func-
tions. ' ~' '~2o For this a complete compilation,
similar to one by Ning and Huizenga, "was made

by renormalizing the reported values to remove
systematic differences due to decay scheme changes.
The higher-energy region (12-25 MeV), where
previous data are rather scarce, is of special im-
portance fox comparisons to theoretical calcula-
tions. It is inthis xegionof the excitation functions
where several reactions [e.g., (p, 2n}, (p, Sn), and

(p, ps)] begin to competestrongly withthe (p, s)re-
action and where the (p, n) product can be formed

by mechanisms other than compound nucleus. Ear-
ly theoretical treatments in the low-energy region
have mainly been concerned with predicting total
reaction and compound-nucleus formation cross
sections by optical-model calculatjonse, ii-is, ie,mo

or decay of the compound nuel'eus by simple sta-
tistj.cal evaporatjon process' 2,e, v, ii, ie Of the
more sophisticated calculations' ~ which are
applicable to the higher-energy region, very few

comparisons have been made. A calculation based
on the exciton modelss has recently been made by
Hille et a/. "for the "Cu(p, n} excitation function.
In the present study, the experimental excitation
functions are compared to calculations based on a
Monte Carlo intranuclear-cascade-statistieal-
evaporation model, " "using the VEGAS code of
Chen et gl."for the cascade stage and the DFF
code of Dostrovsky, Fraenkel, and Friedlander'
for the evaporation stage.
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Il. EXPERIMENTAL TECHNIQUES
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FIG. 1. Schematic of the Faraday cup. Detail. s of the
magnet arrangement used for secondary electron sup-
pression are shown in the inset.

The excitation functions were measured with
proton beams from the Brookhaven tandem Van de
Graaff accelerators in two-stage operation for en-
ergies up to 14 MeV and three-stage operation for
energies from 14 to 25 MeV. The beam energy
was controlled via voltage stabilizer feedback net-
works and analyzed to better than +0.1% by a 90'
analyzing magnet which was previously calibrated
by proton magnetic resonance with the "C proton
resonance at 14.231 + 0.004 MeV." In order to
provide a large beam spot to minimize effects of
possible small-scale nonuniformities of the tar-
gets, the beam was strongly defocused and diffused
to greater than 1 cm diam. The beam was subse-
quently defined to 1 cm diam with a thick collima-
tor which was insulated from the Faraday cup.
The ratio of current on the collimator to that on
target was typically 1:1. Crossed =1000-G
magnetic fields provided by a set of permanent
magnets located directly behind the collimator
were used to suppress secondary electrons pro;
duced on the collimator edges. The Faraday cup
with its magnet arrangement (shown in Fig. 1) was
essentially based on the design criteria from a
study by Cumming. " The aluminum cup is 14 cm
deep x 7.5 cm diam and has a 2-cm-diam entrance
aperture. An aluminum vacuum window at the end
of the cup permitted free access to the target po-
sition without opening the cup to air for target
changes. The size of the beam spot and the proper
centering at the target position were established
by monitoring the beam with a fluorescent quartz
screen and closed-circuit TV camera. Then,

before each run, a trial irradiation was made with
a piece of thin blue cellophane which discolors on
irradiation. This provided an accurate represen-
tation of the beam location and area at the target
position.

The total number of protons striking the target
(i.e., total charge collected) during an irradiation
was determined by integration of current from the
Faraday cup. For each run, the current integra-
tors were calibrated to an accuracy of better than
+0.3% with a standard current source. Further-
more, the following possible sources of system-
atic error were considered and excluded: (1) the
current due to ionization of residual gas in the cup
was necessarily small since a very good vacuum
(&10 ' Torr) was always maintained; (2) the effect
of ionization in air outside the cup was demon-
strated" to be negligible; (3) secondary electrons
arising from the collimator were prevented from
entering the cup; and (4) the escape of secondary
electrons produced in the window or at the target
position was rather improbable because of the geo-
metrical arrangement and because the window was
in electrical contact with the cup. As a result, the
accuracy of the current integration is estimated to
be =1%.

Energy degradation of the proton beam in the
aluminum window (= 12.5 mg/cm'), in the small
air path (= 1.5 mg/cm'), and in the targets was
calculated from the range energy and stopping
power (rate of energy loss dE/dx) tabulations of
Northcliffe and Schilling" and Williamson, Boujot,
and Picard. ~ To facilitate interpolation of their
tables and to make consistent energy-loss correc-
tions, logarithms of dE/dx as a function of energy
were fitted to six-term polynomials. The fits were
always better than (1.0-1.5$) for any of the ab-
sorbers in the energy range of interest (3-25
MeV). The mean energy of an irradiation was
taken as the proton energy at the middle of the
target. The error on the mean energy was ob-
tained by quadratic propagation of the uncertainty
in the incident beam energy, the error in the en-
ergy loss (due to both the uncertainty in thickness
and in dE/dx) for each absorber and target, and
the energy straggling' in each absorber and tar-
get. The uncertainties on the mean energies are
typically 100 keV. Target thicknesses were in the
range of 150 to 500 keV. However, even in the
worst cases, corrections for this finite-energy
resolution were negligible (&1'$).

The targets of Cu and Ag were 5.2-cm' circular
discs cut from high purity (& 99.8%) 5- to 15-mg/
cm' metallic foils with natural isotopic abun-
dances. The thicknesses were determined to bet-
ter than 1% by weighing. Although the beam aver-
aged over a 0.79-cm' area of the target (see
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TABLE I. Radioactive decay characteristics of the
product nuclei which were used for the cross-section
measurements in this work.

Product
nucleus Half-life

p-ray y-ray abundance
energy (photons/100
(keV) disintegrations)

83zn

"zn
iovgd

38.0 +0.1 min

243.8 +0.7 dayc
6.5o+ o.o2 h'

669.6
961.9

1115.4
93.1

8.47+ 0.33 b

6.68 + 0.19b
50.6 +0 4
4.76+0 07 d.

' See Appendix.
Reference 41.

c Reference 40.
Obtained from combining the total transition intensity

(0.99937 transitions per disintegration) given in Ref. 42
with the total theoretical internal-conversion coefficient
(e =20.0) for an E3 multipole transition given inRef. 43.

above), the additional uncertainty due to possible
small inhomogeneities and irregularities in the
target surface was also considered in assigning an
error of 1.0-1.5% in the number of target nuclei
per unit area. Both single foils and stacks of
three to six foils were used for the irradiations.
Obviously, the irradiations of single foils are
those with the best energy resolution, whereas
the middle foils from stacked foil irradiations are
those which require no correction for loss of reac-
tion products by recoil. In all cases however, re-
coil losses were both estimated and empirically
shown to be very small and were neglected in com-
puting the cross sections.

Absolute disintegration rates of the product nu-
clei were assayed without chemical separation,
since the different half-lives and distinct y-ray
energies were sufficient to distinguish and identify
them by high-resolution y-ray spectroscopy. The
principal radioactive decay characteristics of the
product nuclei which were used in this work are
given in Table I. For "Zn, the averages from as-
saying both the 669.6- and 961.9-keV y rays were
used for the determinations. Measurements were
made with Ge(Li) coaxial detectors and 4096-chan-
nel pulse-height analyzers which were previously
calibrated~ for efficiency (at fixed counting geom-
etries) with absolute International Atomic Energy
Agency and National Bureau of Standards standard
sources. Multiple spectra of each source at a
fixed counting geometry were taken as a function
of time. To minimize systematic errors, analyzer
dead times were usually kept less than 5%. Copper
absorbers (369 mg/cm') were placed over the
sources in order to annihilate the P' radiation at
the sources and prevent the positrons from enter-
ing the detector, and to attenuate the x rays to
minimize coincident summing with y rays. Analy-

sis of the y-ray spectra was performed by means
of a modified version of the BRUTAL4' computer
code. The resultant decay curves were analyzed
by a least-squares procedure using the CLSQ ' pro-
gram. The maximum statistical uncertainty on
any of the data points (i.e., y-ray peak intensities)
used in the decay curve analyses was 3%. The data
were fitted to the known half-lives (see Table I) to
obtain the extrapolated counting rates at the end of
irradiation. These were converted to absolute dis-
integration rates by applying the efficiencies and
y-ray abundances (see Table I), and correcting for
absorption in both the source and the Cu absorber,
and for summation of coincident y-ray, x-ray, and
annihilation radiation.

Absolute cross sections were calculated from
these disintegration rates, the number of target
nuclei per unit area, and the number of incident
protons. The irradiations were of sufficiently
short duration compared to the half-lives of inter-
est so that variations in beam intensity had a neg-
ligible effect (&2%) on the derived cross sections.
The uncertainties in the cross sections include the
errors in the peak analyses including counting statis-
tics (always &3%), decay curve analyses (typically
&3%), absolute detector efficiencies (5-10%},
y-ray abundances (1-4%), target thicknesses
( = 1.0-1.5$), and current integration ( = I /~). The
over-all uncertainties were obtained by combining
the above errors in quadrature and are typically of
the order s(I-12%). The cross sections relative
to each other would have considerably smaller er-
rors however, since the systematic uncertainties
in the detector efficiencies and y-ray abundances
would b~ removed.

III. RESULTS AND DISCUSSION

A. Experimental cross sections

The experimental cross sections for the "Cu-
(p, n)"Zn and "Cu(p, n}"Zn, and '"Ag(p, n)'~Cd
reactions are tabulated in Tables II and III, re-
spectively. For "Zn and ' 'Cd, the cross sections
at high energies also include the contributions
from (p, 3n} reactions on ~5Cu and 'O~Ag, respec-
tively. These cross sections along with all of the
values from previous measurements have been
plotted as excitation functions in Figs. 2-4. Be-
cause of the wealth of previous data, especially at
low energies (&12 MeV), the data points are not
individually identified in the figures. Brief sum-
maries of the previous measurements'~ ~'~'~"
whose results are included in Figs. 2-4 are tabu-
lated in Table IV. For each study, the table con-
tains the experimental method used for the mea-
surements (including relevant decay scheme data
and calibration information), the method of beam
monitoring, the incident proton energy and energy
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x ange of the measux ements, and the numbex of
cross sections which mere determined. The com-
pilation includes measurements by both activation
and neutron detection methods. Measurements by
neutron detection in which tax'gets with natural iso-
topic abundances were employed""' mere not
included. The activation measurements were re-
normalized when necessary to base them on the
same decay schemes. The conversion factors used
to make these corrections are also given in Table
IV (column 5). For those activation measurements
where the available information was insufficient to
make the correction and for the neutron detection
measurements, the conversion factor is unity.

As indicated in Figs. 2-4, the present results
are in good agreement mith the vast majority of
the previous work. The only notable exception is

the high-energy region (&14 MeV} of the ~Cu(p, n}-
"Zn reaction excitation function (Fig. 2}where the
cross sections obtained by Ghoshal' and Meadows'
are considerably larger than the present results.
Both of these studies utilized proton beams which
had been degraded in energy by large factors (see
Table 1V) and thus are subject to substantial ener-
gy uncertainties. Hille et al." have suggested
that the Ghoshal data' should be shifted to lower
energy by 1 to 1.5 MeV because of possible errors
in the energy-loss calculations which may have re-
sulted from the use of old stopping-power values.
A shift of 1 MeV would put the majority of Gho-
shal's data in reasonable agreement with the pres-
ent results. The cross sections obtained by Mead-
oms' are systematically higher than the present
data and all of the other previous work. This has

TABLE II. Experimental cross sections for production of Zn and 85Zn.

Ep
(MeV)

0("zn}
(mb)

0{"Zn)
(mb)

Ep
(Me V)

g(65Zn)

(mb)

2.86
3.70
3.89
3.99
4.32

4.63
4.99
5.11
6.16
7.23

8.29
9.20
9.37

10.33
11.29

11.36
12.52
12.63
12.83
13.02

13.07
13.17
13.21
13.37
13.50

0.013+ 0.002
10.2 ~ 0.8

49.6 + 3.8
89.4 + 6.6

115 + 8
205 + 15
262 + 20

334 + 25
367 +27
404 +27
421 +31
426 ~31

466 +32
437 +32
465 +34
458 +33
459 +33

500 ~34
488 +38
467 +35
455 + 34
424 +32

14.0 + 0.7
73.0+ 3.4
91.4~ 4.4
95.1~ 4.7

130 ~ 7

171 ~ 8
221 +1Q
250 + 14
422 +24
492 + 30

559 +32
697 ~32
644 + 35
731 ~40
731 +34

716 +40
576 +33
560 +46
550 +26
456 + 26

493 ~ 27
530 +32
527 +30
500 +25
439 +24

15.45
15.87
16.04
16.20
16.64

16.81
16.97
18.48
18.70
1S.85

19.01
19.73
19.86
20.00
21.51

22.37
22.49
22.62
23.24
23.37

23.51
25.02

264 + 19
243 + 17
227 + 17
218 + 16
186 + 14

173 + 13
166 +12
100 + 7
87.4 + 6.6
90.7 + 6.8

85.6 + 6.4
71.1+ 5.3
65.8 + 4.9
63.7+ 4.8
45.1+ 3.3

404+ 3 1'
41 9+ 32
39.3 + 3.1
35.6 + 2.8
33.7+ 2.5 ~

34.4+ 2.7 ~

33.3 + 2.5

243 ~11
211 + 11
204 + 11
201 + 10
165 + 8

165 +10
156 + 8

93.1+ 4.5
88.7+ 5.1
895' 44
86.5 + 4.4
72.6 + 3.5
69.4+ 4.0
68.8+ 3.4
53.6 + 2.8

45.9~ 2.8
42.0 + 3.1
46.1+ 1.0
41.0+ 1.0
40.8+ 2.3

42.7 * 2.7
34.1 ~ 1.9

13.52 423
13.56 457
14.07 413
14.25 394
14.44 386

+30

+31
+2/
+28

440 +24
481 +29
390 + 19
340 +18
357 +18

~ 8 Cu( p, 3n)6 Zn reaction contributes (reaction threshold =22.31 MeV); apparent cross sec-
tion is

0( Zn) =0 fCu(p, n)] + 0 [65Cu(p, 3~)]&( 3Cu)
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also been observed by Newton eI, al.49 for several
other excitation functions reported in Meadows's
study. ' The recent measurements by Hille et al."
for the 83Cu(p, n)"Zn reaction cross sections are
also systematically too high although by much
smaller percentages (10-25/p). Since the experi-
mental techniques of their study and the present
work were nearly identical these discrepancies are
rather unexpected. Both the "Cu(p, n) Zn and
"Cu(p, n)"Zn reaction cross sections at 9.85 MeV
measured by Jones and Schiffer" appear to be too
low by approximately 20-25%. The ratio of these
cross sections however, is in good agreement with
the present work and that of Refs. 4, 9, 11, and

12, therefore suggesting the possibility of a sys-
tematic calibration error in their experiment. Be-
side that of Jones and Schiffer, "the only other
cross sections in the "Cu(p, n)"Zn reaction exci-
tation function (Fig. 2) which are not in good
agreement with the bulk of the other data are the
very low-energy (&4-MeV) measurements of

1000—
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3.12
3.65
3.84
4.16

0.019+
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1.82 +
2.M +
5.16 +

0.002
0.04
0.13
0.17
0.35

13.46
13.58
13.99
14.39
15.59

390 + 26
370 ~25
314 + 21
267 ~18
154 + 11

TABLE ID. Experimental cross sections for produc-
tion of '07Cd.

FIG. 2. Experimental excitation function for the ~~Cu-

(P, n) Zn reaction. The closed circles represent the
results from the present measurements. The open
circles are renormahzed values of previous measure-
ments {see Table IV and text). Cross sections from the
present work above 22 MeV include the contribution from
the 65Cu(p, 3n) 8'Zn reaction.
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4.94
6,06
7.20
8.17
9.18

9.35
10.30
10.31
11.33
11.34

12.29
12.43
12.58
12.62
12.95

12.99
13.27
13.27
13.44
13.44

24.4 + 1.6
101
216 + 15
331 ~20
521 + 36

495
606
644
664
680

548 + 37
496 + 33
491 + 34
518 + 35
460 +31

449 + 31
386 + 26
402 +28
369 +36
373 + 25

15.95
16,19
16.45
16.69
16.92

18.71
19.04
19.27
19.50
19.73

19.96
22.43
22.73
22.92
23.]2
23.40

144 +10
132 + 9
110 + 7
104 + 7
96.4+ 6.5

54.8+ 3.8
51.1~ 3.7'
48 5+ 33'
460~ 32'
473+ 32
509+ 35'

263 +18 '
293 +20'
346 +25'
357 + 24
392 + 27

Ch
(A
G
0
D

IOOO—

IOO—

l~ f 1 I I

4 8 12 16 20 24
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~ 'o~Ag{ p, 3n)~OYCd reaction contributes {reaction thres-
hold=18. 83 MeV); apparent cross section is

0( Cd) =cr[ Ag(P n)j+ oa Ag{P, 3n)].~{107Ag)

FIG. 3. Experimental excitation f'unction for the Cu-
(P, n)85Zn reaction. The closed circles represent the re-
sults from the present measurements. The open circles
are renormalized values of previous measurements {see
Table IV and text).
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Blaser et ul. ' Their low-energy data points are
slightly displaced to the higher-energy side and it
undoubtedly results from the energy uncertainty in
degrading the fixed energy proton beam to low en-
ergies. Above 12 MeV, no previous measurements
on either the "Cu(p, n)85Zn or ""Ag(p, n)'~Cd re-
action excitation functions are available. The
present results have extended these excitation
functions into this theoretically interesting higher-
energy region. For the '"Ag(p, n)'OVCd+'O'Ag-

(p, 3n)'O7Cd excitation function (Fig. 4), the in-
crease above 20 MeV is due to the rapidly increas-
ing (p, 3n) reaction cross sections. The threshold
for this reaction is =18.3 MeV.

B. Calculated cross sections

The calculated excitation functions based on a
Monte Carlo intranuclear -cascade-statistical-
evaporation model"' "are compared to the ex-
perimental curves in Figs. 5-7. The cascade
stage was calculated with one of the STEP versions
of the VEGAS code.2' In this version, the nuclear

density distribution consisted of seven concentric
spherical shells of constant density and potential
which approximate the Fermi density distribution.
Refinements in the model for refraction and re-
flection of cascade nucleons at the boundaries of
each constant potential region (step) ' and for ve-
locity-dependent potentials" were not included
since these more sophisticated and complex ver-
sions have earlier been shown to have only limited
success. "" Typically, 1000 cascades were per-
formed for each incident proton energy at intervals
of 2-3 MeV starting from =13 MeV. Ten evapo-
ration sequences were calculated for each of the
excited residual nuclei with the DFF code, which is
based on the Monte Carlo formalism of Dostrov-
sky, Fraenkel, and Friedlander (DFF).' For the
calculations, the level density parameter was set
equal to A/20, the binding energies and masses
were taken from the 1962 compilation of Konig,
Mattauch, and Wapstra, "a reduced radius of
r, =1.5 fm was used for calculating the inverse
reaction cross sections for particle emission, and
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FIG 4. Experimental excitation function for the 'Ag-
(p n) Cd+ 9Ag(p, 3n) 7Cd reactions. The closed circles
represent the results from the present measurements.
The open cirlces are renormalized values of previous
measurements (see Table IV and text). Above = 18.8
MeV, the cross section for production of ~Cd is the
weighted sum of the (p, n) and (p, 3n) reaction cross sec-
tions. The sharp rise in the excitation function results
from the rapidly increasing (p, 3n) cross section.
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FIG. 5. Comparison of experimental 8 Cu(p, n) Zn re-
action excitation function with evaporation and cascade-
evaporation calculations. The labeled curves are: A,
experimental, excitation function given in Fig. 2; B, 63Cu

optical-model reaction cross sections taken from Ref.
51; C, DFF evaporation calculations for Cu(p, n); D,
vEGAs-DFF cascase-evaporation calculations for 3Cu-

(p, n); E, vEGAs-DFF cascade-evaporation calculations
for Cu(p, 3n); F, weighted sum of curves D and E. The

Cu(p, n) and 5Cu(p, 3n) reaction thresholds at 4.21 and
22.3 MeV, respectively, are labeled with arrowheads.
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the pairing energies were those given in their
work. ' The DFF code was also used for pure com-
pound-nucleus -statistical-evaporation calculations
at 1-MeV intervals over the entire energy range of
the excitation functions. From 1000 to 'l000 evapo-
rations were performed at each incident energy.
For either the cascade evaporation or simple
evaporation case, DFF calculation provided the
fractional probabilities for production of a given
product nucleus per incident proton. The maxi-
mum statistical uncertainties on these probabil-
ities for the cascade-evaporation calculations were
of the order 5-15%, and for the evaporation calcu-
lations were usually much less than 10%, except at
very high energies where it gradually increased to
30% since very few events proceeded to the (p, n)
reaction products. The probabilities were con-
verted to production cross sections using the opti-
cal-model reaction cross sections given by Mani,
Melkanoff, and Iori." It should be emphasized
that at no stage of the calculation are the calcu-
lated cross sections arbitrarily normalized to ex-
perimental data.

In Figs. 5-7, the curves labeled A, 8, C, and D

are, respectively, the experimental excitation
functions taken from Figs. 2-4, the optical-model
reaction cross sections, "the DFF evaporation cal-
culations, and the VEGAS-DFF cascade-evapora-
tion calculations. Figures 5 and 'l also contain
VEGAS-DFF calculations (labeled curves E) for the
65Cu(p, 3n)"Zn and "'Ag(p, 3n)'O'Cd reaction exci-
tation functions. The thresholds, labeled in the
figures with arrowheads, for these (p, 3n) reac-
tions are 22.3 and 18.8 MeV, respectively. The
weighted sums of the (p, n) and (p, 3n) reaction
cross sections are given in the figures as the
curves labeled F.

The results from both the simple evaporation
and cascade-evaporation calculations are virtually
identical up to energies several (2-4) MeV beyond
the peaks of the excitation functions. This agree-
ment is simply a natural result of the fact that up
to these energies the cascade calculation predicts
the formation of a compound nucleus for nearly
every inelastic event. Above this, the evaporation
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FIG. 6. Comparison of experimental Cu(p, n)8 Zn re-
action excitation function with evaporation and cascade-
evaporation calculations. The labeled curves are: A,
mq)erimentai excitation function given in Fig. 3; B,
'Cu optical-model reaction cross sections taken from

Ref. 51; C, DFF evaporation calculations for 85Cu(p, n);
D, vE«s-DFF cascade-evaporation calculations for Cu-
(p, n). The reaction threshold at 2.17 MeV is labeled
with an arrowhead.
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FIG. 7. Comparison of experimental Ag(p, n) +Cd
+ +Ag(p, 3n) ~Cd reaction excitation function with evap-
oration and cascade-evaporation calculations. The la-
beled curves are: A, experimental excitation function
given in Fig. 4; 8, ~~Ag optical-model reaction cross
sections taken from Ref. 51; C, DFF evaporation calcu-
lations for YAg(p, n); D, vEGAs-DFF cascade-evapora-
tion calculations for 'Ag(p, n); E, vEGAs-DFF cascade-
evaporation calculations for Ag(p, 3n); F, weighted
sum of curves D and E. The Ag(p, n) and Ag(p, 3n)
reaction thresholds at 2.22 and 18.8 MeV, respectively,
are labeled with arrowheads.



1828 COL LE, KIS HORE, AND CU MMING

calculation predicts a steady decrease in the cross
section with increasing energy, while the cascade-
evaporation calculation predicts a slower, more
gradual tailing in the excitation function due to di-
rect processes which also lead to the (p, s) prod-
uct. These qualitative features are similar to
those of several previous reports.

The peak cross sections for the "Cu(p, n)6'Zn

(Fig. 6) and '"Ag(p, n)'O7Cd reactions (Fig. 7) exci-
tation functions agree reasonably well with the cal-
culations, whereas, for the "Cu(P, s)8'Zn excitation
function (Fig. 5), the calculated cross sections are
nearly a factor of 2 larger than the experimental
values. Neglecting the magnitude of the cross sec-
tions, the general shape of the excitation functions
appear to be reproduced by the cascade-evapora-
tion calculations. For even the two former cases
(Figs. 6 and 7}however, the calculations system-
atically overestimate the cross sections on the high-
energy side of the peaks. Furthermore, thepredict-
ed peak positions are consistently about 1 MeV too
high. Although not readily apparent in Pi.gs. P and

6, this shift in peak position can easily be seen in
Fig. 'I. This 1-MeV shift in the '"Ag(p, n) reaction
peak position manifests itself as a =2-MeV shift in
the valley at =20 MeV [due to the decreasing '"Ag-
(p, n) and increasing "'Ag(p, 3n) reaction cross
sections]. Some of the small systematic disagree-
ments between the calculated and experimental
excitation functions are ascribable to the parame-
ters which enter into the calculation. For exam-
ple, the peak position and shape of the excitation
function are dependent on the value of the level
density parameter a. An increase in a, such as
from A/20 to A/10, would have the effect of shift-
ing the evaporated particle spectrum to lower en-
ergies because of the decrease in nuclear temper-

ature. As a consequence, the rising and falling
edges of the peak would become sharper and the
peak position would be shifted to lower energy.
These effects of g on the results from evaporation
calculations have been demonstrated by Dostrov-
sky, Fraenkel, and Friedlander. Similarly, the
magnitude of the cross sections at the peak posi-
tions can be changed by varying the values of the
pairing energy terms 5 or the value of the reduced
radius to. Although minor variations of these pa-
rameters may have some slight beneficial effect
on the results of the calculation, it would not sub-
stantially change the over-all trends. The present
overestimation of the cross sections at the higher
energies can be contrasted to the underestimation
(to about the same degree) observed in previous
similar calculations on other (p, n} reaction exci-
tation functions. ""These previous studies used
a version of the VEGAS cascade calculation which
included reflection and refraction of the cascade
nucleons. These trends suggest that the fraction
of compound-nucleus formation at higher energies
is overestimated in the Latter versions, while in
the former versions (present work) it is under-
estimated.
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TABLE V. Half-lives of Zn and ' Cd.

83Zn

107Cd

E~
(keV)

669.6
961.9

all

93.1
324.6
422.6
796.4
828.9

all

No.
decay
curves

17
17
34

14
5
3
4
4

30

Weighted mean
T 112

38.06 +0.09 min
37.96 +0.11 min
3,8.02 + 0.07 min

6.504+ 0.004 h
6.546 + 0.041 h
6.552+ 0.048 h
6.389+ 0.045 h
6.466 +0.033 h
6.503+ 0.004 h

2.33
1.56
1.96

5.16
1.96
1.14
2.22
1.47
3.69

T 1/2

38.1 +0.2 min
38.0 +0.2 min
38.0 +0.1 min

6.50+ 0.02 h
6.55+0.08 h
6.55+ 0.06 h
6.39+0.10 h
6.47+ 0.05 h
6.50+ 0.02 h

Weighted (inverse square of standard deviations) mean of the fitted half-lives.
Goodness-of-fit parameter for the weighted-mean as given in Ref. 52.

. Assigned half-life; the reported error was obtained from the product of the goodness-of-
fit parameter for the mean and the statistical uncertainty on the mean, see text.
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APPENDIX

As an outgrowth of the present investigation,
the half-lives for "Zn and ' 7Cd were determined
from the numerous y-ray decay curves which
were obtained in the course of this work. The
target irradiations, y-ray spectrometry, and
decay curve analyses were described in Sec. II.

For ' Zn, decay curves for the 669.6- and 961.9-
keV y rays were followed for two to eight half-
lives. In all, 34 decay curves with a combined
total of 335 data points were analyzed. The un-
weighted mean of these 34 least-squares-fitted
half-lives is 38.1+0.2 min. Weighted (inverse
square of the standard deviations) means with
their one standard deviation (o) statistical un-
certainties were also obtained and are provided
in Table V. The reported errors on T&g2 were
obtained from the product of the goodness-of-fit
parameter" (v) for the weighted means and the
statistical uncertainty (o) on the means. The re-
sult obtained for the half-life of "Zn is

T», (63Zn) = 38.0+ 0.1 min.

Agreement is generally good with previously re-
ported values: 38.3 min, ""38.3+0.5 min, "
38.0 + 1.3 min, ' 38.5+ 0.8 min, "38.1 +0.3 min, '

36 + 2 min, "39.9 + 0.8 min, "37.6 + 0.3 min, "38.4
+ 0 2 minim 39 0 + 0 1 min, ' 38 40 + 0 05 min~ s

and 38.5+0.1 min. "
For the '"Cd half-life determination the intense

93.1-keV y ray was primarily used. For several
of the sources however, additional decay curves
were also obtained for the weaker 324.6-, 422. 6-,
796.4-, and 828.9-keV y rays. 30 decay curves
followed for two to six half-lives with a combined
total of 540 data points were obtained. The un-
weighted mean half-life from these 30 measure-
ments is 6.4'1 +0.05 h. The various weighted mean
half-lives are also given, as for "Zn, in Table V.
These results indicate that the half-life of ' 'Cd
is

T„('"Cd)=6.50+0.02 h.
Previously reported values for this half-life in-
clude: 6.7 h s . ee 6 4 h e7 and 6.49 y P P5 h es

Values for the ~Zn and '"Cd half-lives adopted
in recent compilations~ e' are 38.4 min and 6.5 h,
respectively. Our result for '3Zn suggests that
the half-life is shorter than the adopted value.
In the case of '"Cd, our result is in excellent
agreement with the other existing precision mea-
surement" which suggests that the adopted value
should be revised to reflect this higher precision.
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